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A Web-Based Application for Complex Health Care Populations: User-Centered Design Approach

Abstract

Background: Although eHealth technology makes it possible to improve the management of complex health care systems and follow up on chronic patients, it is not without challenges, thus requiring the development of efficient programs and graphic user interface (GUI) features. Similar information technology tools are crucial, as health care populations are going to have to endure social distancing measures in the forthcoming months and years.

Objective: This study aims to provide adequate and personalized support to complex health care populations by developing a specific web-based mobile app. The app is designed around the patient and adapted to specific groups, for example, people with complex or rare diseases, autism, or disabilities (especially among children) as well as Alzheimer or senile dementia. The app’s core features include the collection, labeling, analysis, and sorting of clinical data. Furthermore, it authorizes a network of people around the patient to securely access the data contained in his or her electronic health record.

Methods: The application was designed according to the paradigms of patient-centered care and user-centered design (UCD). It considers the patient as the main empowered and motivating factor in the management of his or her well-being. Implementation was informed through a family needs and technology perception assessment. We used 3 interdisciplinary focus groups and 2 assessment surveys to study the contexts of app use, subpopulation management, and preferred functions. Finally, we developed an observational study involving 116 enrolled patients and 253 system users, followed by 2 feedback surveys to evaluate the performance and impact of the app.

Results: In the validated general GUI, we developed 10 user profiles with different privacy settings. We tested 81 functions and studied a modular structure based on disease or medical area. This allowed us to identify replicable methods to be applied to module design. The observational study not only showed good family and community engagement but also revealed some limitations that need to be addressed. In total, 42 of 51 (82%) patients described themselves as satisfied or very satisfied. Health care providers reported facilitated communication with colleagues and the need to support data quality.

Conclusions: The experimented solution addressed some of the health system challenges mentioned by the World Health Organization: usability appears to be significantly improved when the GUI is designed according to patients’ UCD mental models and when new media and medical literacy are promoted. This makes it possible to maximize the impact of eHealth products, thereby overcoming some crucial gaps reported in the literature. Two main features seemed to have potential benefit compared with other eHealth products: the modeling, within the app, of both the formal and informal health care support networks and the modular structure allowing for comorbidity management, both of which require further implementation.
Introduction

Background

The improvement in health services and the quality of health treatment and social care has led to a significant increase in survival (and quality of life) among adults and children with chronic complex diseases and high health care needs [1].

According to the World Health Organization (WHO), over a billion people have some form of disability, whereas 110 to 190 million adults have significant difficulty functioning. An estimated 39% of the Italian population is affected by some chronic disease, with increasing disability rates. Currently, more than 3 million people in Italy are disabled. These patients are characterized by multiple morbidities, requiring the use of a range of services and a technology-enhanced care model [1-4].

eHealth may help such patients manage multiple clinical encounters and large amounts of clinical information generated from various sources. Indeed, patients report a highly frequent use of information and communications technology (ICT) to search for health information, communicate with health care providers (HCPs), track medical information and medications, and assist in decision making regarding treatment [5]. Notably, patients attempt to use ICT tools for self-management, as they expect to benefit from eHealth and enhance control over their own disease [6].

Extant research suggests that eHealth tools supporting patient-HCP interaction, patient self-management, and HCP-HCP interactions (through electronic health record integration) are of great benefit to patients [7,8]. These benefits may increase further, as the COVID-19 crisis has triggered additional demand for remote care models and systems. Previous studies have pointed out a number of critical issues concerning complex health care populations, since these include different subpopulations that pose specific medical and organizational challenges for the design of public service provision. These issues include the accurate assessment of the levels of services and needs, implementation of services and resources tailored to specific needs, coordination and integration of family-centered care planning, promotion of health systems based on patient or family self-management, and the redefinition of models of multidisciplinary team care [5,9,10].

According to the 2012-2020 eHealth Action Plan, in 2011, the Italian Public Administration promoted a high-communication health care project and a citizen’s Electronic Health Dossier (Fascicolo Sanitario Elettronico) [8,11], but the project encountered difficulties in getting under way and proved difficult to implement. The few ongoing initiatives have not received positive feedback from users due to usability problems and the low digital literacy of both HCPs and families [12].

Objectives

In this context, the ABILITA2 Project (Italian: Sviluppo di un Applicativo per terminali mobILI dedicato a popolazioni ad aTA complessità Assistenziale; English: Development of a web-based Mobile Application for complex healthcare populations) takes advantage of ICT and its eHealth applications, exploiting the patient-centered care approach. When addressing the abovementioned issues, it adapts the service to different subpopulations, providing models that can be replicated in the future [13].

To meet the requirement of interdisciplinarity, the ABILITA2 consortium includes a partnership between ICT companies (Informapro Srl, Logica Informatica Srl, and Mediamed Interactive Srl) and medical and research centers (Ospedale Pediatrico Bambino Gesù - Rome and Consultorio Pediatrico ASL Rieti) as well as patient associations related to the medical areas of Alzheimer disease, autism, artificial nutrition, and rare pediatric diseases.

The project’s general objective was to provide adequate and personalized support to complex health care populations by developing a specific web-based app, Abilita, designed around the patient and customizable for specific groups, notably people with complex or rare diseases (eg, genetic syndromes, patients requiring parenteral nutrition), autism or disabilities (especially among children), and Alzheimer or senile dementia. The core features of the app allow for the collection, labeling, analysis, and sorting of clinical data. Furthermore, it authorizes a network of people around the patient to securely access the data contained in his or her electronic health record.

The study’s specific objectives are as follows:

- Assess levels of service and patient needs, testing assessment procedures and tools, especially for pediatric and older adult groups who are less considered in the eHealth market.
- Promote patient self-management and co-responsibility as the basis for a suitable and user-friendly web application. The emphasis is on patient empowerment (understanding of his or her role, acquisition of sufficient knowledge to be able to engage with HCPs, patient skills, and the availability of a facilitating environment [14,15]).
- Enhance and innovate the coordination between professionals and caregivers, specifically exploring the potential of a collaborative network operating on the patient’s behalf, which is built by the patient based on his or her individual needs and institutional contacts.
- Make the most of a proximity support network, which includes informal relationships with relatives, friends, and key figures in the territory, which is a crucial health care management factor [16,17].
- Encourage families or communities to play an active role and, at the same time, ensure quality of data, care, and management.
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assistance by using GUI modeling of proper actions per profile according to the level of skill and motivation.

- Assess the app’s performance and impact.

**Methods**

**Assessment and Design Process**

The project adopted a user-centered design (UCD) approach in graphic user interfaces (GUIs) and considered users’ point of view and needs as central. The difference from other methods is that UCD meets the needs and desires of users rather than forcing them to change their behavior to meet the product settings [18]. Since the designers considered the user to be the patient (or parent/caregiver), an interdisciplinary analysis was needed to assess needs and then model actions, logic paths, questions, and answers within the interface. To do so, clinical and medical competence needs to be flanked by skills in computer sciences and database management, communication or new media sciences, psychology, and sociology [13]. The study used a number of focus groups based on a general inductive approach. The results of these focus groups were then further investigated through anonymous questionnaires [19]. The focus groups met monthly with 90- to 120-min sessions to analyze the different issues raised by the study.

Focus group A assessed patients’ needs and scenarios of use. It included patients (n=4), health care workers (n=2), psychologists (n=1), researchers in communication sciences (n=1), and software developers (n=1). All participants were part of the project network and discussed the experience of patients and caregivers with ICT products and possible scenarios using the Abilita app. Finally, a web-based questionnaire (Q1) was developed for the purpose of studying the main features, habits, needs, and digital and medical literacy of patients and families. Q1 was sent to a selected sample of patient associations (presidents and expert members in steering groups): Alzheimer Uniti Roma ONLUS, Associazione Nazionale Genitori Soggetti Autistici (ANGSA) Lazio Onlus, Associazione italiana sulla nutrizione Artificiale Domiciliare “Un filo per la Vita,” Associazione Prader Willi Lazio, Associazione Italiana delezione cromosoma 22 Onlus. The 20 anonymous responses were collected in June 2018; and the statistics of multiple-choice items and summaries of open-answer items were contained in a project report in September 2018 [20,21].

Focus group B, consisting of HCPs (n=4), psychologists (n=1), privacy officers (n=1), and software developers (n=2), was devoted to the general GUI design. The outcomes of the assessment of patient needs were translated into design challenges. The discussion raised a number of research questions, including the problem of low HCP motivation or time and the need to consider the patient as the main subject motivated to use the app. It is also necessary to task the patient or caregiver with data entry and updating health records and adding user profiles to the app (to model both institutional and informal patient support networks). Additional issues concerned the powers of individual user profiles (reading or writing of sections of the data set), the need to ensure health data quality, even when not directly entered by HCPs, and to predict real-world data entered by the patient and his or her proximity network. We used paper prototyping throughout the process that led to the user requirements document delivered in November 2018 for all identified user profiles (patient, parent or tutor, caregiver, family member, doctor, nurse, structure manager, social operator, temporary, and emergency).

In designing the health record, we tried to identify possible user behaviors, which led to additional questions: what does a particular population require and how can the interface structure be customized for specific pathologies to meet patient needs and coordination requirements? Data and pages are not equally relevant for all subpopulations, and preferred content, information, and functionalities differ across groups. In this respect, the general GUI of Abilita could be made more powerful by customizing content and database structure, with a view to create GUIs for more specific medical areas (the Abilita modules). Focus group C was set up to assess this potential. It included presidents and steering group members from patient associations (n=4), psychologists (n=1), communication sciences researchers (n=1), and software developers (n=1). The discussion addressed the specific needs of the subpopulations involved in the study, after which we administered a mandatory questionnaire (Q2) to test the usefulness and effectiveness of feasible implementations. Q2 was sent out through email to a selected sample of national and regional patient associations; the 15 anonymous responses were then collected into a database highlighting the main aspects or attention points for GUI customization and the preferred functions that could be identified.

**Observational Study, Feedback, and Validation**

After the development of the prototype, we performed an observational study to evaluate its application in terms of its functionality, versatility, responsiveness to patients or families’ needs, user-friendliness, and rate of acceptance. We designed the study in line with international Good Clinical Practice criteria and obtained approval from the ethics committees of the medical centers involved (document protocols 1589_OPBG_2018 and 2474/CE Lazio1). A total of 116 of the 130 (89.2%) patients invited to participate in the study were included, as they (or their families) possessed the required computer skills. They were recruited in the Rome area and in the Province of Rieti, a setting marked by a variety of health needs and increased geographic isolation due to the 2016 earthquake. During the 6-month study period (January-June 2019), the patients authorized additional user profiles to access their data, namely 32 HCPs, 97 parents, 5 family members, and 3 caregivers, for a total of 253 app users. We then analyzed individual user accesses to explore the actual use of the app. Frontal, telephone, and web-based tutoring sessions helped the patient participants (or their parents if the patient was aged under 16 years) to complete the registration and browse the app upon uploading their personal data. In June 2019, we developed a voluntary web application feedback questionnaire for patients (Q3) with indicators for evaluating usefulness or satisfaction, privacy, and security impact. We identified usability and effectiveness, while task managers tested
the app’s compliance with general recommendations and technical functionality. A link to the questionnaire was sent by email (we avoided multiple responses by limiting survey access to a single instance), and we received 51 anonymous responses in July 2019; the statistics on multiple-choice items and summaries of open-answer items were reported in a project report in September 2019.

In July 2019, we conducted 23 semistructured individual interviews with 10 doctors and 13 nurses to explore the app’s usefulness in the follow-up of chronic patients, its usability, and other features of the HCP interface (questionnaire Q4).

Table 1 summarizes the different data collection stages of the research.

<table>
<thead>
<tr>
<th>Data collection processes</th>
<th>Description</th>
<th>Access and recruitment criteria</th>
<th>Collected data and period</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus group A</td>
<td>8 participants (4 members of the patients’ associations or caregivers, 2 HCPs, 1 software programmer, and 1 psychologist); 1 facilitator (researcher in communication sciences)</td>
<td>Members of the project network, experienced in the management of 5 medical areas (autism spectrum disorders, 22q11.2 deletion syndrome, Alzheimer disease, Prader-Willi syndrome, chronic intestinal failure)</td>
<td>Eight 2-hour meetings in the period, April-May 2018</td>
<td>Definition of main aspects and attention points to be tested on a larger sample of respondents through the questionnaire Q1: definition of scenarios of use</td>
</tr>
<tr>
<td>Questionnaire Q1</td>
<td>62 items mostly in a multiple-choice format and with partial adaptive questioning</td>
<td>A web questionnaire mandatory for a restricted sample of national and regional patient association members (closed mandatory survey [21])</td>
<td>20 anonymous responses collected in May 2018</td>
<td>Project report</td>
</tr>
<tr>
<td>Focus group B</td>
<td>8 participants (2 software programmers, 2 doctors, 2 nurses, 1 psychologist, and 1 privacy officer); 1 facilitator (researcher in communication sciences)</td>
<td>Members of the project network, experienced in eHealth and GUI design processes</td>
<td>Fifteen 2-hour meetings in the period, June-November 2018</td>
<td>User requirement document for all the identified user profiles</td>
</tr>
<tr>
<td>Focus group C</td>
<td>6 participants (4 members of the patients’ associations, 1 software programmer, and 1 psychologist); 1 facilitator (researcher in communication sciences)</td>
<td>Members of the project network, experienced in the management of 5 medical areas (autism spectrum disorders, 22q11.2 deletion syndrome, Alzheimer disease, Prader-Willi syndrome, chronic intestinal failure)</td>
<td>Five 2-hour meetings in the period, December 2018-January 2019</td>
<td>Definition of main aspects and attention points to be tested on a larger sample of respondents through the questionnaire Q2</td>
</tr>
<tr>
<td>Questionnaire Q2</td>
<td>7 items mostly in an open-answer format</td>
<td>Text file sent by email to a selected sample of national and regional patient association members (closed mandatory survey [21])</td>
<td>15 anonymous responses collected in January 2019</td>
<td>Database with main aspects and attention points for customization of the GUI</td>
</tr>
<tr>
<td>Observational study</td>
<td>Use of the Abilita app in real-world settings by patients, families, HCPs, and communities</td>
<td>We invited 130 patients of the project medical centers to participate (Provinces of Rome and Rieti); 116 accepted the invitation and were recruited</td>
<td>253 system users in the period January-June 2019 (116 patients, 32 HCPs, 97 parents, 5 other family members, and 3 caregivers)</td>
<td>Report on statistics of use in real-world settings exported by the system administrators</td>
</tr>
<tr>
<td>Questionnaire Q3</td>
<td>36 items mostly in a multiple-choice format (16 defined by a Likert scale score) and with partial adaptive questioning</td>
<td>A web questionnaire; we invited the 116 patients involved in the observational study and obtained 51 responses (closed voluntary survey [21])</td>
<td>51 responses collected in July 2019</td>
<td>Project report</td>
</tr>
<tr>
<td>Questionnaire Q4</td>
<td>17 items (16 defined by a Likert scale score and 1 open-answer item)</td>
<td>Face-to-face interviews; we invited the 32 HCPs involved in the observational study; 23 accepted</td>
<td>23 responses collected in July 2019</td>
<td>Project report</td>
</tr>
</tbody>
</table>

aHCP: health care provider.
bGUI: graphic user interface.
Results

Assessment and Design Process
Q1 clarified the overall context of the study. The age at first diagnosis for complex healthcare diseases ranged from 0 to 5 years for the majority of cases and from 65 to 80 years in the remaining cases. All patients were not autonomous and had at least one caregiver. Their digital skills were at a basic or medium level, with limited experience with the use of IT tools to communicate with social and (private or public) healthcare services. Patients or caregivers displayed significant awareness of their medical areas. They were able to name the diagnosis in technical terms, describe the main elements of the disorder or disease (causes, severity, symptomatology, correlations with other disorders, and risk factors), mention the pharmacological therapies with precision, describe recommended daily treatments and activities (diets, sport), and recognize changes in symptoms (especially aspects to be monitored and reported to healthcare personnel). The most frequently used documents were treatment plans, reports of visits or exams, and prescriptions. Most patients reported to a healthcare unit devoted to their specific disorder or disease and scheduled follow-up visits every 6 months on average. In this context, potential clients believed that Abilita could successfully respond to the following requirements:

- Provision of tools and resources to manage emergency situations (average score of 8.2 on a 0-10 scale, SD 1.6).
- Collection and storage of healthcare documents and digital contents (average score of 7.7 on a 0-10 scale, SD 3.0).
- Remote communication with authorized healthcare personnel (average score of 7.6 on a 0-10 scale, SD 2.1).
- Support with monitoring activities (reminders of exams, visits, self-measurements, etc; average score of 6.7 on a 0-10 scale, SD 2.8).
- Targeted information on recreational, informative, or social activities (average score of 6.1 on a 0-10 scale, SD 2.3).

Focus group A identified the Online Help function as a central tool for the app, as it served multiple goals: it accompanies the user in browsing the sections even when he or she has low digital or medical literacy, and it acts as an intermediary between the different users operating within a patient’s personal folder.

Focus group B confirmed the main areas of the GUI (menu items) as follows: Home page; Help; My data; My network; Search; My story; Organizer; Notifications; Personal profile; Info room; Emergency card. The Online Help, personalized as a female avatar named Lisa, interacts with the user by written and/or audiovisual messages. The app also features a medical glossary explaining technical terms and jargon. When users first access the app, Lisa provides advice and recommendations on how to start, suggests the sections to be prioritized, and offers easily accessible demos of app functions. In subsequent usage, Lisa highlights unread notifications, scheduled appointments, and missing information in the Emergency card when relevant (Figure 1).

The my data area is the medical and administrative record and comprises 2 sections: general outline and clinical data and documents (Figure 2). The sections include importance or severity labels that ensure the record’s organization and facilitate access to the most relevant data. Key information on the type of disease, therapy, particular care needs, and specific conditions is easily available. Thanks to the validation function, HCPs can validate data entered by patients or caregivers.

Figure 1. Home page—shortcuts to the main areas and welcome or follow-up message from Lisa.
In the area my network, the patient or the parent or legal tutor can create a personalized collaborative network of care support (eg, doctors, nurses, parents, friends, neighbors, domestic helpers, babysitters, and tutors, etc). Each member of the network is assigned a separate profile with authorization to access some or all of the personal data. Furthermore, the patient may authorize all health care facilities, thereby enabling all HCP personnel to read and update their medical records. The app also makes available temporary or emergency authorization facilities as well as the blanket withdrawal of all permissions. In the search area, it is possible to carry out simple or advanced database searches sorted by data subject or by authorized person (highly recommended by HCPs to facilitate access to relevant information). My story hosts a personal diary where users can note clinical data as well as daily experiences, relevant episodes or therapeutic adherence (Multimedia Appendix 1). Actions in the app are always traceable, which allow reconstruction of the author and the date of changes and data validation. Figure 3 summarizes the results of the design process, the relationship between the design and objectives of the research (as discussed in the focus groups) and privacy policy.

In keeping with the privacy policy, the patient is the sole owner and controller of his or her data and the only person able to decide who may treat them and under what conditions, which meets both General Data Protection Regulation requirements and recommendations concerning patient empowerment [22,23]. All sensitive data and interactions between the client (web-based application or emergency mobile app) and the server are encrypted.

Figure 2. Area “My data.”

Figure 3. The design process.
The results of focus group C confirm that the GUI’s disease specificity crucially improves app usability and patient engagement. The relevance of the data set and the perception of utility by families and communities increases when the app is customized based on the specific needs of a subpopulation. In particular, we studied subpopulation management for the following medical areas: autism spectrum disorders, 22q11.2 deletion syndrome, Alzheimer disease, Prader-Willi syndrome, and chronic intestinal failure. The main gaps were centered around the coordination of social and health care services (mostly during follow-up) as well as family support. As a result, the design of the Abilita modules for each medical area includes specific GUI features: personalization of the content and structure of the medical data set, contents of the info room (information about the disease), and functions of the organizer and notifications as well as recommendations and priority highlights from Lisa. More specifically, the study foregrounded the following elements:

- Each subpopulation would like to have a personalized page in the clinical data subsection.
- Different diseases and ages need differentiated administrative forms.
- The agenda and recall functions could be implemented for specific situations and connected with local networks.
- Users consider it important that data for clinical research at different levels be available.
- Users consider the latest disease-specific documents and recommendations important, such as the Integrated Care Pathway or best clinical practices.

### Observational Study, Feedback, and Validation

Table 2 shows the characteristics of enrolled patients and families as well as their average use of the Abilita app over the last 4 to 6 months of study. These data were automatically exported by the system administrators and reflect the actions performed by users within the app, including demographic data entered at registration.

Owing to the characteristics of the investigators (pediatricians), most of the enrolled subjects were children or adolescents, in which case the users of the app were mainly parents or family members. HCPs authorized by patients or parents primarily uploaded clinical data and documents. Patients performed operations such as consultation with clinical data, loading of missing clinical investigations, and writing of individual day-to-day experiences. Each patient authorized an average of approximately 2 persons to access their data, who were usually parents and family members, doctors, nurses, and psychologists. By contrast, caregivers and school operators were considerably less involved. The 868 documents that were uploaded included 18 different subtypes, mainly reports of examinations and clinical investigations. Approximately 35% of the data entries were performed by the patients or their parents from the beginning.

We tested 81 Abilita functions, which users could access with different levels of authorization (Multimedia Appendix 2). Q3 involved 51 respondents. Table 3 shows the results of the answers to questions 1 to 16, with average positive scores of 78% (4 or 5).

### Table 2. Statistics of use of the study population (N=116).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males, n (%)</td>
<td>67 (57.8)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>67 (57.8)</td>
</tr>
<tr>
<td>10-20</td>
<td>28 (24.1)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>21 (18.1)</td>
</tr>
<tr>
<td>Accesses by patients (n=623), mean (SD)</td>
<td>5.4 (2.3)</td>
</tr>
<tr>
<td>Authorizations by patients, n</td>
<td>207</td>
</tr>
<tr>
<td>Entered documents, n</td>
<td>868</td>
</tr>
<tr>
<td>Entered clinic visits, n</td>
<td>307</td>
</tr>
<tr>
<td>Entered exams, n</td>
<td>271</td>
</tr>
<tr>
<td>Entered diagnoses, n</td>
<td>155</td>
</tr>
<tr>
<td>Entered vaccines, n</td>
<td>348</td>
</tr>
<tr>
<td>Entered inputs on importance or severity, n</td>
<td>1040</td>
</tr>
<tr>
<td>Authorized parents, n</td>
<td>97</td>
</tr>
<tr>
<td>Other authorized family members, n</td>
<td>5</td>
</tr>
<tr>
<td>Authorized caregivers, n</td>
<td>3</td>
</tr>
<tr>
<td>Authorized HCPs, n</td>
<td>32</td>
</tr>
</tbody>
</table>

aHCP: health care provider.
Table 3. Answers to questions 1-16, expressed in percentage of Likert scale scores.

<table>
<thead>
<tr>
<th>Question No.</th>
<th>Question</th>
<th>Scores, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Is Abilita useful for the orderly archiving of medical documents?</td>
<td>1 (2) 6 (12) 44 (86)</td>
</tr>
<tr>
<td>2</td>
<td>Is Abilita useful for the orderly archiving of documents concerning care and assistance?</td>
<td>2 (4) 6 (12) 43 (84)</td>
</tr>
<tr>
<td>3</td>
<td>Is Abilita useful for remembering the renewal of some clinical evaluations?</td>
<td>0 (0) 10 (20) 41 (80)</td>
</tr>
<tr>
<td>4</td>
<td>Is Abilita useful to having your medical history under control everywhere?</td>
<td>1 (2) 2 (4) 48 (94)</td>
</tr>
<tr>
<td>5</td>
<td>Does Abilita allow you to monitor some medical parameters when recommended by the HCPs?</td>
<td>2 (4) 7 (14) 42 (82)</td>
</tr>
<tr>
<td>6</td>
<td>Is Abilita useful for recording daily self-measurements (eg, blood pressure)?</td>
<td>10 (20) 9 (18) 32 (62)</td>
</tr>
<tr>
<td>7</td>
<td>Does Abilita allow you to share information on healthcare or psycho-educational assistance with various professionals?</td>
<td>3 (6) 8 (16) 40 (78)</td>
</tr>
<tr>
<td>8</td>
<td>Does Abilita allow you to receive relevant information in a health emergency away from home?</td>
<td>0 (0) 6 (12) 45 (88)</td>
</tr>
<tr>
<td>9</td>
<td>Does Abilita allow you to share health information with HCPs without bringing your complete medical chart with you?</td>
<td>0 (0) 3 (6) 48 (94)</td>
</tr>
<tr>
<td>10</td>
<td>Does Abilita help you adhere to drug therapy regimens (with reminders) and track what has actually been taken?</td>
<td>6 (12) 10 (20) 35 (68)</td>
</tr>
<tr>
<td>11</td>
<td>Does Abilita help you remember which medical devices to buy or order?</td>
<td>6 (12) 14 (27) 31 (61)</td>
</tr>
<tr>
<td>12</td>
<td>Does Abilita help you remember administrative deadlines for requesting disability status or for other socio-healthcare procedures?</td>
<td>5 (10) 13 (25) 33 (65)</td>
</tr>
<tr>
<td>13</td>
<td>Does Abilita help you to find a document in your archive quickly using advanced search functions?</td>
<td>3 (6) 8 (16) 40 (68)</td>
</tr>
<tr>
<td>14</td>
<td>Does Abilita provide useful information about bureaucratic aspects, scientific research or treatments?</td>
<td>2 (4) 14 (27) 35 (69)</td>
</tr>
</tbody>
</table>
Questions 17 and 18 asked users about the areas they would like to see enhanced: the answers covered all the areas suggested, with no specific option prevailing significantly, and the same applies to what functions should be integrated (question 18). Interestingly, the option ability to set preferred tabs or activities to create shortcuts for most used functions obtained 37% (19/51) of the responses, suggesting that customization is the best strategy. No relevant issues arose regarding privacy and security (questions 19-20): 57% (29/51) of users had no general problems, 65% (33/51) had no problems entering and classifying data, only 23% (12/51) had problems but overcame them with the Lisa online help or with practice (questions 21-30).

Other open and unstructured optional questions (31-36) yielded good feedback concerning the Lisa web-based help, with 47% (24/51) suggesting further implementation of this tool. Patients and caregivers urged informing family doctors and pediatricians about the app to maximize dissemination. The answers on scientific research and on PDTAs (diagnostic-therapeutic assistance pathways) highlight Abilita’s potential for data collection subject to privacy consent, for reconstructing analogies in groups of patients affected by the same disease or disorder, and for patient associations to pursue their institutional goals. In addition, Abilita’s effectiveness in facilitating relationships or communication with HCPs and local facilities was positively evaluated, preferably with the support of the region. Furthermore, participants considered that the main strengths of the project were knowledge of one’s own medical history with a click and the overall philosophy behind the app (Multimedia Appendix 3).

Q4, which included 17 predefined questions and addressed 23 HCPs, produced average positive scores of 72% (4 or 5) in the first 16 items defined by a Likert scale score (Multimedia Appendix 4). In the last open-answer item, asking strengths or weaknesses of the project, the following aspects were highlighted:

- The availability of reports and alerts facilitated communication among HCPs and accelerated diagnostic and care paths.
- Users appreciated the involvement of patients or parents in the data entry of documents, lab results, and parameters, although 6 respondents raised concern about quality.
- Overall, 39% (9/23) of respondents encountered general problems in using Abilita, especially in the first weeks, and asked that Online Help tools be implemented.
- Users appreciated the importance or severity labels.

### Discussion

#### Principal Findings

The project used needs assessment to establish the contexts to interface with, showing a prevalence of non–self-sufficient patients—typically infants and older adults—diagnosed at an average age of 0 to 5 or 65 to 80 years and mainly supported by health care units specifically devoted to the disorder or disease, for whom follow-up visits are scheduled on average every 6 months. Basic digital skills and good levels of medical literacy of families were identified as starting points of the design.

A sample of 116 patients participated in the observational study. Each patient authorized an average of 1.8 persons to access his or her data, typically parents and family members, doctors, nurses, and psychologists, with the additional involvement of the communities of other institutions and informal environments, for a total of 253 system users. In approximately 35% of cases, data entry was performed by the patients or their parents from the beginning.

Questionnaire Q3 yielded positive patient feedback on the utility of the app to address some health system challenges mentioned as relevant by WHO [24] and on themes such as delayed reporting of events (WHO challenge 1.2), communication roadblocks, lack of access to information or data, insufficient utilization of data and information (WHO challenges 1.4-1.6), insufficient continuity of care, inadequate supportive supervision (WHO challenges 3.5-3.6), low adherence to treatments, and loss of follow-up (WHO challenges 5.2-5.4).

We received no direct evidence on other challenges mentioned by WHO, such as low health worker motivation (3.4), geographic inaccessibility (5.2), insufficient patient engagement (8.1), or absence of community feedback mechanisms (8.3). Some useful indications do emerge in the interpretation of the answers to the same questionnaire Q3. The app promoted communication and team management among HCPs, health care bodies, and families (question 34) and, in addition, increased end user confidence in their own capacity to provide up-to-date, readily searchable, and clear medical information (question 36). According to answers to questions 33 and 35, Abilita can contribute to scientific research and PDTA definition (diagnostic-therapeutic assistance pathways), thereby addressing the lack of population denominator (challenge 1.1)—that is, once used by a larger sample of patients in the same medical area, it can become a tool for further assessment of subpopulation management.

<table>
<thead>
<tr>
<th>Question No.</th>
<th>Question</th>
<th>Scores, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.</td>
<td>Can Abilita support HCPs in drawing up a treatment plan and help you follow it?</td>
<td>1 or 2</td>
</tr>
<tr>
<td>16.</td>
<td>Overall were you satisfied with the trial run of Abilita?</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

*aHCP: health care provider.*
The general choices of the GUI design revealed some advantages:

- The GUI is designed around the patient, who is modeled as the main empowered and motivating actor of the actions necessary to maintain and update the medical record.
- Users are constantly supported by the Online Help (avatar Lisa), thus addressing medical and digital literacy issues and patient’s commitment in terms of his or her specific role, the main problems that arise while using many ICT products.
- Coordination and management needs can be modeled as pathways and actions recommended by Lisa within the app; they are also addressed by targeted functions (search, calendar, and notification areas).
- Real-world data can be traced and collected to then be reused to advance research on the management of complex chronic conditions.

The issue of data quality, indeed highlighted by 6 of the respondents to the HCP survey, was addressed in the project through the track changes and validation functions. It is worth noting that patients and families are increasingly being required to participate in health monitoring, through daily self-measurement and recording of symptoms or in questionnaires, for diseases such as diabetes, and most recently in the COVID-19 pandemic [25,26]. eHealth market engagement strategies—especially in light of the new patient co-responsibility paradigm—are based on flexibility and customization, with a user-friendly design that makes it possible to communicate with or forward information or data to HCPs [27]. In its adoption of these strategies, Abilita is in line with a reframed relationship between active citizens and professionals and is intended as a social innovator in the development of a smart community model with the involvement of the proximity network—the app’s core feature.

Although informal or territorial networks were not fully exploited by the users during the observational study, as suggested by the number of authorized user profiles (Table 2), we can hypothesize that this was influenced by the study’s short duration and the characteristics of the patients involved, mainly children and teenagers. The lockdown period in Italy and Europe revealed the need to innovate public health systems precisely in this direction, linking them to local support networks (through new professional figures such as community nurses) and moving toward an integrated vision of health care. The role of volunteering and associations in providing support to self-isolated and vulnerable persons has also been highlighted [28,29]. In this context, specific design choices may require further refinement, considering, for example, the addition of other user profiles such as territory medicine physician or volunteer.

The modular structure of Abilita allows for the personalization of data sets and functions. It also facilitates far-sighted and sustainable investments owing to the partnership’s commercial initiatives, which are aimed at developing new modules (optimal feedback has already been received from relevant stakeholders) and intercepting specific target audiences interested in them. Most importantly, this structure allows the patient to choose one or more application modules in the case of different pathologies. In this way, Abilita has added the value of comorbidty management that is crucial to complex health care populations.

Usability appears to be significantly improved when the GUI is designed according to patients’ mental models and when new media and medical literacy are promoted. Following this principle, the assessment of specific subpopulation needs and the development of personalized GUIs for specific medical areas appears important. Procedures to assess patients’ needs were successfully experimented and a replicable methodology was defined.

Limitations
This analysis was limited by the low number of enrolled subjects and its short duration. Data collected during the study period and answers to questionnaire Q3 refer mainly to pediatric populations; more evidence is needed about older adult patients’ feedback. In fact, only one quarter of them were adults or seniors, but the app was designed and particularly valid for non-self-sufficient subjects, both children and older adults.

The strategy of modular implementation appears to be the best one, but no module has yet been developed and tested. A complete comparison with other available apps, mainly focused on a single disease, will be relevant once the corresponding modules are developed. Specific GUI design choices need to be refined. Nevertheless, the study shows the versatility of this approach for complex health care populations.

Conclusions
eHealth technology allows better management of complex health care aspects in the follow-up of chronic complex disease patients, but translating the UCD into GUI features of an eHealth app is a difficult task. The decision to use patient self-management and co-responsibility as the basis for an eHealth information system seems to have been successful in enhancing the probability of matching the needs of the target population. Moreover, usability appears to be significantly improved when the GUI is designed according to patients’ UCD mental models and when new media and medical literacy are promoted. Its potential applications in an era of greater sociosanitary distancing are certainly of particular interest.

Possible lines of exploitation are as follows:

- Design and develop new Abilita modules dedicated to specific clinical areas with particular care needs (not least with automatic data download and information managed by the patient’s clinical facility of reference).
- Make Abilita an integral part of the automatic distribution of data and dissemination of procedures in the public sector (The Italian National Health Care system is structured by regional area, with disease-specific health care facilities that may be very distant from users).
- Strengthen and expand Abilita and the patient association network to share information and solutions to the various problems faced by caregivers on a daily basis.
- Simplify usability as much as possible with the possible introduction of voice command shortcuts.
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Abstract

Background: Smart technology use in rehabilitation is growing and can be used remotely to assist clients in self-monitoring their performance. With written home exercise programs being the commonly prescribed form of rehabilitation after discharge, mobile health technology coupled with task-oriented programs can enhance self-management of upper extremity training. In the current study, a rehabilitation system, namely mRehab, was designed that included a smartphone app and 3D-printed household items such as mug, bowl, key, and doorknob embedded with a smartphone. The app interface allowed the user to select rehabilitation activities and receive feedback on the number of activity repetitions completed, time to complete each activity, and quality of movement.

Objective: This study aimed to assess the usability, perceived usefulness, and acceptance of the mRehab system by individuals with stroke and identify the challenges experienced by them when using the system remotely in a home-based setting.

Methods: A mixed-methods approach was used with 11 individuals with chronic stroke. Following training, individuals with stroke used the mRehab system for 6 weeks at home. Each participant completed surveys and engaged in a semistructured interview. Participants’ qualitative reports regarding the usability of mRehab were integrated with their survey reports and quantitative performance data.

Results: Of the 11 participants, 10 rated the mRehab system between the 67.5th and 97.5th percentile on the System Usability Scale, indicating their satisfaction with the usability of the system. Participants also provided high ratings of perceived usefulness (mean 5.8, SD 0.9) and perceived ease of use (mean 5.3, SD 1.5) on a 7-point scale based on the Technology Acceptance Model. Common themes reported by participants showed a positive response to mRehab with some suggestions for improvements. Participants reported an interest in activities they perceived to be adequately challenging. Some participants indicated a need for customizing the feedback to be more interpretable. Overall, most participants indicated that they would like to continue using the mRehab system at home.

Conclusions: Assessing usability in the lived environment over a prolonged duration of time is essential to identify the match between the system and users’ needs and preferences. While mRehab was well accepted, further customization is desired for a better fit with the end users.

Trial Registration: ClinicalTrials.gov NCT04363944; https://clinicaltrials.gov/ct2/show/NCT04363944

doi:10.2196/21312
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Introduction

There are approximately 7 million survivors of stroke in the United States [1]. Up to 60% have residual impairments, which in turn could limit their performance of daily activities [2]. While individuals with stroke are commonly given written home programs when they are discharged from traditional therapies, adherence to written home programs is poor [3]. Qualitative analyses suggest low adherence is related to finding the exercises boring, receiving poor feedback during exercise performance, and uncertainty in how to perform the exercises [3,4]. Mobile health (mHealth) apps provide new options for long-term rehabilitation. In 2018, 91% of adults over the age of 65 years owned a cell phone. Smartphone ownership has increased from 11% in 2011 to 53% in 2018 [5]. As of December 2017, almost 325,000 mHealth apps had been created [6]. However, only a small number of mHealth apps has been specifically designed for people with disabilities, and an even smaller number of apps has undergone accessibility evaluation with people with disabilities [7,8]. Fully assessing usability is critical for the effective and efficient use of mHealth interventions. User feedback on mHealth interventions indicates not all mHealth devices are easy to use [9,10], and this has the potential to limit user adherence. A high dropout rate is one of the most significant barriers to mHealth adoption [11,12]. The average mHealth app costs US $425,000 to develop; however, 83% of mHealth app publishers report a discouraging number of fewer than 10,000 users who activate the app at least once a month [13]. By placing a more significant emphasis on usability for consumers and stakeholders, iterative improvements can reduce costs and enhance the long-term use and adoption of mHealth interventions [14-16]. Thorough usability testing is critical for the success of novel mHealth interventions.

In previous work, a portable system for home rehabilitation, mRehab, was developed and reviewed by end users in a 1-day usability assessment and multiday assessment for consistency in measurement [17]. The system consists of a smartphone and 3D-printed objects in the shapes of household items (a bowl, mug, key, and doorknob; Figure 1). The 3D-printed objects were combined with the smartphone for 10 activities [17,18]. For example, the 3D-printed bowl was designed to hold the smartphone in a landscape orientation. The bowl depth was shallow and had a ridge along the top to allow the user to hold it with both hands (Figure 1). The mug was designed to hold the smartphone in an upright position. Security of the smartphone was ensured by using a screw-top lid on the mug (Figure 2). The mug had a cut-out window for the user to see the smartphone screen during activities. Both left-handed and right-handed mugs were designed. The key and doorknob had similar designs with a pocket holder for the smartphone and mechanical arm that swept across the screen as the object was turned (Figure 3). Two activities, Phone Number and Quick Tap, used the smartphone only and focused on fine motor movements. A wooden box was designed to hold all mRehab items and served as a mechanism to guide participants during horizontal and vertical transfer activities of the bowl or the mug.

![Figure 1. User transferring bowl with both hands.](image-url)
A Google Nexus 5 phone was used during all mRehab activities. We developed a mobile app that recorded movement-related data (duration and smoothness). This custom app allowed participants to select activities (Figure 4) and then record his or her performance on the activities. Once participants selected an activity, the app provided instructions to guide the user through the activity. A printed manual with instructions was also provided to each user [17]. Additionally, on completion of an activity, the app provided visual feedback in the form of performance scores on the number of repetitions completed, average time to complete a repetition, and average smoothness with which the repetition was completed (Figure 4). The app also provided an auditory readout of the scores. Different from existing technology-based rehabilitation tools, mRehab provides a set of realistic rehabilitation activities mimicking activities of daily living (ADLs), utilizes a task-oriented approach that focuses on function, and is client-centered. A detailed description of each activity is found in a previous publication [17]. The app also provided performance feedback allowing the user to compare their current performance against their score from the previous session. When the participant’s performance (number of repetitions, average time, average smoothness or accuracy) improved over the previous session, the specific icon turned green (eg, average smoothness in Figure 4) and made a celebratory auditory tone to notify the participant they improved [17]. The user could also view a graph that plotted his or her scores from the prior 6 weeks. Previously, we reported on the usability assessment of the previous prototype of mRehab and modifications made that led to the current prototype. We also reported on the consistency of the app measurement for each activity using the current prototype [17].
In this work, the usability assessment of the system was conducted after a more robust usage of mRehab for 6 weeks at home by 11 individuals with stroke. The examination of usability, usefulness, and acceptance of mRehab holds importance beyond developing this system. Lessons learned about the form and function of mRehab have broad application to mHealth. The use of technology to support home rehabilitation is timely as recommendations to stay home during the COVID-19 pandemic are requiring modifications to health care delivery.

**Methods**

**Research Design**

We used a mixed-methods approach, which included quantitative surveys to evaluate long-term usability and perceived usefulness of mRehab, and evaluated the acceptance of the mRehab system. Semistructured interviews with participants were used to further elaborate on the strengths and weaknesses of the mRehab system to better understand the essential ingredients to develop a robust and user-friendly system. The study was approved by the University at Buffalo Institutional Review Board.

**Participants**

We used a convenience sampling approach to recruit 11 individuals with stroke from the Western New York region who were (1) 18 years of age or older, (2) community dwelling, (3) an independent ambulator, and (4) at least 6 months post stroke. Participants were excluded if any of the following conditions interfered with their participation: (1) cognitive impairment indicated by score of 123 or lower on the Mattis Dementia Scale; (2) acute or chronic pain that would interfere with participation in the study (based upon participant’s self-evaluation); (3) severely limited range of motion or contractures of the shoulder, elbow, wrist, or hand that would interfere with participation in the study; (4) absence or severely impaired proprioception of the upper limb; (5) musculoskeletal or circulatory conditions affecting the upper limb; (6) severe spasticity; or (7) recent treatment (within 3 months) for spasticity including botulinum toxin injections or spasticity medications including intrathecal baclofen. Due to a limitation in the number of mRehab units, participants were recruited in 2 rounds: 5 in the first and 6 in the second. All participants provided written informed consent prior to initiating the study.

**Procedures**

Participants completed 2 in-lab sessions prior to starting the home program. During these sessions, they completed a demographic questionnaire, clinical assessments including the 9-hole peg test and Wolf Motor Function Test, and assessment of hand grip strength and received, in total, 40-60 minutes of training on the mRehab system. In the lab, participants received instructions to select the activity on the mRehab app, insert the smartphone into each 3D-printed object, perform each activity,
and interpret the feedback [17]. Each participant then proceeded to independently complete setting up the mRehab system and perform each activity for 3-5 repetitions to indicate that they were comfortable with setting up and completing the sessions independently. We also explained to the participants that the Quick Twist Mug activity was optional. This activity had lower measurement consistency than we wanted for recommendation in the home program [17], but for those participants willing to use the activity, long-term feedback on performing the activity was considered helpful in furthering the mRehab system. Participant requests for customization such as increasing the font size in the mRehab app for better readability were addressed. For the home program, an occupational therapist suggested that the participants perform 10 repetitions of each activity, 5 times per week as quickly and smoothly as possible. It was clarified that this was only a suggestion and that participants could choose to do more or fewer repetitions. Participants used mRehab at home for 6 weeks and were instructed to contact researchers if they encountered difficulties. After 6 weeks, participants returned to the lab and completed the clinical assessments, showing improved performance [18], and several structured questionnaires. Two questionnaires assessed their general perception towards exercise and technology, the Self-Efficacy for Exercise Scale and the Attitude toward Technology, respectively. The other questionnaires were specific to mRehab: (1) System Usability Scale (SUS); (2) mRehab Acceptance Questionnaire, based on the Technology Acceptance Model; and (3) Difficulty Rating Scale (DRS). Details of each instrument are included in the following sections. Each participant then engaged in a 1-hour retrospective interview conducted by a member of the research team to discuss their experience with using the mRehab system at home. The semistructured interview questions are summarized in Multimedia Appendix 1.

**Instruments**

### Hand Grip Strength Assessment

Hand grip strength assessment using a handheld dynamometer was conducted as part of the Wolf Motor Function Test [19,20]. Hand grip strength assessments were performed for the individuals’ affected and nonaffected sides to indicate the individual’s baseline motor ability [21].

**Self-Efficacy for Exercise (SEE) Scale**

On a scale of 1-10, participants indicated their self-efficacy related to exercising in general. Higher scores indicate that participants were more confident that they would complete the exercise when they were alone, stressed, depressed, etc [22].

**Attitude Toward Technology**

On a scale of 1-7, participants indicated their attitude toward the use of technology in general. Higher scores indicate an increased likelihood that the participant was enthusiastic about using new technology. These questions are based on the Technology Acceptance Model [23-25] and are summarized in Multimedia Appendix 2.

**System Usability Scale (SUS)**

The SUS has been previously used for assessing usability of mobile rehabilitation apps and systems [26,27]. The SUS consists of 10 questions, each rated on a 5-point Likert scale [28], to assess the participant’s satisfaction with the whole mRehab system. The SUS is a reliable and valid measure of the perceived usability of a system [29,30] and has been used with small sample sizes of 8-15 users [31,32]. The SUS was used to assess the participant’s satisfaction with the mRehab system.

**mRehab Acceptance Questionnaire**

The mRehab Acceptance Questionnaire was based on the original Technology Acceptance Model and the extended models [33-35]. The questions addressed the mRehab system as a whole and asked about the participant’s perception of the system usefulness and ease of use, learnability of the system, self-efficacy for mRehab usage, attitude toward mRehab, and behavioral intention to use the mRehab system in the future. The questions were modified from previous literature [23,36-40] and used a 7-point Strongly Disagree to Strongly Agree Likert-type scale. The questions are summarized in Multimedia Appendix 2.

**Difficulty Rating Scale (DRS)**

The DRS focused specifically on the hardware design of each of the 3D-printed objects (mug, bowl, key, and doorknob), and elicited participant opinions on their ease of use. Participants rated the ease of use on a scale ranging from Very Difficult to Very Easy (Figure 5).

**Figure 5.** Ordinal scale on the Difficulty Rating Scale (DRS).
Semistructured Interview

The interview questions elaborated on the usability of the system, including what they liked or disliked about the system components, activities that they benefitted from, and activities that were preferred. Based on the participant responses to the initial probes (see Multimedia Appendix 1), follow-up questions had participants elaborate on their use of the 3D-printed objects and their respective rehabilitation activities.

Data Analysis

Demographic variables are descriptively summarized in Table 1. For the SUS, percentile ranks were calculated from participant ratings of their perceived usability [41]. Grades were assigned to percentile ratings from Grade A to D as recommended by Sauro in 2018 [41]. The assigned cut points for the grades were as follows: A+: 96-100; A: 90-95; A-: 85-89; B+: 80-84; B: 70-79; B-: 65-69; C+: 60-64; C: 41-59; C-: 35-40; and D: 15-34, with grade B- or better indicating acceptable usability and D indicating marginal acceptability. The average of the ratings was calculated for each participant for each subsection of the mRehab Acceptance Questionnaire. Then, the mean and SD were calculated for the mRehab Acceptance Questionnaire for each question across participants [25]. Pearson product moment correlation was used to evaluate the relationship between participants’ average number of repetitions performed and their ratings on the SUS and mHealth Acceptance Questionnaire. Use was quantified based on the average number of repetitions per activity over the 6 weeks. Changes in clinical assessments were also examined using the Wolf Motor Function Test and have been reported in another paper [18].

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Affect- ed side</th>
<th>Reported dominant arm prior to stroke</th>
<th>Hand grip strength (lb)</th>
<th>Prior experience in using</th>
<th>SEE Scale (1-10 scale), mean</th>
<th>Attitude toward technology (1-7 scale), mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>57</td>
<td>F</td>
<td>R</td>
<td>R</td>
<td>20</td>
<td>41.7</td>
<td>Y</td>
<td>6.4</td>
</tr>
<tr>
<td>S02</td>
<td>54</td>
<td>F</td>
<td>L</td>
<td>L</td>
<td>25</td>
<td>45</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S03</td>
<td>68</td>
<td>M</td>
<td>R</td>
<td>R</td>
<td>30</td>
<td>80</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S04</td>
<td>61</td>
<td>F</td>
<td>R</td>
<td>R</td>
<td>28.3</td>
<td>41.7</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>S05</td>
<td>78</td>
<td>F</td>
<td>L</td>
<td>R</td>
<td>28.3</td>
<td>51.7</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>S06</td>
<td>66</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>30</td>
<td>111.7</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S07</td>
<td>73</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>10</td>
<td>58.3</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>S08</td>
<td>61</td>
<td>M</td>
<td>L</td>
<td>R</td>
<td>61.7</td>
<td>73.3</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S09</td>
<td>62</td>
<td>F</td>
<td>R</td>
<td>R</td>
<td>5</td>
<td>40</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S10</td>
<td>67</td>
<td>M</td>
<td>R</td>
<td>R</td>
<td>60</td>
<td>60</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>S11</td>
<td>76</td>
<td>M</td>
<td>R</td>
<td>R</td>
<td>45</td>
<td>48.3</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>65.7 (7.7)</td>
<td>N/A</td>
<td>N/A</td>
<td>31.2 (18.1)</td>
<td>59.3 (21.8)</td>
<td>N/A</td>
<td>N/A</td>
<td>7.5 (1.9)</td>
</tr>
</tbody>
</table>

aSEE: Self-Efficacy for Exercise.
bF: female.
cR: right.
dY: yes.
eL: left.
fM: male.
gN: no.
hN/A: not applicable.

All interviews were audio recorded and transcribed verbatim by a professional transcription agency. The first author reviewed each transcript for accuracy. QSR’s NVivo 12 was then used to code themes within the transcripts. Thematic analysis was used to identify and extract themes, explain what each theme could mean, and determine links between themes. The first author and a research assistant independently coded the transcripts to identify primary and secondary themes from the interview transcripts. Both reviewers discussed their coding once per week over a 6-week coding period and reached mutual consensus in case of any disagreement about coding.
Results

Participant Demographics

The study sample included 11 individuals with stroke, with a mean age of 65.7 (SD 7.7) years and age range of 54-78 years, and 5 of 11 participants were female (46%; detailed in Table 1). On average, the participants were over 7 years poststroke. Of the 11 participants, 8 (73%) were right-side dominant prior to stroke, and 9 (82%) reported that their dominant side was the affected side poststroke. All participants had prior experience with using mobile phones, and most participants (7 out of 11) had prior experience with using a smartphone. On the Attitude Toward Technology, participants reported a mean score of 3.6 (1.2) on the 7-point Strongly Disagree to Strongly Agree scale. All but one participant indicated high self-efficacy for exercise, ranging between 6.4 to 10 in general.

Participant Completion

All but one participant completed the 6-week in-home rehabilitation program. While the participant did not complete the in-home program, they did complete the postintervention interview and all the questionnaires. During the interview, the participant explained that she needed her caregiver to be present during the mRehab sessions. She had difficulty with setting up the mRehab activities and needed support. To better understand this participant’s experiences with mRehab, her ratings were included in all reported results.

Issues With the mRehab System

During the in-home period, 6 participants (4 from the first group and 2 from the second group) contacted the research team with reports of breakage in the mRehab system. A majority of the participants in the first group experienced breakage of the doorknob (n=4) and the key (n=2). In case of breakage, the 3D-printed items were replaced within 1-2 days. Following the completion of group 1, we upgraded the 3D-printed items with larger infill to make the doorknobs and keys stronger to withstand repetitive use. In group 2, only 2 participants experienced doorknob breakage.

Perceptions of the mRehab System

Table 2 includes individual-level perceptions of the mRehab system. The SUS scores indicate that all but one participant were satisfied with the usability of the mRehab system. Most participant ratings (10/11) ranged from the 67.5th to the 97.5th percentile, which were Grade B- or better. Participants (11/11) also provided favorable responses on the mRehab Acceptance Questionnaire (a 7-point scale), with a mean perceived usefulness of 5.7, mean perceived ease of use of 5.3, and mean self-efficacy for mRehab usage of 6.0. Also, mean ratings for participants’ attitudes toward mRehab was 6.3, and participants’ behavioral intention to use mRehab in the future was 5.3. Individual questions for each construct in the mRehab Acceptance Questionnaire have been summarized in Multimedia Appendix 2. For the question “Learning to operate the system was easy for me,” participants (11/11) provided a mean rating of 6.1. The average total repetitions of all activities combined per day from the mRehab app are also summarized in Table 2. The correlations between average number of repetitions per day and ratings on SUS, mRehab Acceptance Questionnaire, or DRS were small, and none reached an alpha of .05.

Table 2. Participant ratings on the System Usability Scale (SUS) and mRehab Acceptance Questionnaire and their performance with the mRehab system.

<table>
<thead>
<tr>
<th>ID</th>
<th>SUS (1-10 scale)</th>
<th>Perceived usefulness (1-7 scale)</th>
<th>Perceived ease of use (1-7 scale), mean</th>
<th>Average repetitions in 6 weeks for all activities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Percentile</td>
<td>Grade</td>
<td>Grade</td>
<td></td>
</tr>
<tr>
<td>S01</td>
<td>17.5</td>
<td>D</td>
<td>5</td>
<td>1.2</td>
</tr>
<tr>
<td>S02</td>
<td>97.5</td>
<td>A+</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>S03</td>
<td>87.5</td>
<td>A-</td>
<td>7</td>
<td>6.4</td>
</tr>
<tr>
<td>S04</td>
<td>85</td>
<td>A-</td>
<td>6</td>
<td>4.4</td>
</tr>
<tr>
<td>S05</td>
<td>65</td>
<td>B-</td>
<td>5</td>
<td>6.2</td>
</tr>
<tr>
<td>S06</td>
<td>67.5</td>
<td>B-</td>
<td>6</td>
<td>5.8</td>
</tr>
<tr>
<td>S07</td>
<td>80</td>
<td>B+</td>
<td>6</td>
<td>5.2</td>
</tr>
<tr>
<td>S08</td>
<td>82.5</td>
<td>B+</td>
<td>4</td>
<td>4.6</td>
</tr>
<tr>
<td>S09</td>
<td>80</td>
<td>B+</td>
<td>6</td>
<td>5.4</td>
</tr>
<tr>
<td>S10</td>
<td>67.5</td>
<td>B-</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>S11</td>
<td>95</td>
<td>A</td>
<td>6</td>
<td>5.8</td>
</tr>
</tbody>
</table>

aN/A: not available because the participant did not complete the study.

Participant responses on the DRS indicated that the majority of participants found the mug and bowl easy to use. On the DRS, 7 participants found the mug easy to use, and 4 found it moderately easy to use; 8 participants found the bowl easy to use, and 3 found it moderately easy to use. However, more difficulty was reported with the ease of use of the key and the doorknob. For the doorknob, 3 participants reported it easy to use, 3 reported it as moderate, and 5 indicated it was difficult to use.
to use. For the key, 5 participants reported it easy to use, 3 reported it as moderate, and 3 indicated it was difficult to use.

**Themes**
The discussion themes identified from the participant interviews are summarized in the following sections: usability of the mRehab system, usability of the performance-based feedback system, usefulness of mRehab activities, support needed with use of mRehab, and generalization to new activities of daily living. The frequency of participant responses reported in the qualitative results represents the number out of all 11 participants.

**Usability of the mRehab System**

**Hardware Design**
Comments about the design of the 3D-printed objects were largely positive. Of the 11 participants, 9 liked the bowl, 8 found the mug “good,” and 5 liked the doorknob. Comments regarding the design of the doorknob included “an excellent design” and “it was easy to get ahold of it.” Regarding the key, 6 participants said that although the key size was bigger than a typical key, they preferred the bigger size for training. The current shape and size allowed a good grip on the key when turning. Some participants pointed out that they would prefer customization of the bowl and mug handle based on the participant’s hand size and potentially adding a textured grip on the handle. And 2 participants suggested using a latch or a handle-lever shaped doorknob in the future.

**Hardware Functioning**
When using the mRehab system at home, 8 participants reported leaving the system set up on a table. Participants thought that the bowl was easy to use during exercise. No difficulties were reported by participants on how to use the mug for the mRehab activities. Regarding using the mug, 5 participants stated that they found the mug easy to use and that the phone was easily accessible when inside the mug. Two participants reported repeated breakage of the doorknob, which led to lower average repetitions for the Turn Doorknob activity. The first 7 participants reported that the doorknob design prevented continuous pairing of the contact interface between the doorknob with the smartphone screen. Some of these participants reported being worried that this could lead to erroneous calculation of smoothness and therefore actively fixed the issue by either placing rolled up paper napkins or a pillbox behind the phone (Figure 6). Additionally, the research team made home visits to attach a piece of foam on the box that pushed the smartphone forward and minimized the space between the smartphone and doorknob, thereby fixing this issue. Since the design of the key was similar to that of the doorknob, there was a similar problem. For 8 participants, initially the app did not register the movement of the key on the phone screen. Again, using an object to push the phone forward toward the key worked well.

![Figure 6. Participant using a pill box behind phone when engaging in Turn the Key activity.](https://humanfactors.jmir.org/2021/1/e21312)

**Software Design**
All participants switched the phone off to preserve battery. Participants reported that the design of the app interface needed to be refined to allow them to make choices on the screen while the phone is in the key or doorknob holder. Two participants reported being pleased by the customizable nature of the app that allowed them to view larger fonts on the screen.
**Software Functioning**

Two participants reported being confused by the repetition count by the app when they engaged in activities. Participants thought that the app count was directive and they were expected to perform a repetition after the app had counted. The participants reported that they had forgotten that the app counted only after they had completed a repetition. Also, the app count had a brief time lag in counting, which some participants reported to be confusing.

**Usability of the Performance-Based Feedback System**

**Difficulties With the Feedback**

Of the 11 participants, 5 participants stated that they did not understand the numbers on the feedback screen and that scores that went to 3 decimal places were not meaningful. One participant explained that they forgot the significance of the auditory celebratory sound and an icon turning green on the feedback screen:

> I really didn’t know [laughs] what I was supposed to be doing—what improvement was. Each time I tried to do them, I was trying to do them as smoothly as I could, and then I was trying to do them all.

This participant also reported forgetting to look at the manual for a description of the feedback. Although the app was designed to allow participants to see the history of their performance as a line graph over the 6-week period, all participants who remembered the “History” tab (9/11) reported that the app crashed consistently when the history tab was opened. Two participants forgot that the app had a “History” tab and did not remember to look at the manual for more details.

**Positives About the Feedback**

Of the 11 participants, 9 participants said that they liked the green light and the auditory note of the feedback. One of these participants explained that she deliberately performed 2 sets of each activity everyday with at least one additional repetition in the second set. Performing one extra repetition compared to the previous set ensured that her feedback had at least one green icon for repetitions. One participant explained that the green icon let them identify the activities in which they were becoming “proficient.” Another participant said:

> I liked it when it gave you stats like how well you did, the green light, saying, “Woo! Strong!” that you’re getting stronger there and increasing the repetitions. I like the noises that it made.

One participant said that they tried to redo the activities to get a green icon.

**Suggestions for Feedback**

Several participants offered suggestions to improve the feedback system; 4 participants said that seeing or hearing the feedback in words could be helpful such as “Today you did faster than yesterday.” One participant explained that he would prefer to know what the app was measuring and how he could improve his performance. One participant pointed out that in the activity Walk with Mug, the phone made an initial spilling sound and then stopped. A continuous spilling sound would help.

Two participants said that they would like to see negative feedback. One participant’s caregiver explained that the negative feedback could motivate the participant to try another set. One participant requested to include an option to see best score since start. She said:

> I did it a lot. It got lost. I couldn’t tell you what my best score was.

**Usefulness of mRehab Activities**

**Beneficial Activities**

Of the 11 participants, 10 participants reported that they benefitted in some way from one or several of the mRehab activities. Some participants selected more than one activity. Phone Number, Transfer Mug Vertically, and Slow Pour were reported as beneficial by 3 participants. One participant explained that the Slow Pour activity was beneficial for her because it resembled a real-life task. Another participant explained that the horizontal and vertical mug activities were beneficial for her and said, “I can feel it in my shoulder.” Phone Number and Quick Tap were reported as beneficial by 2 participants because they required fine motor skills and helped to improved hand-eye coordination. Quick Twist Mug and Transfer Bowl Vertically were not reported as beneficial by any of the participants. Further detail was not provided by 4 participants who reported benefitting from an activity.

**Favorable Activity**

One or more favorable activities were reported by 10 participants. The only activity not mentioned as a favorite was Turn Doorknob, and the activity mentioned the most, by 5 different participants, was the Transfer Mug Horizontally. The participants did not explain why they enjoyed the activities; they just stated that they liked certain activities more than others.

**Nonbeneficial Activities**

Eight participants reported not using the Quick Twist Mug activity at all. One of these participants explained that for Quick Twist Mug, the app needed her to quickly supinate and pronate her forearm, and her movement was not quick enough for the app to count the repetition. Walk with Mug and the Transfer Mug Vertically were chosen by 2 participants as nonbeneficial. Turn Doorknob, Turn Key, and Transfer Mug Horizontally were mentioned as nonbeneficial only once. Three participants said that some activities were not beneficial since they were too easy, or they were already able to perform the action with ease before starting the mRehab program.

**Nonfavorable Activities**

The 4 nonfavorable activities were Slow Pour, Quick Tap, Sip from Mug, and Walk with Mug. Slow Pour was identified as the least favorable activity by 4 participants; 2 of these participants explained they did not like Slow Pour because it forced them to move slowly and they wanted to move faster.

**Support Needed to Use mRehab**

Four participants indicated that their caregiver helped when using the mRehab system; 3 participants reported needing help with navigating the app, and 1 of the participants felt they could have used the app independently, but default used of the app...
to the caregiver because they were more familiar with smartphones. All 4 participants needed physical support with setting up the mRehab activity components. This ranged from assistance with lifting the box to physical assistance with setting up activities. One of the participants indicated that going through all the mRehab activities would take 40-45 minutes and that it was difficult to find free time where their caregiver was available to sit down and help for the entire time.

**Generalization to New Daily Life Activities**

Nine participants reported initiating a new skill following use of the mRehab system, and 9 participants described an increase in control and use of their affected upper extremity or hand post-mRehab activities. Various ADL performances were brought up by participants: pouring laundry detergent, washing dishes, drying dishes, wiping off countertops, stabilizing with the affected hand, donning socks, opening doorknobs, taking clothes out of dryer, and gripping objects more often. Two participants reported an increase in dexterity of their affected hand post-mRehab activities. Four participants said they were more conscious of using the affected hand during ADLs to continue practicing using it, even outside mRehab activities. Two participants said they did not start doing any new activities, and 1 said it was because they were still experiencing residual pain in their affected hand from their stroke.

**Discussion**

All participants, except for 1 participant, completed the 6-week study. Overall, participants indicated that they liked using the mRehab system at home and that they benefitted from its use. High percentile ranks on the SUS and high mean ratings on the mRehab Acceptance Questionnaire indicate that the mRehab system was useful as a remote home program and that participants were satisfied with the usability of the system. Although it is possible that individuals who were comfortable with the use of technology volunteered to participate in this study, low scores on the Attitude Toward Technology indicate that the recruited participants were, in general, typically hesitant to try out new technology.

For this study, the inclusion and exclusion criteria were created to ensure that individuals had sufficient function to interact with the system. The criteria, however, did not create a ceiling for the participants. The degree of deficits for individuals varied in the study [18]. By virtue of participants requesting to be in the study, it indicates that they perceive deficits that they would like to improve with a home program. Mild stroke is not uncommon [42], and providing avenues for motor improvement is also important for this group.

The convergence of the qualitative and quantitative data supports the strengths of using a mixed-methods design for capturing a holistic picture for system usability [43]. Participants’ ease-of-use ratings and their interview responses indicate that the usability of the mRehab system was high. Participants who described that the bowl and doorknob were easy to use in their interviews also rated them to be +1.5 or higher on the DRS, indicating that they were easy to use. Similarly, participants who described that the design of the 3D-printed key needed to be customized or modified for ease of use rated the key to be moderate to difficult to use on the DRS.

Evaluation of usability over a longer period of time is critical because it portrays the challenges of using a system in day-to-day life while accounting for breakdowns and failures from repeated use. Participants experienced some breakage of the 3D-printed items resulting from repeated and prolonged use. Although the 3D items in the mRehab system had undergone usability testing and were modified based on participant feedback [17], extended use uncovered aspects of the mRehab system that can be improved and expanded in future developments. Participants emphasized the need for customizing the daily use objects in the mRehab system. Also, interviews with the participants revealed technical problems with the “History” tab, which was a newly added feature that was not pilot tested in previous iterations. Despite these issues, the majority of participants provided a grade of A- or better for mRehab on the SUS. Scores that are 68th percentile or higher on the SUS suggests future use of the system [16,28,29]. Both the perceived usefulness and perceived ease-of-use scores suggested the participants were satisfied and were accepting of the mRehab system. The Technology Acceptance Model posits that perceived usefulness and perceived ease of use are 2 main factors that predict actual use of the technology by the user and influence acceptance [23,44].

Although participants reported quickly learning to use the system in the mRehab Acceptance Questionnaire, the interviews revealed that they did not have a full understanding of the app interface or the feedback system. Over the 6-week period, participants had forgotten what the scores (numbers) meant, what the visual feedback (green light) was, and what the celebratory auditory note meant. These behaviors indicate that 40-60 minutes of training was not adequate for the participants to use the system to its fullest capacity in a remote setting. Relatedly, hospital-based research suggests transition planning and early training prior to discharge from hospital are important to facilitate carry over of skills to remote rehabilitation and promote self-management [45]. All participants had received a manual explaining the meaning and significance of each activity and the app interface; however, the participants reported either forgetting about the manual or not taking it out of the box. This indicates that the participants relied on the app to guide them through the entire exercise session. Better understanding how to support individuals in long-term home programs through in-person training and app design are important considerations for design and implementation of mHealth.

The long-term use of mRehab combined with multiple assessments of usability testing start to illuminate the individual’s preference for activities that are just right and are neither too easy nor too difficult. Participants’ preferences for the just-right amount of challenge have been demonstrated in previous literature [46,47]. Participants explained that they did not benefit from activities that were too easy. Conversely, several participants stopped using the Quick Twist Mug activity because it was too challenging. Also, with the Slow Pour activity, participants listed it as “not a favorite,” but reported they did the activity and found it beneficial. Taken together, it suggests that feeling appropriately challenged and benefiting...
from an activity are important aspects to consider in designing rehabilitation systems.

This was a small-scale, mixed-methods study to explore the feasibility of using mHealth relatively independently for upper limb rehabilitation by individuals with stroke. This sample size may not have allowed us to identify all the possible accessibility features needed by people with disabilities, but the in-depth conversations with these study participants enabled us to identify several major accessibility features desired by individuals with stroke. Additionally, despite immediate replacements, the breakage of some of the 3D-printed items may have caused negative perceptions about the mRehab system. However, the participants provided an overall positive usability rating for the mRehab system. The first group of participants experienced a higher incidence of breakage than the second group. Although our plan did not entail using an iterative approach within this study, the first group’s home use of the 3D-printed items allowed us to modify the 3D-printed objects for the second group. The benefits of extended use of a device prior to usability testing are well illustrated in this study.

During screening, participants were included if they indicated in their self-assessment that pain would not interfere with their participation. Experiencing pain is a common clinical consequence after stroke [48], and nearly 70% of poststroke patients experience pain on a daily basis [49]. Postintervention, 2 participants reported not engaging in new activities, fearing pain. The usability assessments in this study did not fully evaluate if mRehab activities resulted in pain. At the start of the study, participants were instructed to stop mRehab activities if they experienced increased pain and to contact the research team. No participant contacted the research team with complaints of pain. Perceived fear of pain when performing a new activity may also impact the participant’s willingness to engage in new activities. In previous studies, participants reported planning daily activities with their nonaffected side due to fear of injury to their affected arm [50,51]. In future studies, a pain scale on the mobile app that records reports of pain and assessing fear of pain with movement will help clarify how pain and the fear of pain impact outcomes. This line of study is important in better understanding how training in rehabilitation programs may transfer to movement outside of the rehabilitation program.

Assessing usability and usefulness of mHealth interventions is critical to incorporate user opinions and customize the intervention to the users’ needs and preferences. It is not common for end users to evaluate their exercises [52], let alone assess long-term usability in the user’s lived environment. Findings from this study indicated users’ preferences for (1) realistic design of the 3D-printed objects, (2) activities resembling daily living tasks, (3) customizable nature of the app, (4) being adequately challenged by the activities, and (5) performance-based objective auditory and visual feedback.
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Abstract

Background: The assessment of usability is a complex process that involves several steps and procedures. It is important to standardize the evaluation and reporting of usability procedures across studies to guide researchers, facilitate comparisons across studies, and promote high-quality usability studies. The first step to standardizing is to have an overview of how usability study procedures are reported across the literature.

Objective: This scoping review of reviews aims to synthesize the procedures reported for the different steps of the process of conducting a user-centered usability assessment of digital solutions relevant for older adults and to identify potential gaps in the present reporting of procedures. The secondary aim is to identify any principles or frameworks guiding this assessment in view of a standardized approach.

Methods: This is a scoping review of reviews. A 5-stage scoping review methodology was used to identify and describe relevant literature published between 2009 and 2020 as follows: identify the research question, identify relevant studies, select studies for review, chart data from selected literature, and summarize and report results. The research was conducted on 5 electronic databases: PubMed, ACM Digital Library, IEEE, Scopus, and Web of Science. Reviews that met the inclusion criteria (reporting on user-centered usability evaluation procedures for any digital solution that could be relevant for older adults and were published in English) were identified, and data were extracted for further analysis regarding study evaluators, study participants, methods and techniques, tasks, and test environment.

Results: A total of 3958 articles were identified. After a detailed screening, 20 reviews matched the eligibility criteria. The characteristics of the study evaluators and participants and task procedures were only briefly and differently reported. The methods and techniques used for the assessment of usability are the topics that were most commonly and comprehensively reported in the reviews, whereas the test environment was seldom and poorly characterized.

Conclusions: A lack of a detailed description of several steps of the process of assessing usability and no evidence on good practices of performing it suggests that there is a need for a consensus framework on the assessment of user-centered usability evaluation. Such a consensus would inform researchers and allow standardization of procedures, which are likely to result in improved study quality and reporting, increased sensitivity of the usability assessment, and improved comparability across studies.

http://humanfactors.jmir.org/2021/1/e22774/
and digital solutions. Our findings also highlight the need to investigate whether different ways of assessing usability are more sensitive than others. These findings need to be considered in light of review limitations.

(****HUM Factors 2021;8(1):e22774) doi:10.2196/22774
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**Introduction**

**Background**

Digital solutions, defined as any set of technologies, systems, and mobile apps that are available on a digital device such as an iPad, a laptop, or a smartphone [1], have become popular in different areas, namely to optimize and personalize health care provision [2], to promote healthy lifestyles (eg, physical activity) [3,4], to minimize loneliness and social exclusion by promoting social, religious, civic, and political participation [5-7], or to improve safety, independence, and confidence [2].

The accelerated aging of the population imposes several challenges on the health care and social systems. Owing to the higher rates of disease and morbidity [8,9], digital solutions have been noted as a valid contributor to help reach a high number of individuals at lower costs [10]. However, developing digital solutions adjusted to older adults presents specific challenges related to age and disease, such as loss of visual and hearing acuity or changes in fine motricity. These need to be considered so that the technology matches the users’ needs and characteristics and, ultimately, its use results in an added value in daily life [11,12]. To guarantee that a digital solution is fully adjusted to its users, a robust evaluation process must be considered [13]. One of the key attributes of digital solutions that require careful attention and evaluation is usability.

Usability is part of the user experience, that is, the total usage phenomenon [14], and is defined as the measure by which a product can be used by specific users to achieve specific goals with effectiveness, efficiency, and satisfaction in a specific context of use [15]. Efficacy refers to the degree of accuracy and completeness with which users achieve certain goals in a given environment, efficiency is related to the accuracy and completeness of the goals achieved with regard to the resources used, and satisfaction is defined as the comfort and acceptance on the use of a system [15]. Furthermore, the level of usability obtained depends on the specific circumstances in which the product is used and the usage context includes users, tasks, equipment (hardware and software), and the physical and social environment, as all of these factors can influence the usability of digital solutions [15]. In other words, usability is the ability of a product to be understood, learned, used, and attractive to the user, when used under specific conditions. This definition reinforces the idea that a product has no intrinsic usability and only the ability to be used under specific conditions [16]. Good usability allows reducing task execution times, errors, or learning times; improves user satisfaction; and leads to improved product acceptability, increased user satisfaction, and improved product reliability [17].

Usability evaluation is an important part of the overall development of user interaction mechanisms, which consists of interactive cycles of design, prototyping, and validation [18]. Ideally, usability evaluation must be present at all development stages and must be iterative to enable a continuous evolution of the quality of the product or service. The literature describes several models, methods, and techniques to ensure that usability issues are considered during the development process. The selection of these models, methods, and techniques depends on the development stage of digital solutions and available resources [19]. Certain models of usability assessment rely on usability experts, whereas others rely on end users (user-centered usability assessment). The former are known as the analytical models [20] and involve the inspection of the digital solution by experts to assess the various aspects of user interaction against an established set of principles of interface design and usability [21,22]. The latter refer to the empirical models [20] and involve having the perspective of users and are key to highly usable digital solutions by ensuring that the digital solutions meet the users’ needs and requirements, that is, they are adapted to the body and mind of their user in a given context [23]. This perspective is gathered using different methods (eg, test and inquiry) and techniques (eg, interviews, think-aloud, and observation), which are usually combined [24]. Both models are essential in the development process of digital solutions and provide complementary information [25]. This review focuses on the users' assessment of usability.

Usability assessment involving users is a complex task, and the use of only one method (eg, test or inquiry) may not be comprehensive enough to thoroughly consider all relevant issues associated with a given product or service [19]. In addition, different methods have different strengths and weaknesses and provide information on different aspects of the digital solution [19]. Nevertheless, it is important to standardize the evaluation and reporting of usability procedures across studies. This will guide researchers, facilitate comparisons across studies, promote high-quality usability studies, which would be more likely to identify usability problems, and provide relevant data that contribute to highly usable solutions. The first step to standardizing is to provide an overview of how user-centered usability evaluation procedures are reported in the literature.

Objective

This scoping review of reviews aims to synthesize the procedures used or reported for the different steps of the process of conducting a user-centered usability assessment of digital solutions relevant for older adults and identify potential gaps in the present reporting of procedures. The secondary aim is to identify the principles guiding this assessment.
Methods

Study Design
This study followed the 5-stage scoping review methodology defined by Levac et al [26] based on the framework previously developed by Arksey and O’Malley [27]. The stages include (1) identification of the research question, (2) identification of relevant studies, (3) selection of relevant studies, (4) charting the data, and (5) collating, summarizing, and reporting the results of the review. A scoping review of the literature aims to map key concepts, summarize a range of evidence, especially in complex fields, and identify gaps in the existing literature. It allows for broader perspectives in comparison with systematic reviews [26,27] and, therefore, was the appropriate approach for this study, in which we aimed to cover a broad range of usability evaluation procedures and identify gaps to direct future research.

Identification of the Research Question
The research question provides a roadmap for the subsequent stages of the review. It was defined based on the analysis of the literature in the field of usability evaluation of digital solutions and the expertise of the research team, that is, during our previous work in the field of usability evaluation, we identified a lack of consensus in the academic literature regarding the instruments, protocols, and methodologies used for assessing usability across a range of digital solutions (e.g., websites, assistive technology, augmented reality). Therefore, to have a more in-depth knowledge of the practices and procedures used, the following research question was defined: What are the current practices for the user-centered assessment of the usability of digital solutions (e.g., procedures instruments) relevant (i.e., that could be used and have value) for the older adult population? This broad question was subdivided into 5 research questions: (1) What are the characteristics of study evaluators reported in user-centered usability studies for digital solutions relevant to older adults? (2) What are the characteristics of study participants reported in user-centered usability studies for digital solutions relevant to older adults? (3) How are the tasks used for user-centered usability studies for digital solutions relevant to older adults? (4) What are the methods and techniques used in user-centered usability studies for digital solutions relevant to older adults? and (5) Where (i.e., the environment) do user-centered usability evaluations take place?

Identification of Relevant Studies
The search expression usability OR user experience was used in the electronic search carried out in PubMed, ACM Digital Library, IEEE, Scopus, and Web of Science. The search expression did not include older adults as we did not want to limit the inclusion of reviews to those specifically mentioning older adults. Databases were searched for English language reviews published between January 1, 2009, and January 23, 2020. The limit of 2009 was established, as 2007 was the year the ambient assisted living joint programme was launched by the European Commission, which is a transnational funding program exclusively focused on the research and development of digital solutions directed at older adults [28]. Therefore, we searched for reviews from 2009 onward that covered the primary studies published after 2007.

Selection of Relevant Studies
All references were imported into Mendeley software (Elsevier, North-Holland) through which duplicates were removed. The first 300 abstracts were screened by 3 reviewers (HC, AS, and NR). Differences in judgment were used to refine the inclusion and exclusion criteria and were discussed until consensus was reached. This first phase of screening also served to build a common understanding of the inclusion and exclusion criteria. Screening of the remaining abstracts was performed by 1 reviewer (HC). Similarly, the first 10 full articles were screened by 2 reviewers (HC and AS), and differences in judgment were discussed until consensus was reached. If consensus was difficult to attain, a third reviewer who is a senior reviewer and an expert on usability (NR) was consulted. The remaining full papers were independently screened by one of these 3 reviewers.

To be included in this scoping review, studies had to report on user-centered usability procedures or methods of evaluation for any type of digital solution that could be relevant for older adults and that was (1) published in English; (2) a review, either systematic, scoping, or narrative review; (3) addressing and synthesizing evidence on any of the steps or methodologies used for usability assessment; and (4) addressing usability in general or for a specific digital solution that was considered relevant (this was a subjective judgment made by the authors of the review) to older adults or those caring for older adults, such as informal caregivers, family members, or health care professionals.

Studies were excluded if they (1) were grossly unrelated to the study topic (e.g., chemistry field); (2) targeted children or younger age groups (e.g., digital solutions for children with diabetes); (3) addressed usability for nondigital solutions (e.g., buildings) or digital solutions assessed as not of interest for older adults or those caring for them (e.g., moodle and eLearning solutions); and (4) addressed usability of digital solutions for caregivers of older adults, but only those studies that did not involve interaction or feedback with older persons or those caring for them were included.

Charting the Data and Collating, Summarizing, and Reporting the Results
The data extraction tool was developed using an iterative team process. The preliminary data extraction categories were derived from our research questions. The following data were extracted from each review: authors, year of publication, purpose/aim of the study, and the number of studies included in the review. Further extraction, analysis, and reporting of results were guided by the framework proposed by Ellsworth et al [29] for reporting usability evaluations, and the following operational definitions were used for this review:

1. Study evaluators, that is, the individuals who conducted the usability evaluation.
2. Participants, that is, the individuals who were asked to evaluate the usability of a product or service.
3. Tasks, that is, the activities that participants were asked to perform when evaluating the usability of a product or service.

4. Methods and techniques: methods refer to the set of techniques used to perform formative user-centered usability evaluation of a certain type at any stage of the product or service development. Usability evaluation techniques refer to a set of procedures used to perform a usability evaluation and collect data of a certain type. For this review, methods and techniques of usability evaluation were categorized and defined as presented in Table 1 (adapted from Martins et al [30]). Usability assessment usually requires the combination of more than one method, can be conducted remotely (ie, evaluators are separated in space from users) or in the presence of the participants, and can be synchronous (ie, occur at the time of the participants’ interaction with the system) or asynchronous [30].

5. The test environment, that is, the environment where the evaluation of usability takes place: (1) laboratory or controlled conditions, usually a transversal assessment, or (2) in a real context, that is, the usability assessment is carried out in the same context and circumstances where the end product or service is expected to be used, which is usually a longitudinal assessment.

Details on the characteristics of each of these components of the usability assessment were extracted.

### Table 1. Methods of user-centered usability evaluation.

<table>
<thead>
<tr>
<th>Method and definition and technique for data collection</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test</strong>: involves observing users while they perform predefined tasks and consists of collecting mostly quantitative data; the test is centered on the interaction of the user with the technology</td>
<td></td>
</tr>
<tr>
<td>Performance evaluation</td>
<td>Evaluated by recording elements related to the execution of a particular task (eg, execution time, success or failure, number of errors, eye-tracking, and automated usability evaluation or logfiles or web usage analysis or app-use generated data or sensor data)</td>
</tr>
<tr>
<td>Observation</td>
<td>Attentive visualization and systematic recording of a particular phenomenon, including people, artifacts, environments, behaviors, and interactions. Observation can be direct, when the researcher is present during the task execution, or indirect, when the task is observed through other means such as video recording</td>
</tr>
<tr>
<td>Think-aloud</td>
<td>Users are invited to talk about what they see, do, think, or feel as they interact with the system or service</td>
</tr>
<tr>
<td><strong>Inquiry</strong>: provide valuable, subjective, and usually qualitative information on the users’ opinions and expectations</td>
<td></td>
</tr>
<tr>
<td>Focus groups</td>
<td>Involves a small number of people in an informal discussion</td>
</tr>
<tr>
<td>Interviews</td>
<td>Involves a one-to-one interaction to gather opinions, attitudes, perceptions, and experiences</td>
</tr>
<tr>
<td>Scales/questionnaires</td>
<td>Collects data on characteristics, thoughts, feelings, perceptions, behaviors, or attitudes, measuring either one (scale) or several (questionnaire) dimensions of usability. It is important to distinguish whether instruments were validated</td>
</tr>
<tr>
<td>Diary studies</td>
<td>Users record events related to their experience in the context of daily activity and later share them with the evaluators</td>
</tr>
<tr>
<td>Card sorting</td>
<td>It involves participants using logic while sorting content or cards into categories or groups that make sense to them, given the information they are provided with</td>
</tr>
</tbody>
</table>

### Results

**Overview**

The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for this scoping review is presented in Figure 1. A total of 3958 articles were identified from the 5 electronic databases. Of these, 1298 were eliminated because they were duplicates or did not have the author’s name. The remaining 2660 records were screened based on title and abstract and 2509 were excluded because they were not reviews (66/2660, 2.48%) or were out of scope (2443/2660, 91.8%). A total of 151 full texts were read for further analysis. Of these, 115 manuscripts were excluded because they were not related to usability, 3 articles were not found, and 13 reported on the assessment of usability by experts. Therefore, 20 reviews were included in this scoping review of the reviews. Of these, 19 were systematic reviews and one was a narrative review. Table 2 presents the main characteristics of the included reviews (study, purpose, and number of included studies).
Figure 1. Flow diagram showing study identification and selection for the present review.

Records identified through database searching (n=3958)

Records after duplicates removed (n=2660)
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Records excluded (n=2509) with reasons:
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- Out of scope (n=2443)

Full-text articles assessed for eligibility (n=151)

Records excluded (n=131) with reasons:
- Out of scope (n=115)
- Expert-based assessment usability (n=13)
- Not found (n=3)

Reviews included (n=20)
Table 2. General characteristics of included reviews.

<table>
<thead>
<tr>
<th>Study</th>
<th>Purpose of the review</th>
<th>Number of studies included in the review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellsworth et al (2017) [29]</td>
<td>Review methods employed for usability testing on electronic health records</td>
<td>120</td>
</tr>
<tr>
<td>Allison et al (2019) [31]</td>
<td>Review methodologies and techniques to evaluate websites; provide a framework of the appropriate website attributes that could be applied to any future website evaluations</td>
<td>69</td>
</tr>
<tr>
<td>Azad-Khaneghah et al (2020) [32]</td>
<td>Review the rating scales used to evaluate usability and quality of mobile health applications</td>
<td>87</td>
</tr>
<tr>
<td>Baharuddin et al (2013) [33]</td>
<td>Propose a set of usability dimensions that should be considered for designing and evaluating mobile applications</td>
<td>Not referred</td>
</tr>
<tr>
<td>Bastien (2010) [34]</td>
<td>List test procedures and define and develop tools to help conduct user tests</td>
<td>Not referred (narrative review)</td>
</tr>
<tr>
<td>Bhutkar et al (2013) [35]</td>
<td>List the most commonly applied usability evaluation methods and related emerging trends</td>
<td>30</td>
</tr>
<tr>
<td>Cavalcanti et al (2018) [36]</td>
<td>Understand which methods and user assessment approaches are commonly used in motor rehabilitation studies that use augmented reality applications</td>
<td>32</td>
</tr>
<tr>
<td>Fernandez et al (2012) [37]</td>
<td>Analyze the usability evaluation methods that have proven to be the most effective in the web domain</td>
<td>18</td>
</tr>
<tr>
<td>Fernandez et al (2011) [38]</td>
<td>Analyze the usability evaluation methods that have been employed to evaluate web applications over the last 14 years</td>
<td>206</td>
</tr>
<tr>
<td>Fu et al (2017) [39]</td>
<td>Assess the usability of diabetes mobile apps developed for adults with type 2 diabetes</td>
<td>7</td>
</tr>
<tr>
<td>Hussain et al (2014) [40]</td>
<td>Review the relevant and appropriate usability dimensions and measurements for banking applications</td>
<td>49</td>
</tr>
<tr>
<td>Inal et al (2020) [41]</td>
<td>Analyze how usability is being addressed and measured in mobile health interventions for mental health problems</td>
<td>42</td>
</tr>
<tr>
<td>Klaassen et al (2016) [42]</td>
<td>Analyze if usability methods are equally employed for different end-user groups and applications</td>
<td>127</td>
</tr>
<tr>
<td>Lim et al (2019) [43]</td>
<td>Identify, study, and analyze existing usability metrics, methods, techniques, and areas in mobile augmented reality learning</td>
<td>72</td>
</tr>
<tr>
<td>Narasimha et al (2017) [44]</td>
<td>Analyzing the characteristics of usability-related studies conducted using geriatric participants and the subsequent usability challenges identified</td>
<td>16</td>
</tr>
<tr>
<td>Shah and Chiiew (2019) [45]</td>
<td>Identify, analyze, and synthesize the usability features and assessment approaches of pain management mobile applications targeted at the evaluation studies</td>
<td>27</td>
</tr>
<tr>
<td>Simor et al (2016) [46]</td>
<td>Analyze usability evaluation methods used for gesture-based games, considering devices with the motion-sensing capability</td>
<td>10</td>
</tr>
<tr>
<td>Sousa and Lopez (2017) [47]</td>
<td>Identify psychometrically tested questionnaires that measure the usability of eHealth tools</td>
<td>35</td>
</tr>
<tr>
<td>Yen and Bakken (2012) [48]</td>
<td>Review and categorize health information technology usability study methods, and to provide practical guidance on health information technology usability evaluation</td>
<td>346</td>
</tr>
</tbody>
</table>

**Study Evaluators**

Only 4 out of the 20 (20%) [29,36,37,46] included reviews briefly mentioned any characteristic of the evaluators’ profile. One of the reviews [36] reported that one of the 32 articles included mentioned that the person who performed the usability assessment was a blind evaluator. One review stated that several studies (exact numbers not provided) used graduate students as both evaluators to perform usability inspections and participants in experimental sessions (eg, think-aloud protocol, remote user
testing)  [37], whereas another review  [46] reported that usability evaluations were conducted by researchers. In a review by Ellsworth et al   [29], 29% (35/120) of the included articles presented the description of the study evaluators responsible for designing and carrying out the usability evaluation, but the characteristics reported in primary studies were not provided.

Participants

Half of the reviews included in this scoping review did not refer to the characteristics of the participants included in the primary studies reviewed. Of the reviews, 50% (10/20) reviews that reported on any of the participants’ characteristics, 4 reported mean age or age range  [36,41,46,49], 4 reported the gender of participants  [36,41,44,46], 8 reported the sample size  [35,36,39,41,42,46,47,49], and 7 reported on other characteristics of participants by describing them as healthy participants or as having a specific clinical condition  [36,37,39,41,44,46,49]. Nevertheless, 20% (4/20) reviews that reported the age of the participants also reported that not all primary studies detailed such information. Similar findings were reported for gender and sample size. No reference to sample size calculation or rationale for deciding on sample size was provided. Other characteristics of participants mentioned were being healthy, having a specific clinical condition, belonging to a specific occupational group (health care providers or students), and previous experience with mobile devices. Multimedia Appendix 1 presents a description of the information provided within the included reviews.

Tasks

Only 2 of the 20 (10%) included reviews referred to the tasks that participants were asked to perform for the usability evaluation  [46,49]. Simor et al  [46] conducted a usability evaluation for gesture-based games and reported that the games and, consequently, the usability evaluation of each study had different aims, target populations, interfaces, and details, but in the majority of the studies, the protocol used was presented. Zapata et al  [49] performed a systematic review on mobile health apps and reported that 17 of the 22 primary studies included reported the number of tasks performed by the users. The number of tasks ranged between 1 and 25.

Methods and Techniques

Of the 20 systematic reviews included, only 3 (15%)  [33,40,41] did not refer to the methods and techniques of usability used. Among the inquiry methods, the questionnaires/scales (15/20, 75%) and interviews (12/20, 60%) were most commonly reported. Among the test methods, the techniques of performance (9/20, 45%) and think-aloud were the most commonly reported (6/20, 30%; Table 3). Of the 20 reviews, 6 (30%) reported on combinations of techniques mentioning a total of 22 different combinations of 4, 3, or 2 techniques. Most combinations include at least one technique from each method, which indicates that a multimethod approach was used (Table 4). Among scales/questionnaires, which constitute the technique most often reported, the most common usability assessment scales were the System Usability Scale  [29,32,41-43,46,47] and the Post-Study System Usability Questionnaire  [41,42,46,47]. The other scales/questionnaires include the Questionnaire for User Interaction Satisfaction  [29,42,47], the Software Usability Measurement Inventory  [32,42], the Usefulness, Satisfaction, and Ease of use Questionnaire  [32,41], the Computer System Usability Questionnaire  [32,47], the After-Scenario Questionnaire  [46,47], the Perceived Useful and Ease of Use  [32], the IsoMetrics usability inventory  [32], the Health Information Technology Usability Evaluation Scale  [32], the user Mobile Application Rating Scale  [32]; the IBM ease of use  [42], and the ISO 9241–11 Questionnaire  [43]. In addition, several reviews have reported the use of nonvalidated questionnaires  [32,41,43,46]. One review reported that 26% of the included studies used a remote assessment of usability, where participants are in an uncontrolled environment  [31].
Table 3. Detailed techniques used for usability evaluation.

<table>
<thead>
<tr>
<th>Study</th>
<th>Test</th>
<th>Observation (n=3)</th>
<th>Think-aloud (n=6)</th>
<th>Focus group (n=3)</th>
<th>Interview (n=12)</th>
<th>Scales or questionnaires (n=15)</th>
<th>Diary studies (n=1)</th>
<th>Card sorting (n=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allison et al (2019) [31]</td>
<td>✓</td>
<td>__</td>
<td>__</td>
<td>__</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Azad-Khaneghah et al (2020)  [32]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Bastien (2010) [34]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Bhutkar et al (2013) [35]</td>
<td>✓</td>
<td>__</td>
<td>_</td>
<td>_</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Cavalcanti et al (2018) [36]</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>✓</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Ellsworth et al (2017) [29]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Fernandez et al (2012) [37]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Fernandez et al (2011) [38]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Fu et al (2017) [39]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Klaassen et al (2016) [42]</td>
<td>✓</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Lim et al (2019) [43]</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Narasimha et al (2017) [44]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Shah and Chiew (2019) [45]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Simor et al (2016) [46]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Sousa and Lopez (2017) [47]</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Yen and Bakken (2012) [48]</td>
<td>_</td>
<td>✓</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Zapata et al (2015) [49]</td>
<td>✓</td>
<td>_</td>
<td>✓</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
</tbody>
</table>

aReported in the review.

bNot reported.
Table 4. Detailed description of the combination of techniques used for usability assessment.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Study</th>
<th>Multimethod</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation + performance evaluation + scale/questionnaire + interview</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
<tr>
<td>Observation + scale/questionnaire + interview + diary studies</td>
<td>Shah &amp; Chiew (2019) [45]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + think-aloud + scale/questionnaire + interview</td>
<td>Simor et al (2016) [46]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + scale/questionnaire + interview</td>
<td>Cavalcanti et al (2018) [36]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + scale/questionnaire + focus group</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + scale/questionnaire + observation</td>
<td>Shah &amp; Chiew (2019) [45]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + observation</td>
<td>Simor et al (2016) [46]</td>
<td>✓</td>
</tr>
<tr>
<td>Think-aloud + scale/questionnaire + interview</td>
<td>Silva et al (2018) [36]</td>
<td>✓</td>
</tr>
<tr>
<td>Think-aloud + scale/questionnaire + interview</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
<tr>
<td>Scale/questionnaire + interview + focus group</td>
<td>Shah &amp; Chiew (2019) [45]</td>
<td>✓</td>
</tr>
<tr>
<td>Observation + scale/questionnaire + focus group</td>
<td>Simor et al (2016) [46]</td>
<td>✓</td>
</tr>
<tr>
<td>Observation + scale/questionnaire + interview</td>
<td>Silva et al (2018) [36]</td>
<td>✓</td>
</tr>
<tr>
<td>Observation + scale/questionnaire</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
<tr>
<td>Observation + interview</td>
<td>Shah &amp; Chiew (2019) [45]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + observation</td>
<td>Simor et al (2016) [46]</td>
<td>✓</td>
</tr>
<tr>
<td>Performance evaluation + scale/questionnaire</td>
<td>Silva et al (2018) [36]</td>
<td>✓</td>
</tr>
<tr>
<td>Think-aloud + scale/questionnaire</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
<tr>
<td>Think-aloud + interview</td>
<td>Shah &amp; Chiew (2019) [45]</td>
<td>✓</td>
</tr>
<tr>
<td>Scale/questionnaire + interview</td>
<td>Simor et al (2016) [46]</td>
<td>✓</td>
</tr>
<tr>
<td>Scale/questionnaire + diary studies</td>
<td>Silva et al (2018) [36]</td>
<td>✓</td>
</tr>
<tr>
<td>Interview + focus group</td>
<td>Fu et al (2017) [39]</td>
<td>✓</td>
</tr>
</tbody>
</table>

aReported in the review.
bN/A: not applicable.
Test Environment

Of the 20 reviews, 2 (10%) reported on the environment where the usability assessment of the included studies took place. In a review by Bhutkar et al [35], of the 17 studies that reported on the test environment, 8 were conducted in hospitals, 5 in intensive care units, and 4 in laboratories. In addition, 31 of the 42 studies reviewed by Inal et al [41], which focused on mobile health interventions for mental health problems, reported having conducted their usability testing in the natural environment of the participants with the technology deployed in the everyday environment of the intended users or their representatives. In addition, the review of Ellsworth et al [29] did not provide data on the test environment; however, the test environment was an inclusion criterion, as they stated that they have included studies that tested the usability of the hospital and clinic electronic health records in the inpatient, outpatient, emergency department, or operating room settings.

Discussion

Principal Findings

This scoping review of reviews aims to synthesize the procedures used or reported for the different steps of the process of conducting a user-centered usability assessment of digital solutions relevant for older adults, to identify gaps in the literature, and to identify the best practices for each of the different steps. The results suggest that the characteristics of study evaluators and participants and task procedures are only briefly reported, and no agreement seems to exist on what should be reported. The methods and techniques used for the assessment of user-centered usability are the topics most commonly and comprehensively reported in the reviews, whereas the test environment is seldom and poorly characterized. Despite our aim of searching for reviews reporting on digital solutions relevant for older adults, only one of the included reviews specifically targeted older adults. This suggests that studies using older adults are scarce and that the findings of this scoping review also apply to usability studies with adults.

Our findings are in line with the review of Ellsworth et al [29], who reported that several of the included studies described the participants, but not the individual who conducted the usability assessment (study evaluator). The level of expertise and domain experience, whether the study evaluator is external to the team developing the product or service being assessed or, on the contrary, is part of the team and potentially has a conflict of interest when assessing usability, are examples of aspects that have the potential to influence the results of the usability assessment. Therefore, these should be reported by the authors. Most of the techniques are complex procedures of usability assessment; some of these depend on the interaction between the participant and the study evaluator and, therefore, require experience and knowledge to be assessed effectively.

The characteristics of the study participants most commonly reported across reviews were age and sex. However, these seem insufficient for the reader to make a judgment regarding the degree of similarity between the sample and the target end users. Educational or digital literacy levels are likely to influence how the participant perceives the usability of the system. For example, different subgroups of older adults may perceive the usability of the same system differently [46]. Therefore, a detailed characterization of physical, emotional, cognitive, and digital skills is needed for an appropriate interpretation of the results of the usability evaluation in certain subgroups of older adults. Furthermore, a detailed characterization of health conditions might also be relevant [46]. These aspects will also inform whether the sample used is representative of the end users. The use of nonrepresentative users and, therefore, the failure to consider their needs and preferences may result in products with low usability [36]. In general, the sample sizes are small, and no rationale for the size of the sample is provided.

The appropriate sample size for usability studies is a matter of debate, with some authors arguing that 4 or 5 participants are enough to identify approximately 80%-85% of usability problems [50-52], whereas others report that with these numbers of participants only 35% of usability problems are determined [53]. The type of interfaces, the tasks performed by the participants, the context of use, and the state of technology development may explain the differences between studies [34]. Furthermore, it is worth noting the definition of usability as the measure by which a product can be used by specific users to achieve specific goals with effectiveness, efficiency, and satisfaction [15]. Conceivably, small sample sizes may be enough to detect usability problems but may be insufficient to have a broader view of usability more in line with the present definition.

Only 2 reviews reported on the tasks that participants were asked to perform to assess the usability of the product or service [46,49], and both concluded that, in general, studies reported on the protocol of the tasks used. Tasks vary depending on several factors, such as study aims, target population, interfaces, methods, and techniques used for usability assessment [46]. Nevertheless, the definition or selection of tasks that participants should perform should mirror the future use of the product or service [34,40]. No principles were found to guide the selection of tasks. For example, should there be a minimum set of tasks to be performed, should tasks require single or multiple steps, or should there be a minimum amount of time that each participant needs to spend using the product or service are illustrative examples of issues that are not clear.

The methods and techniques used for the assessment of usability have been consistently reported, and most reviews have found that a combination of methods and/or techniques are usually performed, in line with recommendations [19]. Different methods and techniques have different strengths and limitations [46] and, therefore, their combination is more likely to provide a comprehensive view of usability problems [19]. For example, scales and questionnaires are easy to use and useful for gathering self-reported data about the user’s perception but might have limited value informing on which aspects of the system need to be targeted for improvement [29,54]. Scales and questionnaires should be valid, but a few reviews have reported the use of scales and questionnaires that are unlikely to have been validated. Although there might be reasons to develop or adapt a scale/questionnaire, this process must be followed by evidence of its validity [41]. Interviews and observations are recommended when the number of participants is small because
both generate high amounts of data that are time-consuming to analyze. Nevertheless, interviews can be useful to understand the reasoning of the user when facing a problem, and observation gives an insight into the moment when a problem occurs [46]. It is argued that think-aloud protocols may result in the loss of focus on the tasks being performed, whereas user performance is an easy assessment, particularly in cases where the system automatically records the performance indicators, but might provide limited information if used alone [46]. The most frequent multimethod combination described in the literature is the test and inquiry method combination; however, we found no information in the included reviews regarding which combination of techniques is the most sensitive and whether this could vary depending on the development stage of the product or service being evaluated. Furthermore, the combination of techniques should allow for the assessment of effectiveness, efficiency, and satisfaction, as these are all part of usability.

Only 2 reviews reported on the test environment, but both referred that most included studies reported usability testing to have been conducted in the real context. Nevertheless, we found no indication of how long the usability assessment should be conducted, that is, how long the participants should be allowed to use the product or service before assessing it, and whether conducting the usability assessment in a real context means that the product or service was used in the circumstances that it is expected to be used.

Recommendations and Future Research

The conducting of rigorous experiments on user-centered usability is likely to result in increased sensitivity for these experiments, that is, an increased ability to detect usability issues. Developing a consensus framework is likely to improve the quality of studies on usability evaluation and respective reporting, improve comparability of usability results across studies, provide digital solutions helping consumers and producers to identify the best products, improve the efficiency of the process of usability evaluation and facilitate further research on the impact of usability on other outcomes, such health-related outcomes. Textbox 1 presents a list of parameters that we believe should be considered when planning and reporting user-centered usability studies. These parameters provide guidance while also being flexible to accommodate study differences regarding aspects such as study participants or the digital solution being assessed. At present, we are working on a Delphi-study aiming to establish an international consensus on user-centered usability evaluation procedures.

Textbox 1. A proposed guide of aspects to consider when designing and reporting a user-centered usability evaluation study.

<table>
<thead>
<tr>
<th>Study evaluator:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide a rationale for sample size</td>
</tr>
<tr>
<td>• Experience with usability evaluation with users (if none, plan training)</td>
</tr>
<tr>
<td>• Establish clear inclusion and exclusion criteria (age, gender, educational level, and academic background)</td>
</tr>
<tr>
<td>• Clarify whether internal or external to product development</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participants:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide a rationale for sample size</td>
</tr>
<tr>
<td>• Define clear inclusion and exclusion criteria</td>
</tr>
<tr>
<td>• Define sampling methods (probability/nonprobability) and setting of recruitment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods and techniques:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide a rationale for the combination of methods and techniques</td>
</tr>
<tr>
<td>• Define equipment needed</td>
</tr>
<tr>
<td>• Select valid and reliable instruments of assessment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Define the number</td>
</tr>
<tr>
<td>• Provide a detailed description of tasks</td>
</tr>
<tr>
<td>• Develop a participant script</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test environment/equipment:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Identify and justify the choice (lab test or field test or both; remote test or face to face)</td>
</tr>
<tr>
<td>• Identify facilities and material needed</td>
</tr>
<tr>
<td>• Ensure the existence of an observation room and recording room</td>
</tr>
<tr>
<td>• Ensure the proper functioning of all equipment necessary for the test evaluation</td>
</tr>
</tbody>
</table>
Limitations of This Scoping Review

Some limitations are directly related to the typology of this review, such as the absence of assessment of the quality of the included reviews and the quantitative summary of findings [55]. Usability is also a topic on which a large number of publications are published as conference proceedings, and such publications were not specifically searched (selection bias). Nevertheless, it is likely that by including mostly reviews published in journals that these are more comprehensive, as conference proceedings tend to have lower word counts for included papers. Abstracts and full-text screening were performed first by 3 and 2 authors, respectively, and after a common understanding was built, only 1 reviewer screened the remaining abstracts and full papers. Although we believe that this did not have a major impact on the results, having only 1 person screening for inclusion might have increased the possibility of error and of not including a potentially relevant study. The judgment made to decide whether a manuscript was on a product or technology that could be of use for older adults was a subjective judgment made by the authors and could have biased the results toward the field of health. Finally, no cross-checking of the primary studies included in each review was made and, therefore, the same primary studies could have been included in more than one review.

In summary, we found a lack of a detailed description of several steps of the process of assessing the usability of digital solutions and no evidence on good practices. These findings suggest the need for a consensus framework on the assessment of usability that informs researchers and allows standardization of procedures. Furthermore, it highlights the need to investigate whether different techniques of assessing usability are more sensitive than others to detect usability issues.

Conflicts of Interest

None declared.

Multimedia Appendix 1
Summary details of participant profile and sample size (sometimes percentages do not add up to 100%, as only partial information was provided in the review).

References

5. Gilson A, Dodds D, Kaur A, Potteiger M, Li JH. Using computer tablets to improve moods for older adults with dementia and interactions with their caregivers: pilot intervention study. JMIR Form Res 2019 Sep 3;3(3):e14530 [FREE Full text] [doi: 10.2196/14530] [Medline: 31482847]


The Use of Telehealth Technology to Support Health Coaching for Older Adults: Literature Review

Carl Markert¹, BS, MBA; Farzan Sasangohar¹², BA, BCS, MASc, SM, PhD; Bobak J Mortazavi³, BA, BS, MS, PhD; Sherecce Fields⁴, BA, BS, MA, PhD

¹Department of Industrial and Systems Engineering, Texas A&M University, College Station, TX, United States
²Center for Outcome Research, Houston Methodist, Houston, TX, United States
³Department of Computer Science and Engineering, Texas A&M University, College Station, TX, United States
⁴Department of Psychological and Brain Sciences, Texas A&M University, College Station, TX, United States

Corresponding Author:
Farzan Sasangohar, BA, BCS, MASc, SM, PhD
Department of Industrial and Systems Engineering
Texas A&M University
3131 TAMU
College Station, TX, 77843
United States
Phone: 1 9794582337
Email: sasangohar@tamu.edu

Abstract

Background: Health coaching is an intervention process for driving behavior change through goal-setting, education, encouragement, and feedback on health-related behaviors. Telehealth systems that include health coaching and remote monitoring are making inroads in managing chronic conditions and may be especially suited for older populations.

Objective: This literature review aimed to investigate the current status of health coaching interventions incorporating telehealth technology and the associated effectiveness of this intervention to deliver health care with an emphasis on older adults (aged 65 and older).

Methods: A literature review was conducted to identify the research conducted on health coaching combined with remote monitoring for delivering health care to older adults. The Ovid MEDLINE and CINAHL databases were queried using a combination of relevant search terms (including middle aged, aged, older adult, elderly, health coaching, and wellness coaching). The search retrieved 196 papers published from January 2010 to September 2019 in English. Following a systematic review process, the titles and abstracts of the papers retrieved were screened for applicability to health coaching for older adults to define a subset for further review. Papers were excluded if the studied population did not include older adults. The full text of the 42 papers in this subset was then reviewed, and 13 papers related to health coaching combined with remote monitoring for older adults were included in this review.

Results: Of the 13 studies reviewed, 10 found coaching supported by telehealth technology to provide effective outcomes. Effectiveness outcomes assessed in the studies included hospital admissions/re-admissions, mortality, hemoglobin A₁c (HbA₁c) level, body weight, blood pressure, physical activity level, fatigue, quality of life, and user acceptance of the coaching program and technology.

Conclusions: Telehealth systems that include health coaching have been implemented in older populations as a viable intervention method for managing chronic conditions with mixed results. Health coaching combined with telehealth may be an effective solution for providing health care to older adults. However, health coaching is predominantly performed by human coaches with limited use of technology to augment or replace the human coach. The opportunity exists to expand health coaching to include automated coaching.

(Keywords: telemedicine; remote sensing technology; health coaching; decision support systems; clinical; older adults)
Introduction

Overview of Chronic Diseases

Chronic diseases are health-related conditions that require ongoing medical attention or limit one’s daily activities [1]. These conditions are common among older adults and were the leading causes of death among older adults (aged 65 and older) in the United States in 2017 [2]. Chronic disease management within the world’s aging population is creating a burden on the health care industry [3]. For example, the average medical expenditures in the United States within this older population were 2.6 times the national average and accounted for over one-third of medical spending in 2010 [4]. A subsequent survey by the Kaiser Family Foundation found that older adults (age 55 and over) in the United States accounted for 56% of all health care spending in 2016 but made up only 29% of the population [5].

The Census Bureau projects that the US population aged 65 or older will grow from 49 million in 2016 to 95 million by 2060 [6]. Ninety percent of these older adults prefer to age in place, or remain in their homes as they grow older [7] which could also mitigate health care costs for this population compared to the cost of assisted living communities. Aging in place allows them to better maintain contact with friends and family, but this preference presents a challenge for determining what health-related technology is needed to help meet this desire [8]. Telehealth may be one way to effectively manage chronic diseases among older adults while also enabling them to live at home, especially with a number of opportunities available to assist aging in place through advancements in smart sensing technology [9]. Furthermore, the COVID-19 pandemic has also shown the necessity of understanding the efficacy of telehealth systems, as these systems may be the only mode of non-emergency health care delivery for vulnerable populations in a pandemic situation [10]. However, despite the increased access to telehealth technologies, implementation strategies that do not address self-management of one’s health care have led to disappointing findings, such as the failure to reduce re-admissions in individuals with heart failure [11,12].

While telehealth has enabled virtual visits with health care professionals, the self-management capabilities of telehealth require special attention to patient engagement and behavior change methods to improve active participation. Health coaching has gained widespread use in the past few years. Two recent systematic reviews found health coaching to be somewhat effective for adults with chronic conditions [13,14]. Kivelä et al [13] found health coaching to be effective for the patient’s physiological, behavioral, and psychological status, specifically, improvements in weight management, physical activity, physical health, and mental health. Oliveira et al [14] found health coaching to be effective in increasing the level of physical activity in older adults but found no significant improvement in quality of life, mobility, or mood. Neither of these studies evaluated health coaching combined with remote monitoring. The goal of our review was to investigate the current status of health coaching interventions that incorporate telehealth remote monitoring technology and the associated effectiveness of this intervention with an emphasis on older adults.

Background

Telehealth is an all-encompassing term for clinical and nonclinical remote health care services and is defined by the Center for Connected Health Policy as “a collection of means or methods for enhancing health care, public health and health education delivery and support using telecommunications technologies” [15]. For the purpose of this literature review, telehealth includes telemedicine, remote patient monitoring (RPM), remote activity monitoring (RAM), decision support systems (DSSs), and health coaching systems.

Telemedicine is the use of telecommunication technology to allow health care workers to provide clinical services (eg, medical therapy) to patients remotely [16]. Telemedicine is useful for providing clinical services to patients in sparsely populated areas or places remotely located from a health care facility [17].

RPM is the use of electronic devices and telecommunication technology to monitor and transmit patient physiological or metabolic parameters to a digital database that can be accessed by authorized users [18]. RPM usually involves Bluetooth-enabled or internet-connected devices that automatically transmit monitored parameters. RPM can also include electronic wellness questionnaires that elicit information concerning the patient’s well-being and health status.

RAM is the use of electronic devices to provide remote monitoring of a person’s mobility or activities of daily living (ADLs) [19]. ADLs can be remotely monitored using motion detection devices installed in a person’s residence or a wearable device, such as a smart watch, that detects, records, and transmits movement activity. Another form of ADL monitoring is medication adherence monitored remotely via automated pillboxes. Automated pillboxes are used to organize medications, provide reminders to take medications, and provide information to clinicians via telehealth regarding medication use [20].

DSSs are electronic (computerized) systems which evaluate data collected via remote monitoring and transform the data into useful information regarding the patient’s health and wellness [21]. The DSS makes clinical or behavioral recommendations based on an evaluation of the monitored data. An example of a recommendation is a reminder to the patient to take his/her medication if an automated pillbox senses the person has not taken their medication that day. If the medication is still not taken after some delay, the DSS can notify the health care providers or health coaching system. The DSS can also initiate an emergency notification to 911 if certain threshold values of monitored parameters are exceeded.

Health coaching systems are defined as “patient-centered processes that are based upon behavior change theory” and include goal setting, education, encouragement, and feedback on health-related behaviors [14]. Disease management, by contrast, focuses on the specific disease(s) instead of the patient’s behavior [22]. Health coaching programs provide health-related information, recommendations, or encouragement to the patient on a routine or as-needed basis to help drive
behavior changes [21]. Forms of health coaching include encouragement, feedback, health care suggestions, periodic health tips, or short educational presentations based on an analysis of the patient’s health status and monitored data. An example of a coaching message is sleep management advice if the patient is not sleeping well. The health coaching system can be manual (human health coach only), partially automated, or fully automated using artificial intelligence and machine learning to generate health coaching messages to the patient.

Methods

A literature review was chosen for this study to identify the research conducted on the current state and effectiveness of health coaching combined with remote monitoring (RPM or RAM) and any knowledge gaps that warrant further research. This review was specifically focused on health coaching combined with telehealth to deliver health care with an emphasis on older adults. The Ovid MEDLINE and CINAHL databases were queried to first retrieve papers related to health or wellness coaching for populations that included older adults and to then narrow the results to those studies that included some form of remote monitoring. Given the rapid pace with which telehealth is advancing, results from 2010 or later were chosen for this search to focus on relatively current research. The full electronic search strategy was [(MH “Middle Aged”) OR (MH “Aged+”) OR AB (older adult* or elder* or aged) OR TI (older adult* or elder* or aged)] AND [AB ((health or wellness) n1 coaching) OR TI ((health or wellness) n1 coaching)]. The search criteria included articles published from January 2010 to September 5, 2019 (date of search) in English. Keywords included those related to older populations (aged, elder, and older adult) and coaching (health or wellness coaching). This combination of search terms retrieved 225 papers relevant to health coaching.

The review of these papers was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Figure 1) [23]. After deleting duplicates, 196 papers were included for an abstract review and screening. These abstracts were reviewed for studies that discussed health coaching for populations that included older adults (aged 65 and older) combined with some form of remote monitoring. The abstract screening yielded 42 articles for full-text review, of which 13 articles were identified that met the eligibility criteria (health coaching, remote monitoring, and older adults). Studies were excluded from our review if older populations (aged 65 and over) were not included, if the study did not include remote monitoring (RPM or RAM), or if the study did not include some form of coaching intervention. Subsequent to the review, 2 additional studies were identified [24,25] which provided the results for the ACTIVATE Trial [26] included in the original search. The results of the literature review were charted based on the following criteria: description of the coaching intervention, type of remote monitoring, study type, size of the study population, length of the study, condition monitored, and the outcomes.
Results

The results of the literature review are summarized in Table 1. All 13 studies were published between 2014 and 2019. Four studies were randomized controlled trials that ranged from 83 to 1437 participants [12,26-28]. One study was a quasi-experiment (nonrandomized cohort study) with 144 participants [29]. Six studies were pilot trials that ranged from 6 to 33 participants [21,30-34]. There was 1 qualitative interview of 10 health care workers [35] and 1 user acceptance study with 11 participants [36]. The main goal of each of these studies was to evaluate the effectiveness of health coaching. Our review focused on the effectiveness of health coaching (human coach versus automated coaching system) combined with remote monitoring technology (RAM and RPM) for older adults.
<table>
<thead>
<tr>
<th>Study</th>
<th>Coaching intervention</th>
<th>Type of remote monitoring</th>
<th>Study type</th>
<th>Sample size, n</th>
<th>Study duration</th>
<th>Condition monitored</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>Human coach and telephone calls</td>
<td>RPM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Randomized control trial</td>
<td>1437</td>
<td>26 weeks</td>
<td>Chronic heart failure</td>
<td>Re-admissions (N&lt;sup&gt;e&lt;/sup&gt;), mortality (N), and quality of life (Y&lt;sup&gt;f&lt;/sup&gt;)</td>
</tr>
<tr>
<td>[27]</td>
<td>Human coach and telephone calls</td>
<td>RAM&lt;sup&gt;c&lt;/sup&gt; and RPM</td>
<td>Randomized control trial</td>
<td>595</td>
<td>1 year</td>
<td>Chronic heart failure, diabetes</td>
<td>Blood pressure (N), body weight (N), and quality of life (N)</td>
</tr>
<tr>
<td>[26]</td>
<td>Human coach and telephone calls</td>
<td>RAM</td>
<td>Randomized control trial</td>
<td>83</td>
<td>12 weeks</td>
<td>Cancer</td>
<td>Physical activity (Y) and sedentary behavior (Y)</td>
</tr>
<tr>
<td>[28]</td>
<td>Human coach, telephone calls, and mobile app</td>
<td>RAM and RPM</td>
<td>Randomized control trial</td>
<td>131</td>
<td>26 weeks</td>
<td>Diabetes</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; level (N), body weight (Y), and quality of life (N)</td>
</tr>
<tr>
<td>[29]</td>
<td>Human coach, telephone calls, SMS text messages, online training, and social networking</td>
<td>RAM and RPM</td>
<td>Quasi-experiment</td>
<td>144</td>
<td>1 year</td>
<td>Diabetes</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; (Y) and body weight (Y)</td>
</tr>
<tr>
<td>[30]</td>
<td>Human coach, DSS&lt;sup&gt;a&lt;/sup&gt;, telephone calls, and exercise videos</td>
<td>RAM and RPM</td>
<td>Pilot study</td>
<td>12</td>
<td>8 weeks</td>
<td>Chronic obstructive pulmonary disease</td>
<td>Program adherence (Y) and patient satisfaction (Y)</td>
</tr>
<tr>
<td>[31]</td>
<td>Human coach, telephone calls, and SMS text messages</td>
<td>RAM</td>
<td>Pilot study</td>
<td>24</td>
<td>4 weeks</td>
<td>Cancer</td>
<td>Physical activity (Y) and fatigue (Y)</td>
</tr>
<tr>
<td>[32]</td>
<td>Human coach, DSS, exercise videos, and SMS text messages</td>
<td>RAM</td>
<td>Pilot study</td>
<td>6</td>
<td>2-6 weeks</td>
<td>General health</td>
<td>Yes</td>
</tr>
<tr>
<td>[21]</td>
<td>Human coach, DSS, exercise videos, SMS text messages</td>
<td>RAM and RPM</td>
<td>Pilot study</td>
<td>33</td>
<td>Various</td>
<td>General health</td>
<td>Behavior change (I&lt;sup&gt;g&lt;/sup&gt;)</td>
</tr>
<tr>
<td>[33]</td>
<td>Human coach, telephone calls, and mobile app</td>
<td>RAM and RPM</td>
<td>Pilot study</td>
<td>21</td>
<td>26 weeks</td>
<td>Diabetes</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; level (Y) and body weight (Y)</td>
</tr>
<tr>
<td>[34]</td>
<td>Automated coach, DSS, SMS text messages, and mobile app</td>
<td>RAM</td>
<td>Pilot study</td>
<td>27</td>
<td>26 weeks</td>
<td>Diabetes</td>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; level (Y) and activity level (Y)</td>
</tr>
<tr>
<td>[35]</td>
<td>Human coach and SMS text messages</td>
<td>RAM</td>
<td>Qualitative interview</td>
<td>10</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>General health</td>
<td>Inconclusive</td>
</tr>
<tr>
<td>[36]</td>
<td>Human coach, telephone calls, and mobile app</td>
<td>RAM and RPM</td>
<td>User acceptance study</td>
<td>11</td>
<td>26 weeks</td>
<td>Diabetes</td>
<td>User acceptance (Y)</td>
</tr>
</tbody>
</table>

<sup>a</sup>DSS: decision support system.<br><sup>b</sup>RPM: remote patient monitoring.<br><sup>c</sup>RAM: remote activity monitoring<br><sup>d</sup>N/A: not applicable.<br><sup>e</sup>N: not effective.<br><sup>f</sup>Y: effective.<br><sup>g</sup>I: inconclusive.<br><sup>h</sup>HbA<sub>1c</sub>: hemoglobin A<sub>1c</sub>.<br><sup>i</sup>JMIR HUMAN FACTORS 2021 | vol. 8 | iss. 1 | e23796 | p.48 http://humanfactors.jmir.org/2021/1/e23796/ (page number not for citation purposes)
One of the more prominent findings identified in this review was the heavy reliance on the use of a telephone to communicate with patients. Nine of the studies used a telephone for delivering coaching with mixed effectiveness results (2 of these studies augmented telephone communications with SMS text messages) [12,26-31,33,36]. The other 4 studies used DSS messages, SMS text messages, or video messages in lieu of telephone calls, also with mixed effectiveness results [21,32,34,35]. These results indicate that coaching effectiveness may not be dependent on the method of communication with the patient. Additional studies should be performed to evaluate the effectiveness and acceptance of using electronic media to communicate with the patient instead of live telephone calls.

**Use of Smartphone Apps**

Four studies included the use of a smartphone app as part of the integrated telehealth solution [28,33,34,36] with positive results for 3 of these studies [33,34,36]. Only one of these studies specifically evaluated the acceptance of smartphone app technology by the patients [36]. A recent qualitative study interviewed 12 community-dwelling older adults (aged 65-78) and found that older adults were, in general, satisfied with using technology to help monitor and manage their health on a daily basis (albeit amid some fears that technology would replace...
human contact) [37]. Thus, there appears to be an opportunity to expand the use of technology, such as smartphone apps, as part of a telehealth system for older adults.

**Coachability of Patients**

Although not explicitly evaluated in the studies, it is probable that the results of these studies were dependent on the willingness of the patient to accept health coaching. Some of the studies evaluated the willingness of the patient to accept health coaching as part of the inclusion criteria while other studies only included patients who expressed an interest in the study. Thus, it can be assumed that most of the studies were biased toward those patients who are coachable. An opportunity exists to explore the effectiveness of health coaching using telehealth technology for patients who are not coachable.

**Limitations**

This literature review was focused on studies that included older adults (aged 65 and older) in the population assessed. Studies that excluded older adults were not included in our review, so the results should not be extrapolated to general populations. Most of the coaching interventions reviewed in this study included a human coach who provided feedback to participants via telephone calls. This type of coaching depends on the effort of the human coach to provide an adequate type of coaching to the participant which may or may not include all aspects of a robust coaching program (goal setting, education, encouragement, and feedback on health-related behaviors). In addition, the studies reviewed did not attempt to assess the capability of a human coach versus an automated health coaching system to effect behavior change. Additional research is needed to make this assessment. There was only 1 fully automated coaching intervention study found in our review, so no conclusion can be drawn regarding the effectiveness of automated health coaching interventions. Additional research is needed in the area of automated health coaching. The search criteria for this review focused first on health and wellness coaching that was then further filtered on remote monitoring as an element of the coaching. Several other studies of telehealth might have included coaching but not as a focus of the study.

**Conclusions**

Four inter-related issues face the health care industry: (1) the increasing numbers and percentage of older adults, (2) chronic disease management among this older population, (3) the desire of older adults to age in place, and (4) the cost of health care for older adults. Health coaching combined with telehealth technology has been shown to provide effective outcomes in 10 of 13 studies reviewed. Four studies included the use of a DSS to augment or replace the health coach with positive results. However, insufficient evidence of automated health coaching was found in our review to draw a conclusion regarding the efficacy of automated coaching. Although not assessed in these studies, the inclusion of automation in the health coaching process has the potential to reduce overall health care costs for older adults. The benefits of health coaching combined with telehealth are evident and should be further explored.

**Future Directions**

One of the more prominent findings identified in this review was the dependence on a human to provide health coaching and interaction with the patient. Thus, the outcomes were probably heavily reliant on a human in the process. Future studies need to assess the capability of automated coaching systems versus human coaches to affect health behavior changes. Another prominent finding was the use of live telephone calls to provide coaching to the patient. Future studies should be performed to evaluate the effectiveness and acceptance of using electronic media to communicate with the patient. The studies reviewed did not specifically evaluate coachability or the willingness of the patient to accept health coaching. An opportunity exists to explore the effectiveness of health coaching using telehealth technology for patients who are not coachable. This discrepancy should be investigated by including quality of life measures in future studies of coaching systems. As sensors for RPM and RAM become more advanced and affordable, much more data will be available to monitor and evaluate. With advances in big data analytics, DSSs will be better informed and able to identify interventions when necessary. Based on the results of this review, additional studies should be conducted of the expanded use of health coaching and DSSs as part of the health care solution for older adults. In addition, cost-effectiveness of health coaching combined with telehealth needs to be assessed against human-only health coaching methods. The results of these studies would inform the future direction of health coaching.
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Abstract

Background: Health information technology (HIT) has been widely adopted in hospital settings, contributing to improved patient safety. However, many types of medical errors attributable to information technology (IT) have negatively impacted patient safety. The continued occurrence of many errors is a reminder that HIT software testing and validation is not adequate in ensuring errorless software functioning within the health care organization.

Objective: This pilot study aims to classify technology-related medical errors in a hospital setting using an expanded version of the sociotechnical framework to understand the significant differences in the perceptions of clinical and technology stakeholders regarding the potential causes of these errors. The paper also provides some recommendations to prevent future errors.

Methods: Medical errors were collected from previous studies identified in leading health databases. From the main list, we selected errors that occurred in hospital settings. Semistructured interviews with 5 medical and 6 IT professionals were conducted to map the events on different dimensions of the expanded sociotechnical framework.

Results: Of the 2319 identified publications, 36 were included in the review. Of the 67 errors collected, 12 occurred in hospital settings. The classification showed the “gulf” that exists between IT and medical professionals in their perspectives on the underlying causes of medical errors. IT experts consider technology as the source of most errors and suggest solutions that are mostly technical. However, clinicians assigned the source of errors within the people, process, and contextual dimensions. For example, for the error “Copied and pasted charting in the wrong window: Before, you could not easily get into someone else’s chart accidentally...because you would have to pull the chart and open it,” medical experts highlighted contextual issues, including the number of patients a health care provider sees in a short time frame, unfamiliarity with a new electronic medical record system, nurse transitions around the time of error, and confusion due to patients having the same name. They emphasized process controls, including failure modes, as a potential fix. Technology experts, in contrast, discussed the lack of notification, poor user interface, and lack of end-user training as critical factors for this error.

Conclusions: Knowledge of the dimensions of the sociotechnical framework and their interplay with other dimensions can guide the choice of ways to address medical errors. These findings lead us to conclude that designers need not only a high degree of HIT know-how but also a strong understanding of the medical processes and contextual factors. Although software development teams have historically included clinicians as business analysts or subject matter experts to bridge the gap, development teams will be better served by more immersive exposure to clinical environments, leading to better software design and implementation, and ultimately to enhanced patient safety.

(JMIR Hum Factors 2021;8(1):e21884) doi:10.2196/21884

http://humanfactors.jmir.org/2021/1/e21884/
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Introduction

Background

The widespread use of information technology (IT) has contributed to improved patient safety in the hospital setting [1-5]. However, many different kinds of medical errors attributable to the use of IT in health care have negatively impacted patient safety [6,7]. The number of patients who experience adverse events is estimated to be 40% of all patients who visit primary and ambulatory care [8]. These safety events may lead to an extended hospital stay, additional side effects, or distress and in some cases death. In addition to the loss of life and health impairment, the consequences of adverse events include increased financial costs to patients and the society at large [9].

In hospital settings, several benefits, including health care delivery improvement and reduction in medication errors, have been attained through the use of health information technology (HIT) [3]. However, new patient safety errors attributable to the use of HIT continue to be a significant issue [7]. For example, according to a recent study [10], in Pennsylvania alone, a total of 889 medication error reports listed HIT as a factor contributing to events submitted to the Pennsylvania Patient Safety Authority in the first 6 months of 2016. The study also shows that dose omission, wrong dosage, and extra dosage were the most commonly reported events. The most common HIT systems implicated in the events were the computerized prescriber order entry system, the pharmacy system, and the electronic medication administration record. Several government agencies and academic and clinical practitioner committees have been concerned about the unintended consequences of introducing IT in clinical environments. Several articles [9-11] report such adverse patient safety events related to HIT and emphasize the need for more cohesive HIT development processes to reduce the gulf of evaluation between medical and IT teams.

This pilot study seeks to classify patient safety events in hospital settings and to understand the differing perspectives of HIT designers and users concerning the potential causal factors of technology-related medical errors. In addition, the study suggests prescriptive measures to prevent recurrences of errors. Understanding the perspectives of both medical and IT stakeholders could help resolve the root causes of medical errors. The proposed classification could be used in facilitating medical and technology stakeholders in working together and working through different perspectives on the causes of HIT-related errors to identify likely solutions and ultimately design better HIT artifacts. To better understand the significant differences, we selected from our list of errors collected through the literature review, 12 archetype errors that occurred in a clinical setting, and examined them using the lens of sociotechnical theory from both clinical and IT systems perspectives. In the next section, we introduce the sociotechnical framework and present the proposed error classification. Following this, the Methods section details data collection and analysis. Subsequently, the results and discussion are presented before the Conclusions section.

Sociotechnical Framework

The sociotechnical theory posits that organizational performance depends on the interactions between social and technical factors, grouped into 4 pillars: technology, process, people, and environment [12]. Prior research suggests that developing applications that cater to end-user needs requires designers and developers to understand the workflow structures, organizational culture, and environment in which these systems will operate [13]. Hence, patient safety improvement is contingent on the joint optimization of social and technical factors in the hospital setting.

This paper creates a more detailed taxonomy by adding subcomponents of the 4 central pillars to the sociotechnical framework [12,13]. The expanded taxonomy allows for a better classification of errors and the development of more precise solutions. Furthermore, we classify the errors in terms of the causes based on the feedback of medical experts and IT professionals. Using the results of this classification process, we provide more in-depth insights into the significant differences in medical and clinical staff members’ and IT professionals’ perceptions regarding these errors and offer a prescription to mitigate them.

Several studies have used the sociotechnical framework to examine several aspects of HIT implementation and use, including human-computer interaction [14], the impact of policy, infrastructure, and people on the quality of health information [15], ergonomic and macroergonomic aspects of health technologies [16-20], risk assessment of electronic medical record safety [18], and usability factors [14,18]. The sociotechnical framework has also been used to classify patient safety events [21-23]. However, these studies have classified errors on the sociotechnical framework’s high-level dimensions on which errors map the most (Table 1 shows a comparison of the 3 published papers closest to our efforts and details how this study is different). The sociotechnical framework suggests that multiple forces from multiple dimensions (and different hierarchical levels of a particular dimension) are at work when errors occur [24]. As patient safety events occur in a complex environment, there is a need for a classification that considers the impacts of multiple dimensions of the framework on each patient safety event’s occurrence. Table 1 provides a summary differentiating the studies closest to the work in this paper. These studies were included because the authors used the sociotechnical framework to classify medical errors [21,23] or HIT-related sentinel events [22].
Medical error classifications have been developed using other approaches. The System Theoretic Accidents Models and Process framework has been used to classify medical errors in 3 broad categories: feedback, control action, and knowledge errors [25]. The Human Factors Classification Framework [26] has been adapted to health care to classify medical errors in 5 categories: decision errors, skill-based errors, perceptual errors, routine violations, and exceptional violations [27,28]. Other studies have developed taxonomies without the use of a particular framework [29-31]. Prior studies have not applied the sociotechnical framework on medical errors with the intent of exploring the root causes and potential avenues through which the errors can be fixed. Furthermore, the dimensions of sociotechnical frameworks described in the extant research literature have not considered the emergence of new technologies such as cloud computing, n-tier architectures, and new management paradigms, including DevOps and microservices architecture. We adapted and extended the sociotechnical framework with additional dimensions that reflect new trends in IT. A group of expert researchers in information systems and sociotechnical theory reviewed this model [32]. Feedback from these experts was incorporated to refine the classification model, which is presented in Figure 1.

<table>
<thead>
<tr>
<th>Studies (references)</th>
<th>Methodologies for error classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Errors classified in 1 high-level dimension only—fitting one dimension excludes others</td>
</tr>
<tr>
<td>Safety huddles to proactively identify and address electronic health record safety [21]</td>
<td>✓a</td>
</tr>
<tr>
<td>Contribution of sociotechnical factors to health information technology–related sentinel events [22]</td>
<td>✓</td>
</tr>
<tr>
<td>Exploring the sociotechnical intersection of patient safety and electronic health record implementation [23]</td>
<td>✓</td>
</tr>
<tr>
<td>This study</td>
<td>—</td>
</tr>
</tbody>
</table>

*aMethodology applicable to the study.

*bMethodology not applicable to the study.
Sociotechnical theory emphasizes the interplay of the social and technical aspects of adopting and using technology [17,18,33]. The theory hinges on four basic constructs (technology, people, process, and environment) and the interaction between these constructs. In the expanded version of the sociotechnical framework, we detail the components of the technology dimension to include the IT infrastructure, which in turn comprises hardware, software, and apps. These also include emerging technologies, such as cloud computing, the internet of things, mobile apps, and the use of artificial intelligence, predictive and prescriptive analytics, and robotics. The technology dimension can also be partitioned based on the type of use, broadly classified as either administrative (including administrative IT and resource scheduling) or clinical. The need to investigate at this level of detail stems from the fact that the type of interaction varies based on the interacting
subcomponents. Furthermore, the app layers can be viewed as comprising the user interface, middleware (including the logic layer), backend (including the logic layer), and data.

The process dimension includes administrative and clinical workflows. Administrative workflows related to IT include the collection, storage, processing, and presentation of information for more effective resource management, such as clinical and IT staff management, operating room scheduling, risk and safety management, billing and facility management, and inventory management to ensure the business management of the hospitals. The subdimensions of IT processes are software development, HIT implementation and maintenance, and training and support. Clinical processes include patient record management, clinical pathways, patient bed assignment, and physician notes. Some processes are both clinical and administrative; these include the inventory management of drugs and clinical supplies, surgery room and equipment scheduling, and patient discharge management. Processes in health care settings allow all stakeholders to perform tasks in a predetermined manner to obtain successful outcomes [24,34,35]. Patient safety errors manifest when there is a misalignment between the elements of IT and clinical processes.

The people dimension includes patients, clinical staff, and administrative staff. People interact with each other and with the technology available to them. The hospital employee space consists of providers with different competencies and clinical authorities and administrative staff with priorities that are often very different from those of clinical providers. Several examples are worth mentioning here. First, clinical staff members prioritize patients' clinical health, whereas IT personnel are more concerned with the processes involved in health care. Inconsistencies in their priorities often lead to errors. As people interact with the entire work system, a mismatch between people and any other components increases the risk of harm to patients. Human errors are also a threat to patient safety [36]. Therefore, it is essential to build user interfaces and systems that consider the priorities and goals of the different types of users of the system, and these goals go beyond the purely functional and technical requirements of the job.

The environment consists of the care setting (eg, ambulatory, emergency, and in-patient), regulatory (eg, compliance, privacy, and security related), and culture. Culture stems from management style, organizational policy, and other systemic factors. Furthermore, different types of employees prioritize different goals, and conflicts in achieving these goals are often manifest in the building, implementation, and functioning of systems. Patients receiving services are external to the health care organization. To ensure more effective health care service provisioning, patient participation in the process is very important. In some areas, tasks must be performed by patients away from the health care organization. Contextual environments and skills to perform the required tasks differ from those of health care providers [33,35]. Regulations can also have a constraining effect on the error-free functioning of all subsystems. A thorough classification of patient safety events should consider specific areas of interaction between the environment dimension and all other dimensions. We use this expanded classification model to understand the gap in the mental models of clinical staff and technology professionals regarding the root cause of errors and how they should be addressed. We articulate our research design in the next section.

**Methods**

**Research Design**

The research design is comprised of 2 significant steps: developing a shortlisted set of IT-related patient safety issues and the classification of the root causes of medical errors with the sociotechnical lens using expert interviews. Figure 2 depicts the flow of the study.

**Error Collection Using Literature Review**

In this study, we first developed an extended sociotechnical framework that includes a finer level of granularity. Next, we systematically reviewed the literature on patient safety and medical errors from Ovid-MEDLINE, Embase, and Web of Science, which are leading medical databases in addition to Google Scholar. The systematic review process shown in Figure 2 aligns with commonly used steps of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines [37], as depicted by several exemplar papers [38-40]. The searches were performed using the following search terms: (“Patient Safety” OR “Medical”) AND (“issue” OR “error”) AND (“health information technology” OR “information technology”). Initially, the title, abstract, and index terms were used to screen published journal papers, conference papers, proceedings, case studies, and book chapters. We also used ancestral search to locate potentially relevant articles. Subsequently, the shortlisted papers were reviewed entirely. Two reviewers performed the screening independently. The reviewers met regularly to discuss the inclusion of the studies. A third reviewer was consulted when there was a discrepancy. Interrater reliability indicated a high agreement (Cohen κ value of 0.95).

Inclusion criteria included studies that addressed patient safety by identifying specific issues that occurred in health care settings and linked these errors to HIT. Furthermore, we excluded studies that were not available as the full text in the final search; were not in English; or were reports, abstracts only, letters, or commentaries.

**Expert Interviews**

An invitation email to participate in the study was sent to the alumni of the University at Buffalo. The email contained the eligibility criteria consisting of ≥5 years of HIT experience and at least 1 IT-related professional certification. A separate invitation email mentioning the selection criteria was sent to medical experts through the Office of Business Coordination at the University at Buffalo. A minimum experience of 5 years working as a medical doctor or as a registered nurse was required to qualify for the interview. All participants who responded met the selection criteria and were included in the study.

To better understand the perspectives of different stakeholders, we conducted multiple semistructured interviews [41] with different stakeholders, namely 6 IT and 5 medical experts to map the errors on the different dimensions of the expanded sociotechnical framework. Experts could map an error on multiple (or on all) subdomains of the sociotechnical framework. The purpose of accounting for the different perspectives was to understand how each group understood the predicates of the problem and allow us to reflect on how best the error could be addressed. Interviews were selected based on their domain experience, education, and industry certifications. The IT experts, who were recruited from the alumni list of the State University of New York at Buffalo, were software development professionals with a master’s degree and IT professional certifications, such as the certified scrum master, the health level 7 control specialists, and the project management professional certifications. The minimum work experience cutoff for IT experts was 5 years for HIT in addition to possessing at least one IT-related professional certification.

IT experts who were interviewed had extensive IT experience (mean 10.33, SD 1.11 years) with significant HIT experience (mean 8.83, SD 2.03 years; Multimedia Appendix 1 uploaded as a supplementary file for brief profiles of IT interviewees). The medical experts interviewed were physicians and registered nurses with broad primary care experience from working with multiple health care institutions across the United States and Canada. They are all currently working with hospitals and institutions affiliated with the university at Buffalo (Multimedia Appendix 2). Medical experts had a mean experience of 16.6 (SD 7.33) years. The minimum and maximum numbers of years of HIT experience for IT experts were 5 and 12, respectively. The work experience of medical experts varied from 8 to 27 years. The questionnaire and interview process are detailed in Multimedia Appendix 3. Experts were asked to provide their opinions on why the selected errors (Multimedia Appendix 4 [42-48]) occurred and how the errors could be prevented. The extensive experience of both IT and medical experts in their respective domains qualifies them to map medical errors on the sociotechnical framework. The study was approved in November 2019 (IRB# STUDY00003838).

**Results**

**Search Results**

The literature search resulted in 344 articles, 141 of which were duplicates. After removing articles based on their content, we retained 36 articles [10,28,42-47,49-76] that met the 2 criteria set for the study. We then extracted 67 unique patient safety events from the articles in which 12 specific issues related to IT use in the hospital setting were shortlisted. The process followed the PRISMA methodology [37] as detailed in Figure 3. The remaining errors occurred outside a health care setting and were excluded from the study. The error description includes the error context in the literature review format commonly known as problems, interventions, comparisons, and outcomes model [37]. The articles describing the errors contained a clear purpose, literature review, research methodology, results, and conclusions.
Study Characteristics and Error Classification

In this study, experts categorized errors based on their opinion of where the source of the error lies. Experts were provided with the definitions of the elements of the framework and were informed that an error could result from multiple sources. They were asked to map each error at the lowest level of one or multiple dimensions of the sociotechnical framework. The authors then interacted with the experts to understand the reasons behind their mapping selection. The interactions included questions related to suggestions on the best way to address the problems and prevent them from occurring. In line with extant literature on data analysis in qualitative research coding [77,78], expert interviews were subsequently deconstructed into keywords and phrases and then grouped into ideas and concepts. The output of the analysis is summarized in the “key observations” below, for example, in Error 1: “Copied and pasted charting in the wrong window: Before, you could not easily get into someone else's chart accidentally...because you would have to pull the chart and open it.”

Medical experts highlighted several contextual issues, such as the number of patients a health care provider is set to see in a short time frame, unfamiliarity with a new electronic medical record system, nurse transitions around the time of the error, and confusion due to patients having the same name. They emphasized process controls, including failure modes, as a potential fix. The technology experts discussed the lack of notification, poor user interface, and lack of end-user training as critical factors in this error. Error 2: “Incompatible data standards across multiple mobile applications led to the missing of vital data fields, which led to information loss.”

Like the first sample, medical experts attributed this error to system software–related interoperability issues. They also highlighted several changes in the International Classification of Diseases (ICD) during the transition from ICD 9 to ICD 10 as an example of a situation that could lead to errors.
Technology experts, however, emphasized data formats, data transfer protocols, and service-orientated architecture as potential causes of errors. Although we have detailed 2 instances here, the experts reviewed all 12 errors and identified the most likely set of possible dimensions to which the errors could be attributed. The sample errors used in the study are presented in Multimedia Appendix 2, and the results of analyzing these data are presented in Table 2, followed by several key observations.
<table>
<thead>
<tr>
<th>Errors</th>
<th>Classification by medical experts</th>
<th>Classification by IT(^a) experts</th>
</tr>
</thead>
</table>
| Nurse was supposed to enter a prescription for Amoxicillin 250 mg PO q8h×7 days (21 dispensed). However, the nurse failed to change the default dosage amount and dispensed too much medication (30 dispensed) | • UI\(^b\)-clinical app implementation and maintenance  
• Clinical staff | • UI-clinical app software development  
• Clinical staff |
| Copied and pasted charting in the wrong window: “Before, you could not easily get into someone else’s chart accidentally...because you would have to pull the chart and open it” | • Clinical staff  
• Clinical app  
• Training | • Clinical staff  
• In-patient |
| In general practice ward, the doctor consulted a patient with another patient’s records and prescribed medications according to the wrong records. The patient died the same day of taking it. No further details were available | • Clinical staff  
• Clinical UI  
• Clinical middleware | • Clinical UI  
• Implementation and maintenance  
• Staff-admin (IT) |
| The receptionist intended to alert the general practitioner via the practice software about a patient with chest pain but instead sent the message to himself. The patient later died from a myocardial infarction | • UI-patient pathways  
• Clinical staff | • UI-clinical app software development  
• Training and support  
• Patient pathways |
| A patient received only half of their usual quantity of blood pressure medication because a repeat prescription for the medication did not transfer to a new software system when the patient’s historical records were migrated. Because they did not have enough medication the patient tried to stretch out the old dose by taking the medication on alternate days. The patient had a stroke but made a full recovery. | • Software-systems  
• Patient pathways  
• Patient  
• Culture | • Data-clinical  
• Software development  
• Staff-admin (operations)  
• Culture |
| A child had a full body x-ray. Some of the images went missing from the archival system where they were digitized. The x-ray was repeated to acquire the missing images, re-exposing the child to high levels of radiation | • Software-systems  
• Patient pathways | • Data-clinical |
| A compound in high demand such as Rifampicin was not listed in the computerized physician order entry system. The consequence was that the physician could not order rifampicin. | • Data-clinical  
• Ancillary  
• In-patient  
• Culture | • Data-clinical  
• Software development  
• Staff-admin (operations)  
• Culture |
| When an update is made to the frequency field on an existing prescription, the frequency schedule ID is not simultaneously updated on new orders sent to the pharmacy via (application) | • Software-development  
• Clinical-people  
• Software-systems | • Data-clinical  
• Staff-admin (IT)  
• Software-systems |
| Monitoring and Eavesdropping on Patient Vital Signs by hacking into the packet transfer from an internet of things device to the central system | • Middleware  
• Maintenance  
• People-staff (operations)  
• Compliance  
• Security | • System software  
• Data-clinical  
• Software development  
• Compliance  
• Security |
| Vulnerabilities of the hospital’s IOT devices were exploited to initiate a denial-of-service attack to bring down hospital’s servers which disrupted normal functioning | • Hardware  
• Software  
• IT implementation  
• Compliance  
• Security | • Compliance  
• Security |
| Use of portable devices that are not password protected makes the patient record vulnerable to the invasion of privacy | • Data-clinical  
• Software-development  
• Maintenance  
• Compliance  
• Privacy | • System software  
• Software-development  
• Security |
| Incompatible data standards across multiple mobile applications led to the missing of vital data fields which led to information loss | • Software-systems  
• Software-development | • Data-clinical |

\(^a\)IT: information technology.  
\(^b\)UI: user interface.
Discussion

Principal Findings

Some of the crucial observations include (1) The identified potential sources of the errors and solution areas differed considerably between clinicians and IT specialists; (2) both groups identified multiple factors as potential causes of the errors; (3) the clinicians often focused on postproduction (e.g., implementation, maintenance, training, context, and the way the application is used) issues as causal factors; (4) IT experts focused on software functionality, software development, and technical implementation issues as causal factors; (5) on most occasions when IT experts identified an issue as a “data” problem, clinicians seemed to think that the problem lay elsewhere, including the software system, software development, or patient pathways; (6) both groups seem to be congruent with the issues of compliance and security; and (7) IT experts rarely identified clinical pathways or workflows as an issue.

The classification of the identified medical errors using the framework is presented in Table 2. The continued occurrence of many errors is a reminder that current HIT software testing and validation do not seem adequate in terms of ensuring the functioning of the software within the health care organization. The attribution of the errors to different aspects of the sociotechnical framework by clinicians and IT professionals informs us that technologists and clinicians generally differ in their perspectives on factors that impact IT-related safety events. Software experts are often not acclimatized to the environment in which HIT software and tools are used, which could be a cause to the problem.

Although IT and medical experts’ perceptions are similar in security and privacy, IT specialists often tend to assume that the issues are either software or hardware or user interface related. In contrast, clinicians tend to consider environmental, contextual, and process factors as contributors to patient safety events. The benefit of such a classification suggests that designers and developers who fix the errors consider the artifact’s environment and the people using the artifact. A key realization is that such errors will continue to occur if health IT system developers do not fully grasp the importance of technology functioning in an environment of care delivery where the patient needs are paramount.

A careful review of the IT experts’ classification of errors highlights the view that IT experts consider technology as the source of most errors and suggest solutions that are mostly technical. The IT experts highlighted the software systems and development as the top 2 sources of most errors. Similarly, the suggestions of potential fixes mostly revolve around the software. However, a common refrain that accompanied their answers was, “The doctor should double-check…” In contrast, clinicians tended to assign the source of errors within the people, process, and contextual (environmental) dimensions for the most part.

The difference in perspective could be explained by the fact that clinicians tend to deal with the system after implementation. In contrast, IT experts tend to look at the same problem from an IT development perspective. For example, for “Error 1,” for which IT experts were asked how they would prevent a doctor from using the wrong chart when he had multiple charts open, the answer was always to restrict access to 1 open chart at a time. However, clinicians prefer having multiple windows open so that they can quickly consult with multiple patients in different rooms without having to close out and reopen a chart. For them, the issue is, “How easy is it for a physician to realize the mistake,” and “Physicians should still be able to open multiple charts.” The differing perspectives between designers and developers of the technology and its users can contribute to medical errors.

The development teams of clinical applications typically include clinicians who provide domain expertise. However, our study indicates that this may not be sufficient as IT experts do not fully grasp the clinical environment and how workloads and other patient-related variabilities impact the use of the software. Therefore, as a future investigation, we suggest that software companies immerse developers in clinical environments for a short period, so that the understanding of the environment is built into their psyche and translates into a more robust design.

HIT systems can be made less error prone if programmers and systems developers understand the health care organization’s operating environment. Current systems do not have fail-safe mechanisms that could prevent some of the errors. For example, consider the documented error, “the nurse was supposed to enter a prescription...the nurse failed to change the default amount and dispensed too much medication”; from a software perspective, better checks and warnings can be developed. In this specific instance, a system challenge asking the nurse to review the dosing amount could have prevented the problem. From a process perspective, nurses could be trained to reexamine the dosage. Creating a poka-yoke (like a check-off box for dose amount) would force nurses to check the dosing before refilling the prescriptions. As the clinical experts and IT experts suggested slightly different predicates for the error, a solution that addresses the issue from both technical and from a process and workforce training perspective would provide multiple layers of defense against such failures. The different views expressed by IT and clinical experts can be used to create technical and process solutions so that there is a more robust defense against these types of errors.

Limitations and Future Studies

The results of this study should be interpreted cautiously, as there are several limitations to this study. The first shortcoming is related to the smaller number of participants interviewed in this study. Only 11 interviews comprising 5 medical providers and 6 HIT professionals were conducted. Therefore, this study should be considered a pilot study suggesting the differences in the mental models of the clinical and technical staff, which potentially leads to ineffective systems analysis and ultimately manifests as errors in practice. In addition, both IT and medical experts have, for the most part, acquired their education and expertise at affiliated institutions in the Northeast of the United States. Future studies should examine the hypothesis that medical experts are more likely to attribute medical errors to
contextual factors, whereas IT experts on technical factors use a nationally representative sample.

Second, we shortlisted 12 unique errors that occurred in a hospital setting; the findings of this study cannot be generalized beyond that context. Furthermore, we extracted the errors used in this study from articles written in the English language. Future studies could examine errors that occurred in medical homes, patients’ homes, or other nonhospital settings or include studies written in other languages.

Third, the study did not examine errors that were discovered by HIT users before the occurrence of a patient safety event. Future studies should examine near-miss errors to determine their potential root causes and fixes using the lens of sociotechnical theory.

Conclusions

This study classifies medical errors gathered from extant literature based on an expanded sociotechnical framework. Interviews from health care and IT experts reveal differing perspectives on why medical errors occur in clinical settings. Health care experts were more likely to attribute the source of an error to the implementation and use of an IT tool, whereas IT experts were likely to identify software design and functionality as causal factors of medical errors. From the results of this study, we offer several error-prevention prescriptions that can be tested in future research. First, IT experts should observe the functioning of HIT postimplementation and collect metrics related to its impact on (1) physician consultation time, (2) physician efficiency, (3) patient-physician relationship, (4) training needs, and (5) how the software fits into the workflow and culture of the organization. Software developers should be trained to be sensitive to the provider and patient needs because their lack of exposure to postproduction issues and usage contexts leads to the development of applications that do not cater to all user situations. Understanding these situations may lead to building software constraints and improved user training. Although software development teams have historically included clinicians as business analysts or subject matter experts to bridge the gap, development teams will be better served by more immersive training and exposure to clinical environments, leading to better software design and software implementation strategies.
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Abstract

Background: As the public increasingly uses the internet to search for resources and information regarding health and medicine, it is important that health care organizations provide adequate web resources. Website usability refers to the ease of user experience on a website. In this study, we conducted usability analyses on digital health center websites.

Objective: The primary aims of this study were to (1) replicate a preexisting usability scoring methodology for digital health centers; (2) apply and test this replicated usability scoring methodology on a sample set of digital health center websites; and (3) derive recommendations from the results on potential areas of improvements for our sample of digital health center websites.

Methods: Website usability testing was conducted from March 1, 2020, to March 15, 2020. We replicated a methodology and scoring system from previous literature and applied them to digital health center websites. Our sample included 67 digital health centers that were affiliated with US universities or hospital systems. Usability was split into the following four broad categories: accessibility, marketing, content quality, and technology. Usability tools were used to score websites in each of the four categories. The composite of the key factors of each category was used to generate a general usability and overall usability score for each website.

Results: The category with the highest average score (6.3) was content quality. The content quality score also had the highest SD (2.18) and an SE of 0.27. The lowest performing category was technology, which had an average score of 0.9. The technology score also had the smallest SD (0.07) and an SE of 0.01.

Conclusions: Our data suggest that content quality, on average, was the highest scoring variable among digital health center websites. As content is crucial to digital health knowledge, it is justified that digital health centers invest more resources into creating quality content. The overall lowest scoring variable was technology. Potential reasons for this finding include designated funding for servers, a lack of regulatory frameworks for social media presence and liability, and infrequent website audits. An easy approach for improving this variable is increasing website speed. Accessibility is another area that organizations can potentially improve. We recommend that these organizations perform periodic audits of their web presence with usability tools.

(JMIR Hum Factors 2021;8(1):e20721) doi:10.2196/20721
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Introduction

Background

A hospital’s or digital health care center’s website is often these organizations’ first point of contact with the public; therefore, websites are crucial in first impressions [1,2]. They have the potential to be an important part of the first step in improving patient satisfaction and attracting new patients [3]. In a time when information is expected to be readily available, health care organizations use their websites as key tools for both patient communication and education [4-6]. Patients expect to find current and reliable information on websites that are easily accessible in order to make health-related decisions [7]. As many health-related sources are available (eg, WebMD), health care organizations are aiming to improve their internet presence so that they can better communicate with and market to potential customers [3].

Website Usability

Improving website usability is a noteworthy approach that medical organizations can use to improve their internet presence, attract and retain more users, and disseminate accurate and reliable information to a larger audience. Usability goes beyond surface-level design; it broadly refers [8] to a product’s user experience, which includes aspects such as the ease of navigation or user-encountered problems within a website [9]. It addresses the question of how easy or pleasing a website is to use, which are factors that can influence the number of users that engage with a website. Usability also addresses users’ level of engagement and a website’s ability to achieve other objectives. When users are not able to easily access and use a website, they are unlikely to continue using it as an information source. Alternatively, improved usability can enhance the reach of a website. It is for this reason that websites are facing the increasing need to conform to user expectations, desires, and requirements [10,11]. Various industries have established standardized guidelines for accessibility, content, marketing, and technology to improve website usability [12-14].

Usability Studies for Digital Health Centers

Studies have sought to apply usability analyses to e-commerce, e-governments, mobile news apps, and library websites [15-18]. In health care, other studies have analyzed the usability of hospital, children’s hospital, and cancer center websites [3,19,20]. However, to our knowledge, no usability studies have been conducted for digital health centers in the United States. Digital health centers combine innovation-driven health care research with digital technology. Digital health technologies are emerging tools that have the potential to improve patient-centered health care by improving care quality and reducing health care costs [21]. Given digital health centers’ focus on digital technologies (eg, technologies for improving web presence), there is an opportunity to better understand how digital health centers are adapting to technologies that use their web presence. Specifically, we believe that it is distinctly important for these organizations to create websites with high usability to not only improve user experience but also present themselves as leaders in innovation.

Objectives

The primary aims of this study were (1) to replicate a preexisting usability scoring methodology for digital health centers; (2) to apply and test this replicated usability scoring methodology on a sample set of digital health center websites; and (3) to derive recommendations from the results on potential areas of improvement for our sample of digital health center websites.

Methods

Sample Selection

Our focus was on digital health centers that were affiliated with US universities or hospital systems. Indexing the websites of all digital health centers, such as medical companies, was not within the scope of our study.

The original sample set was derived from Becker’s Hospital Review and consisted of a total of 66 digital health centers [22]. We augmented this sample set by including 8 additional digital health centers that were found with Google’s Advanced Search query builder, which increased the total number of digital health centers in our sample to 72. The terms and phrases searched included “academic digital health center,” “academic innovative health center,” “hospital innovation center,” and “hospital digital health,” and the selected region of interest was the United States. We excluded three digital health centers that did not have a designated digital health center website. Our final sample set consisted of 70 digital health centers (Figure 1).
Overview
Website usability tests were conducted from March 1, 2020, to March 15, 2020. The methodology used in this study was replicated from previously published health care usability literature [3,19]. We chose to evaluate the same factors as those in the previous studies. However, we modified the definitions for clarity and reproducibility by using our selected assessment tools (Multimedia Appendix 1). We used the same weighted percentages as those from the previous studies and applied specific formulas to these calculated percentages to create a relative scale for comparing usability scores.

In alignment with the replicated methodology, websites were assessed with four scales for the following categories: (1) accessibility, which refers to the ability of people with low levels of computer literacy to access and navigate hospital’s web presence; (2) marketing, which refers to the ability to be found through search engines and the relevance of descriptions to the links provided; (3) content quality, which refers to grammar, the frequency of information updates, material relevancy, and readability; and (4) technology, which refers to download speed, the quality of the programming code, and website infrastructure [3,19]. Each of these categories represent distinct, quantifiable, and actionable areas of usability that digital health centers can improve on to communicate more effectively with their audiences.

Analysis
All websites were analyzed by using a set of established usability tools (Multimedia Appendix 1). The tools were chosen based on their ability to meet the industry standards for evaluating the selected factors and their relative ease of use. The process for using each tool was based on the tool’s specific instruction manual. One author of this manuscript supervised the training for a team of 6 student reviewers. Each reviewer underwent the same training for using the suite of analytic tools and performing data entry. The reviewers were then directly observed while they used each tool on three websites, in order to confirm proper usage and reliability. Discrepancies and questions were addressed and answered by the supervising author as they arose. In addition, each tool was used on the same local computer to account for irregularities such as differing internet service providers or computing components, which might affect the consistency and reliability of the results. Factors that can vary from second to second, such as speed, were averaged across two separate tools to provide the most accurate values possible.

We built a database of the top-level URLs that were associated with each website in our data set. This was done by using a web crawler, which is a tool that processes URLs and creates topographical maps of a website and all of its subpages. For instance, a top-level domain that corresponds to a website’s home page may be associated with the URL www.healthcare.org. A subpage of this center’s website might be a page about the team members, which might be associated with the URL www.healthcare.org/team. There may be other
subpages for specific topics, such as the emergency medicine department and the pediatric department. Once the web crawler creates a topographical map of a website, that website can then be analyzed for page errors, the amount of page content, metadata (ie, titles, keywords, and descriptions), or other preprogrammed factors [23].

Websites in our data set received a final score for the following four categories: accessibility, content, marketing, and technology. Per the replicated methodology, the composite of select key factors across each of the four categories was used to generate a fifth general usability score for each website. A weighted aggregate of these five scores was used as the sixth and final score for the final ranking system.

In the following sections, we describe each of the categories that we evaluated, the development of the rating scale for each of these categories, and the importance of each category’s contributions.

Accessibility
The accessibility rating indicates a website’s appeal to a broad audience of people with varying literacy levels, technical aptitudes, and disabilities. This category involves factors such as a web page’s meta-description, readability, and the overall layout of the website. A meta-description is the “snippet” page summary that appears in search results when using a search engine. Another factor is functionality, which encompasses elements like actionable buttons that send users to parts of a website and content that is understandable to people with a wide range of education levels or reading abilities. For instance, it has been reported that an estimated 43% of American adults have basic or below basic literacy levels [24]. Accessibility ratings can also be used to evaluate the usability of assistive technologies, such as screen readers and magnifiers for a given website [25]. For our study, we used the Flesch-Kincaid Reading Ease and Gunning Fog Index algorithmic readability scales to rank a website’s reading difficulty and approximate the grade level required to understand each website’s content.

Content Quality
The content quality rating is used to assess the content on a website. This can include the relevancy of written information to a particular point in time and a specific topic, generated metadata, and the use of a website’s multimedia elements. For instance, a website that is dedicated to supplying information on current closed-loop insulin pumps for people with diabetes may be evaluated on its ability to provide relevant, fact-driven answers to people who seek such information (eg, relative costs, ease of use, etc). In content quality analysis, the multimedia elements on a website may be evaluated for their quality (eg, resolution) and their ability to support the website’s content (ie, available metadata functions). Content quality analysis also involves the assessment of written text (ie, the evaluation of grammar and spelling).

Marketing
The marketing rating indicates the discoverability of a website. This rating puts particular emphasis on search engine results pages (SERPs), which refer to websites that are suggested to users when they search for information via a web-based search engine, such as Google. Higher placement in search results can lead to greater visibility, and SERPs are considered by some as one of the most important elements of digital marketing. The field of search engine optimization (SEO) involves optimizing a website to achieve higher placement in SERPs, and effectively implementing SEO methods may allow health care organizations to uphold their corporate image as industry leaders [26]. Technical SEO auditing was beyond the scope of this study.

Technology
The technology rating indicates the technical functionality of a website as opposed to its content quality; it indicates the quality of a website’s technology, technological design, and performance. The technology rating encompasses various aspects, including front-end design, user experience, back-end coding infrastructure, and server management. The front end is what users view when browsing a website. Front-end design involves analyzing HTML elements to ensure that a user is provided with an easily navigable layout and that the website is scalable across devices (ie, computers, mobile phones, and tablets). The back end refers to the programming code upon which the website runs. This code and other website components, such as databases, are stored on servers, which functionally allow people to view websites from their own devices. The servers also affect the speed of the website (eg, how quickly it loads for users), which can play a crucial role in gaining and maintaining users and followers. For instance, a previous study conducted by Google [27] showed that a website that takes longer than 3 seconds to load on a mobile device will lose approximately 53% of its users. Furthermore, the study revealed that the average mobile website speed is upwards of 18 seconds [27].

General Usability
The general usability rating was based on a composite of select key factors from the prior four categories. The concept of general usability aims to answer the question “how good is my website?” This metric may serve as a starting point for health care organizations to perform an initial audit of their website and identify areas of improvement.

Overall Usability
An overall usability rank order calculation was performed to comprehensively evaluate all major and minor factors across the five aforementioned categories. Afterward, we assigned weighted percentages to all factors to create an all-inclusive usability ranking system.

Results
Technical issues prevented the web crawler from running on three websites. This was possibly due to the fact that no index restrictions were set up by the website administrators. We assigned scores to the remaining (N=67) digital health centers. The subcategory with the highest average score (6.3) was content quality. The content quality score also had the highest SD (2.18) and an SE of 0.27. Accessibility was the second highest scoring subcategory, which had an average score of 2.2.
The accessibility score had an SD of 0.51 and an SE of 0.06. Of the four subcategories, marketing had the third highest average score (1.5). The marketing score had an SD of 0.40 and an SE of 0.05. The lowest performing subcategory was technology, which had an average score of 0.9. The technology score also had the smallest SD (0.07) and an SE of 0.01. The summary statistics for all five categories are presented in Table 1.

The overall rankings for the 67 assessed domains across all categories are reported in Multimedia Appendix 2. The highest scoring centers across all five usability ranking categories were as follows: (1) Sutter Health Design and Innovation (accessibility score=3.3); (2) Sutter Health Design and Innovation (content quality score=10.7); (3) Mayo Clinic Center for Innovation (marketing score=2.4); (4) University of Texas Southwestern Office for Technology Development (technology score=1); and (5) Sutter Health Design and Innovation (general usability score=2.2). In terms of overall usability, the top performing website was that of Sutter Health Design and Innovation (overall usability score=3).

### Discussion

#### Comparison With Prior Work

Emerging technologies in the field of digital health are rapidly changing the aspects of health care by making them more patient centered, improving care quality, and decreasing health care costs [21]. The increasing importance of digital health has made it an appropriate field for website usability research.

Our study involved methods that were replicated from previous studies. This allowed us to assess similar trends across various health care website dimensions [3,19]. As with previous studies, the overall scores in our study were highest for the content quality category. This finding could reflect the importance of information to the health care industry and indicate that health centers should invest most heavily in content quality when creating their websites.

Another finding that was consistent with prior research was that the overall lowest ranking category was technology [3,20]. This may be due to a lack of investment in digital technology by the health care industry (eg, investments in server capacity, social media, and website audits). One approach for immediately improving technology is improving website speed. This is largely accomplished through modifying back-end web server settings and minimizing the number of conflicting technologies that run on a website.

A study that evaluated children’s hospitals found accessibility to be the lowest ranking category, which was not the case in our study. However, our accessibility scores were lower than originally anticipated [19]. With regard to health care, we believe that accessibility should be paramount. Health industry leaders should put more effort into ensuring that all domains remain functional and accessible to everyone, so that the quality content on these websites can reach the appropriate users [25].

#### Limitations

This study has several limitations. It is common for large organizations to have specific subpages that are dedicated to digital health. For example, one website had an estimated domain age of 33 years when, in reality, the associated innovation health center was aged less than 5 years. However, structuring websites in this manner may provide digital health centers with a competitive advantage, as this method would improve their rankings. This would result in an increase in the number of people who view their website.

Additional limitations and difficulties were found in the assessment of social media websites. Not all social media accounts were directly accessible from these websites. As such, it was difficult to find certain social media accounts through Twitter’s and Facebook’s respective search engines. Oftentimes, the digital health centers’ profiles were distant from the top result.

Assessments of a website’s speed can vary depending on the time of day or the day of data collection. This could be due to changes in the website’s servers, internet connectivity, or computer hardware. To minimize sampling bias, the same computer and the same network were used for all of our tools.

Another limitation was that all information was collected over the course of 2 weeks. As such, several measures may have changed since the initial evaluation.

### Conclusion

With digital health emerging as a leading field in terms of innovation in health care, it is important that digital health centers are able to effectively connect with the public by using their websites. In this study, we conducted an analysis of the overall need for improving the usability of digital health centers’ websites. The average general usability score was 1.5. This shows the necessity of improving the usability aspects of websites. Digital health centers may benefit from taking steps to improve the various components of their websites in order to reach their audiences. A suggested step for these organizations is to perform periodic usability audits of their websites to

The accessibility score had an SD of 0.51 and an SE of 0.06. Of the four subcategories, marketing had the third highest average score (1.5). The marketing score had an SD of 0.40 and an SE of 0.05. The lowest performing subcategory was technology, which had an average score of 0.9. The technology score also had the smallest SD (0.07) and an SE of 0.01. The summary statistics for all five categories are presented in Table 1.

### Table 1. Digital health center website summary statistics from the usability analysis.

<table>
<thead>
<tr>
<th>Category</th>
<th>Score, mean (SE; SD)</th>
<th>Score, range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>2.2 (0.06; 0.51)</td>
<td>0.9-3.3</td>
</tr>
<tr>
<td>Content quality</td>
<td>6.3 (0.27; 2.18)</td>
<td>1.1-10.7</td>
</tr>
<tr>
<td>Marketing</td>
<td>1.5 (0.05; 0.40)</td>
<td>0.6-2.4</td>
</tr>
<tr>
<td>Technology</td>
<td>0.9 (0.01; 0.07)</td>
<td>0.7-1.0</td>
</tr>
<tr>
<td>General usability</td>
<td>1.5 (0.04; 0.33)</td>
<td>0.8-2.2</td>
</tr>
</tbody>
</table>
identify areas for improvement. Several of these institutions have considerable room for improvement in terms of their overall web presence. We have identified approaches that these organizations can use to increase their websites’ usability, such as improving website speed and social media access. These approaches could potentially improve their websites’ reach.
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Abstract

Background: The need to have and seek information shapes the context of computing systems. When it comes to health, individual coping influences human behavior. Therefore, the relationship between individual coping and the need to have and seek health information plays a crucial role in the development of digital health systems.

Objective: This study aims to examine the relationship between individual coping and the need to have and seek health information among older adults.

Methods: Questionnaires and semistructured interviews investigated the health information need (HIN) and health information–seeking behavior (HISB) in relation to the individual coping strategies of 26 older Germans.

Results: The mean age of the interviewed group was 71 years (SD 7). Quantitatively, a trend was found for a negative correlation between the avoidance-oriented coping and HIN ($r_s=−0.37895$; bias-corrected and accelerated bootstrap 95% BCa CI $−0.730$ to $0.092$; $P=0.05$). The qualitative results supported this finding. For some participants, information and exchange was part of dealing with their health situation, whereas others wanted to learn as little as possible to avoid a decline in their health status. The older adults acquired, collected, and exchanged paper-based health data to augment clinical information sources and support information exchange with professionals.

Conclusions: Individual coping strategies are relevant for the design of digital health systems. They can support older adults in coping with their health situation, although it remains unclear how systems must be designed for people with an avoidance coping strategy to achieve the same acceptance.

(JMIR Hum Factors 2021;8(1):e15858) doi:10.2196/15858
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Introduction

Background

Due to demographic changes and the underlying aging society, the number of people in need of help and care increases. At the same time, however, the number of nursing staff decreases and a gap emerges that can hardly be closed by the care provided by family members alone [1]. To address this problem, experts place great hope in health digitalization. Digital health systems offer an opportunity to support and maintain the independence and self-responsibility of older people; they enable professional health services to be made more effective and family members to be relieved [2]. Therefore, an analysis of the use context is necessary and is the subject of this study.
Cognition, knowledge, and personal experiences of the user [3,4]; the working environment; and the user’s task are a few of the standard variables considered when investigating the context of information systems. However, this context can also be described by the target group’s health information need (HIN) and health information–seeking behavior (HISB) [5-9]. HISB denotes the search for health information resulting from a perceived HIN to reach a certain goal [10]. When seeking information, a user applies different sources of information that might be analogous, such as a print medium (eg, the newspaper) or a digital medium such as the internet or a smartphone app [11,12]. In fact, the HIN of older adults showed a relationship with the use of health information seeking [13]. Here, it appeared that older adults, who require more information about their health, engage more with mobile devices such as smartwatches or mobile health apps installed on tablet PCs. However, the influences on HIN seem to be manifold.

In the health care context, where an illness often relates to a stressful situation, individual coping strategies can have an influence on patients’ HISB [14-16]. In particular, the model of information-seeking behavior by Wilsons and Walsh [17] illustrates that actions or a series of actions taken to approach an unpleasant or stressful situation include or are related to HISB. For example, people who want to avoid coping with their illness feel more overwhelmed by illness-related information and less if provided by an information presentation that fits their coping strategy. Not surprisingly, van Zuuren and Wolfs [18] found that HISB is highly related to task- and problem-oriented coping strategies and that some people even perceive the information itself as a threat similar to the illness. Lower socioeconomic status, poor health, low media attentiveness, and high affective components of information seeking were associated with overload. The strongest predictors were education level and cognitive aspects of information seeking, which indicates that health information literacy skills strongly predict the overload [19].

**Research Questions**

The incidence of disease increases during the course of life. In older adults, illnesses occur more frequently from the age of 50 years. Older adults thus represent an important audience for digital health systems. Although previous work described their information needs and behavior quantitatively, qualitative descriptions and relationships with individual coping are lacking. As individual coping has a particularly strong influence on a person’s behavior in the context of an illness, the following research questions (RQs) investigate the information needs (RQ 1) and information seeking (RQ 2) of older adults and their relation to individual coping (RQ 3) in a qualitative and quantitative manner: RQ 1: Which HINs do older adults have?, RQ 2: How do older adults acquire the needed health information?, RQ 3: How does the coping of older adults relate to their HINs and HISB?

**Methods**

**Study Design**

To answer the previously mentioned RQs, a mixed methods field study was conducted [20]. Qualitative interviews allow respondents to talk at some depth, choosing their own words to describe their HIN and HISB. Questionnaires then quantitatively measured HIN, HISB, and individual coping (Coping Inventory of Stressful Situations [CISS]).

**Participants**

The sample consisted of 26 older adults living in the German state of North Rhine-Westphalia. A total of 18 interviewees also answered the questionnaires. Moreover, 8 participants answered the questionnaires only, as they refused to be interviewed directly. A total of 3 interview recordings (ID01, ID11, and ID12) were lost because of recording issues. A total of 33% (5/15) of the interviewed participants who answered the questionnaire were male and 67% (10/15) were female. The mean age of the interviewed group was 71 years (SD 7). The participants had a rather varied level of education: 14 had completed secondary modern school (Volksschule/Hauptschule in German). Five of these had subsequently undergone vocational training (Berufsausbildung). A total of 3 participants attended secondary school (Realschule) and high school (Gymnasium), whereas only 1 participant had a university degree (Hochschulabschluss). Participants ID04 and ID05 were a couple and interviewed together. All 26 participants were born in Germany. Participants were primarily office employees and craftsmen. In total, 8 of the participants who were interviewed and answered the questionnaires had a leadership position, whereas 7 did not have a leadership position. A total of 54% (14/26) were living at home with their partner, wife, or husband. The other 31% (8/26) lived alone at home, and 15% (4/26) lived at retirement homes (Table 1).
Table 1. Demographics (N=26).

<table>
<thead>
<tr>
<th>ID</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Educational level</th>
<th>Living situation</th>
<th>Interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>88</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At retirement home</td>
<td>Lost data</td>
</tr>
<tr>
<td>02</td>
<td>74</td>
<td>Male</td>
<td>High school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>03</td>
<td>68</td>
<td>Female</td>
<td>Vocational training</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>04</td>
<td>80</td>
<td>Male</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>05</td>
<td>78</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>06</td>
<td>82</td>
<td>Female</td>
<td>Secondary school</td>
<td>At home, alone</td>
<td>Completed</td>
</tr>
<tr>
<td>07</td>
<td>68</td>
<td>Female</td>
<td>High school</td>
<td>At home, alone</td>
<td>Completed</td>
</tr>
<tr>
<td>08</td>
<td>76</td>
<td>Female</td>
<td>Vocational training</td>
<td>At home, alone</td>
<td>Completed</td>
</tr>
<tr>
<td>09</td>
<td>77</td>
<td>Female</td>
<td>Secondary school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>10</td>
<td>61</td>
<td>Male</td>
<td>Vocational training</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>11</td>
<td>75</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Lost</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>Male</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Lost</td>
</tr>
<tr>
<td>13</td>
<td>64</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, alone</td>
<td>Completed</td>
</tr>
<tr>
<td>14</td>
<td>64</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>15</td>
<td>66</td>
<td>Male</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>16</td>
<td>65</td>
<td>Male</td>
<td>Vocational training</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>17</td>
<td>65</td>
<td>Female</td>
<td>Vocational training</td>
<td>At home, with spouse</td>
<td>Completed</td>
</tr>
<tr>
<td>18</td>
<td>78</td>
<td>Female</td>
<td>PhD</td>
<td>At home, alone</td>
<td>Completed</td>
</tr>
<tr>
<td>19</td>
<td>76</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, alone</td>
<td>Refused</td>
</tr>
<tr>
<td>20</td>
<td>79</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, with spouse</td>
<td>Refused</td>
</tr>
<tr>
<td>21</td>
<td>72</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, with daughter</td>
<td>Refused</td>
</tr>
<tr>
<td>22</td>
<td>68</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>At home, alone</td>
<td>Refused</td>
</tr>
<tr>
<td>23</td>
<td>72</td>
<td>Male</td>
<td>High school</td>
<td>At home, alone</td>
<td>Refused</td>
</tr>
<tr>
<td>24</td>
<td>83</td>
<td>Female</td>
<td>Secondary school</td>
<td>Retirement home</td>
<td>Refused</td>
</tr>
<tr>
<td>25</td>
<td>92</td>
<td>Male</td>
<td>Secondary modern school</td>
<td>Retirement home</td>
<td>Refused</td>
</tr>
<tr>
<td>26</td>
<td>79</td>
<td>Female</td>
<td>Secondary modern school</td>
<td>Retirement home</td>
<td>Refused</td>
</tr>
</tbody>
</table>

Procedure
The interviews were conducted and the questionnaires were answered during the interviewers’ visit to the participants’ homes. During the visit, the inquiry procedure took up to 1.5 hours and started with an introduction, followed by acquiring informed consent and answering demographic questions. Subsequently, a semistructured interview was conducted, which was followed by different structured questionnaires and, finally, by the assessment of individual coping strategies via the CISS.

Interview Guideline
The qualitative interview guideline was based on the study by Warner et al [21] (Multimedia Appendix 1), who investigated nonoccupational information needs using a framework that focused on the essential components of information needs and behaviors—the user, the needs, the sources of information, and the tools and solutions users apply—and on the interaction effects between these variables. Their tool was pretested with data from a cross-sectional and large random sample. It was adapted to the domain of personal health and shortened to the version included in Multimedia Appendix 1.

Initially, participants were queried on their required health information. Subsequently, they were asked about the information they needed during the last week or month regarding their personal health or health in general, vital data, medication prevention, treatment, and additional topics that occurred to the participants. In section 2 of the interview, participants had to rank the mentioned information needs and describe the frequency and time of occurrence of the question or the problem they had and the sources they already used, planned to use, or failed to use. In cases where no information sources were acquired, participants were asked to describe which sources they thought might have the necessary information.

Sociodemographic Questionnaire
With this questionnaire, we queried not only standard but also theoretically relevant parameters such as age, educational achievements, professional background and available
information sources, cultural background, and current living conditions (Multimedia Appendix 1).

**CISS**

The CISS is a 48-item instrument used to measure 3 basic coping strategies, with 16 items per scale: task-oriented (T), emotion-oriented (E), and avoidance (A) [22,23]. Items are scored on a 5-point Likert scale (1=not at all to 5=very much). Higher scores indicate greater use of that particular coping strategy. To exclude the interviewee’s fatigue as an external factor, we decided to apply the paper-and-pencil MHS QuikScore with 21 items.

**Information Need Questionnaire**

In addition to the open, semistructured interview, the need for information and the behavior were queried using a specially created, theory-based questionnaire [17]. The need for information is implicitly taken into account by the question of satisfaction with the available health information, which the participants were able to answer using a 5-point Likert scale (1=applicable, 2=rather applicable, 3=partially, 4=rather not applicable, and 5=not applicable). The corresponding questionnaire can be found in Multimedia Appendix 1.

**Qualitative Data Analysis**

Theoretical thematic analysis inspired by the 6-step recursive process by Braun and Clarke was used to analyze the qualitative interview data. The main advantages of thematic analysis lie in its flexibility, usefulness, and easy access to researchers who are new to qualitative research [24]. Transcripts were analyzed thematically. Thematic analysis is characterized by an essentialist, analyst-driven, and semantic approach, which means that the coding process was done in relation to the RQs, preresearched concepts of HIN and HISB, and, thus, with regard to particular areas of interest. Progression from a semantic level to a level of interpretation gave rise to broader meanings and implications. With respect to the HIN and HISB topics, we systematically coded with the help of Dedoose software (University of California, Los Angeles). There were no qualitative questions on individual coping during the interviews. Individual coping was quantitatively measured using a questionnaire (CISS). The relationship between HIN and HISB and coping was analyzed by quantitatively grouping participants into the coping groups, as described in the following section, and then qualitatively describing the HIN and HISB groups.

**Quantitative Analysis**

To investigate the influence of individual coping strategies on HIN and HISB of older adults, we built CISS-type clusters based on the 3 CISS dimensions: task-oriented coping (T), emotion-oriented coping (E), and avoidance-oriented coping (A). When a participant’s score of each of the 3 was higher than the mean of all participants on the same dimension, this dimension labeled the dimension type. This resulted in 6 CISS types—T, E, A, TE (task-emotion oriented coping), TA (task-avoidance oriented coping), and TEA (task-emotion-avoidance oriented coping)—based on which we compared the questionnaire results on information need and seeking behavior (Wilson Questionnaire given in Multimedia Appendix 1).

The descriptive analysis of the questionnaire data was carried out using Dedoose software (University of California, Los Angeles). The statistical software SPSS (IBM Corp) version 24 was used to calculate the chi-square test results attaining the relation of HIN, HISB, and CISS subscales. The CISS groups were compared qualitatively within the framework of a mixed methods analysis. An overview of the qualitative and quantitative measures and the analysis with respect to the independent variables is depicted in Table 2.

**Results**

**HIN Interview Data**

In total, 3 groups of information need emerged from the thematic analysis. The participants themselves indicated the level of HIN either directly or indirectly, for example, by naming a lot of information needs. A total of 2 independent qualitative analysts assigned them to the corresponding category. In cases where different assignments were made, the decision was discussed and then a unanimous decision was made. The following groups emerged from the analysis: (1) participants with no or low information need, (2) participants with moderate information need, and (3) participants with high information need.

![Table 2](https://humanfactors.jmir.org/2021/1/e15858)

<table>
<thead>
<tr>
<th>Measurement and analysis type</th>
<th>HIN(^a)</th>
<th>HISB(^b)</th>
<th>Coping:XIN/HISB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement: QUAL(^c)</td>
<td>Interview</td>
<td>Interview</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Measurement: QUAN(^c)</td>
<td>Questionnaire</td>
<td>Questionnaire</td>
<td>Questionnaire</td>
</tr>
<tr>
<td>Analysis: QUAL</td>
<td>Thematic analysis</td>
<td>Thematic analysis</td>
<td>N/A</td>
</tr>
<tr>
<td>Analysis: QUAN</td>
<td>Descriptive statistics</td>
<td>Descriptive statistics</td>
<td>Grouping, correlation</td>
</tr>
<tr>
<td>Analysis: QUAL+QUAN</td>
<td>N/A</td>
<td>N/A</td>
<td>Thematic analysis of groups</td>
</tr>
</tbody>
</table>

\(^a\)HIN: health information need. 
\(^b\)HISB: health information–seeking behavior. 
\(^c\)QUAL: qualitative. 
\(^d\)N/A: not applicable. 
\(^e\)QUAN: quantitative.
addition to the intensity of information need, a thematic analysis also revealed these different topics:

1. Need concerning communication with doctors
2. Need concerning information with thematic prevention/precaution (including questions on nutrition and sports)
3. Need for information about medication
4. Need for health-related costs and their generation
5. Need concerning information about vital data and health parameters
6. Need for better exchange between health-related actors and institutions
7. Need for information about health insurance company
8. Need for age-related possibilities for obtaining information
9. Isolated further requirements for information that could not be classified.

In the following sections, the information needs for each of the 3 groups formed, broken down by topic, are presented.

Group 1: No or Low HIN
This group includes ID03, ID04, ID08, ID14, and ID16. ID04 and ID16 indicated that they had no need for or did not comment on health-related information. ID14 supported the statements of ID15, but otherwise did not express its own HIN (ID15 expressed moderate HIN in topic 2). Cancer screening was an important issue for ID03. In addition, ID03 had no current HIN at the time of the interview because the participant was generally satisfied with the information transfer of his own doctors and presented it as honest, open, and to the point. The HIN of ID08 depended on their own health situation. As this was satisfactory at the time of the interview, the participant had no particular HIN. However, the question of good prevention measures is interesting for ID08. ID08 also spoke of an experience in which her doctor was unable to answer all health-related questions. She then added information from the internet to the information she received. Both ID03 and ID08 were satisfied with their health situation and showed a need for prevention/precaution (topic 2).

Group 2: Moderate HIN
This group includes ID05, ID06, ID10, ID15, and ID18. All interview partners, except for ID10, addressed (topic 1) a need for communication with doctors. Thus, ID05 stated that she is generally satisfied with the transfer of information between the doctor and herself. In this context, it was perceived as negative that doctors do not have or cannot take enough time for the treatment, thus leading to treatment insufficiency. ID05 commented on the medication prescription as follows:

Before that, the doctors wrote down what the heart desires. They didn’t bother at all, I think.

However, ID05 trusted the doctors. ID06 was very satisfied with the medical expertise, the related organization, and accessibility of the information she encountered. This covered the largest part of ID06’s HIN. Doctor appointments were dutifully documented by ID06:

This is very important for me. I always write down in my notebook how often I go to the doctor.

It was important for ID06 that the information comes from a doctor and that the information is bundled with this doctor. ID15 was generally satisfied with the information he gets on health-related questions:

Well, information in general has never been withheld from me when I have asked for it [both at the doctor’s office and on the internet].

Access to information was given for ID15, even if it was sometimes problematic to obtain it because of a lack of exchange between doctors. In contrast, like ID05, ID18 considered the doctors’ lack of time to be a problem:

The doctors only have three minutes’ time. How is he supposed to explain [the meaning of the diagnosis: Morbus Sudeck] to me in three minutes.

Due to the lack of time, information could not be transmitted sufficiently, which led to a compensatory measure in the form of information generation via the internet. Generally, ID18 was satisfied with the information about her health available to her. ID18 often relied on her own perception. In comparison with its sensation, ID18 ranked the quantity of information to be secondary.

ID05, ID06, ID18, and ID10, in particular, expressed an HIN on the topic of prevention/precaution (including questions on nutrition and sports; topic 2). For ID06, prevention was a very important issue, and ID18 stated that there is a need for further information. ID05, however, would have liked to get information on diet advice. ID10’s HIN focused on sports activities. For example, ID10 needed instructions for his regular sports training sequences, which he has received from video recordings on a DVD. He had a need for daily alternating sports exercises and would have liked to know how far he can increase and vary his training. In this context, ID10 had an HIN to determine his sporting progress, too:

How has body fat percentage developed over time, for example?

For ID05, ID06, and ID18, there was an HIN (topic 3) about the medication. ID06, in particular, focused on the interaction of medication. For ID06, the main trust in their own doctors was reflected in the way they deal with medication:

You don’t even want to know what can be there. We rely on the doctors.

Nevertheless, ID06 would have liked further information on medication and the reliability of medication effects, which is contradictory.

Furthermore, ID06, ID15, and ID18 had a (topic 4) need for health-related costs and how costs arise. ID15 would have liked to have more information about how hospitals and doctors bill patients. For ID18, the bills for clinical examinations and treatments were not transparent and comprehensible, which was why ID18 would have liked more information on this topic:

I do not understand the billing process, it is not comprehensible at all how they do it.

ID06 was dissatisfied with the information received regarding health insurance coverage.
ID15 expressed the need for a better exchange between health-related actors and institutions (topic 6). Thus, ID15 was dissatisfied with the information flow between doctors and believed that the views of the doctors were not sufficiently congruent. For him, this was reflected in the diagnoses that were made. The fact that doctors make different diagnoses based on the same facts ensures that the information becomes more unreliable. ID15 would have liked to see more clarity, accuracy, and congruency from doctors. Besides, he was dissatisfied with the limited and inaccurate information flow from doctors and hospitals to their patients. He mentioned the example of a planned operation that was to be performed on him:

It was already three o’clock in the afternoon, when I was supposed to be picked up and I was still lying in the bed with my hospital gown open in the back. I thought I’d get going now. And I had not received the information.

According to his own statement, after receiving no information, he checked out himself.

Moreover, ID15 would have liked more information on (topic 7) health insurance companies. Overall, ID15 was satisfied with the information he received from his health insurance company on the scope of services provided there. Accordingly, he would not consider it to be a problem that health information is being stored on his health insurance card if it was accessible to doctors, thus facilitating the exchange of information. ID15 found it interesting to know which information is stored in the health insurance card and which personal information can be viewed there.

ID18, however, had a need for age-appropriate means of obtaining information (topic 8). This was reflected in the desire for better guidance on the internet to obtain the desired information more quickly. Thematically interesting for ID18 were, among other things, hints for self-help groups to get reports of their experiences.

ID05 concluded by commenting on isolated further needs for information (topic 9). An HIN was defined here in terms of the main hormones released by the adrenal gland in response to stress. (Cortisone is a pregnane [21-carbon] steroid hormone. It is one of the main hormones released by the adrenal gland in response to stress).

ID15 expressed the need for a better exchange between health-related actors and institutions (topic 6). Thus, ID15 was dissatisfied with the information flow between doctors and believed that the views of the doctors were not sufficiently congruent. For him, this was reflected in the diagnoses that were made. The fact that doctors make different diagnoses based on the same facts ensures that the information becomes more unreliable. ID15 would have liked to see more clarity, accuracy, and congruency from doctors. Besides, he was dissatisfied with the limited and inaccurate information flow from doctors and hospitals to their patients. He mentioned the example of a planned operation that was to be performed on him:

It was already three o’clock in the afternoon, when I was supposed to be picked up and I was still lying in the bed with my hospital gown open in the back. I thought I’d get going now. And I had not received the information.

According to his own statement, after receiving no information, he checked out himself.

Moreover, ID15 would have liked more information on (topic 7) health insurance companies. Overall, ID15 was satisfied with the information he received from his health insurance company on the scope of services provided there. Accordingly, he would not consider it to be a problem that health information is being stored on his health insurance card if it was accessible to doctors, thus facilitating the exchange of information. ID15 found it interesting to know which information is stored in the health insurance card and which personal information can be viewed there.

ID18, however, had a need for age-appropriate means of obtaining information (topic 8). This was reflected in the desire for better guidance on the internet to obtain the desired information more quickly. Thematically interesting for ID18 were, among other things, hints for self-help groups to get reports of their experiences.

ID05 concluded by commenting on isolated further needs for information (topic 9). An HIN was defined here in terms of the main hormones released by the adrenal gland in response to stress. (Cortisone is a pregnane [21-carbon] steroid hormone. It is one of the main hormones released by the adrenal gland in response to stress).

ID07, however, reported a recent experience that has had a lasting influence:

[My daughter] who is 27 weeks pregnant, will have twins, and her gynecologist said that she has to go to her family doctor. The family doctor said that the leukocytes were too high. And he, who then sent her home, said, “I’ll check it out” and talked to her on the machine this morning and told her “yes, her gynecologist would get in touch with her next week.”

ID07 believed that doctors often lack the feeling for the context or the empathy for the patients’ situation. She firmly believes that patients, especially her own daughter, have to put up with long waiting times and are informed relatively late about their own symptoms.

ID07 described the idea of the doctors’ lack of empathy with the fact that doctors often have no intuition for someone not wanting further information. She talked about a procedure in which the flow of information led to her feeling nervous and restless:

That already strained me with what they said. “We’ll saw your bone through there,” and so on.

She also described a third incident that had a lasting impact on her information needs. ID07 was much younger, and although she was still breastfeeding, this could have been dangerous for the child, as her treating physician had prescribed cortisone (Cortisone is a pregnane [21-carbon] steroid hormone. It is one of the main hormones released by the adrenal gland in response to stress).

ID07 considered this a wrong decision that originated from a lack of information generation:

Yes, and he sees that I have a child and does not ask me if I am breastfeeding or something like that, but prescribes me a cortisone medicine. You can’t do that. That goes into the blood and then into the child.

The described incidents led ID07 to the statement that she is not a doctor’s friend and that she critically questions the information provided by them. Accordingly, she wanted several expert opinions on a diagnosis:

Somehow, I always have the feeling that I am missing information, because I say “yes okay, then I go to the next doctor. I’ll ask his opinion about that. Or I’ll ask a third doctor about this.” That is, with one piece of information, I am therefore probably not so satisfied. Probably this will not be enough for me, then I would need a little bit more.

Overall, the desire for credible doctors prevailed at ID07, as did the desire for self-determination:
You are sent from one doctor to another and don’t have much of a choice to say: “But I’m going to see another doctor.”

ID02 and ID03 commented on (topic 2) the HIN on prevention/precaution (including questions on nutrition and sports). ID02 had an in-depth interest in cancer screening. ID13, in this regard, had an HIN on pain causes and management, as she was currently in pain. In connection with this, ID13 had an HIN that deals with muscle activity and performance. She was interested in how you can plan your daily activities meaningfully in that context.

ID13 and ID17 had (topic 3) an HIN about the medication. Thus, ID13 had an HIN on the effects and intake of medication. ID13 consolidated her own doctors to obtain information. ID17 showed a need for transparent communication in the field of medication. She found it difficult that she had to act as an information source when she visits a new doctor and had to inform him about the medication she was taking. ID02 and ID13 showed a need for (topic 4) health-related costs and their generation. For ID13, medical bills and the handling of costs by doctors and health insurance companies were mentioned as interesting points. ID02 was interested in questions that dealt with the composition of treatment costs. For example, ID02 stated that the flow of information between doctors and the patient on this subject was impersonal and inaccurate. For him, it was important to be able to understand the costs.

ID02, ID07, ID13, and ID17 commented on (topic 5) an HIN on vital data and health parameters. Thus, ID02 had the desire for direct clarification of available health data, for example, measured values. ID17 showed an HIN on health-related parameters and values and their personal significance. ID17 would have liked assistance in interpreting health-related data, as described in the first case of her pregnant daughter. ID13 indicated that vital signs were generally not very important to her. Blood pressure was excluded from this, even if ID13 stated that she was able to assess it well on the basis of body sensation: "I consider it very important, but I don’t need to measure it, I can tell you by heart what it is like. [...] My blood pressure is always 140 over 80 with medication intake. [...] As soon as the lower value rises, I feel as if I really wanted to squabble.

ID17 had a basic HIN; however, ID17 did not want to be reminded of her illness every day. This included, for example, the daily wearing of a measuring device, which she considered to be very stressful for her. Her wish for information and the desire not to be constantly reminded of her illness was somewhat of a dilemma.

ID02 and ID07 had a (topic 6) need for better exchange between health-related actors and institutions. For ID07, the flow of information between doctors and patients in this field was impersonal and inaccurate. She assumed that these processes were carried out by a third party, for example, a secretary, and that the attending physician was not even informed about the costs involved. In ID07’s view, this matter was also an incomplete communication between doctors, which annoyed her personally.

On (topic 7) an HIN about health insurance companies, ID07 stated that it is a difficult matter on which she would have liked to have more information. In addition, ID13 stated that, according to her, health insurance companies work against, not with and for, patients, which leads to the exclusion of patients:

"Something could come from the insurance company to make life easier for you... So that they’ll be more active in approaching people.

ID13 also expressed her opinion on (topic 8) the need for age-related means of finding information and would have liked to have easier access to it. The background was that, according to her statement, many older people do not have internet access.

Finally, ID07 and ID17 (topic 9) indicated isolated needs for further information. In ID07, it represented a desire for self-determination: "You are sent from one doctor to another and don’t have much of a choice to say: I’m going to see another doctor.

This led to an HIN about the availability of alternative doctors and a need for general information about doctors before a doctor becomes a patient. ID17 focused on the social environment and the HIN for relief measures. The reason for this need was her own heart disease manifested in the form of several heart attacks. According to patient ID09, there was an HIN for follow-up and preparation in addition to the discussion with the doctor. The doctor was considered to be the most important source of information for personal health information; however, ID09 felt that this is missing because of time pressure of the physician, lack of interest in the patient by the physician, or the fact that the physician does not take patients seriously:

"They don't take you for full [...] I didn't understand at all what he said to me [...] I've written down the words (technical terms/unintelligible words), and I'm going to the family so a family member can translate them for me.

For an appropriate exchange of information about health information, ID09 required the fulfillment of emotional and interpersonal needs by the physician as a prerequisite for exchanging information in a personal conversation. If a doctor did not comply, the need for information was covered by another source of information. Most importantly, she saw a difference between the specialists and the family doctor.

**HIN Questionnaire Data**

The descriptive results of the questionnaire data revealed that the information needs of older adults were quite low: 46% (12/26) of the sample were satisfied or rather satisfied 12% (3/26), 8% (2/26) were rather dissatisfied with the available health information, and 35% (9/26) were partly dissatisfied. HIN is indicated by the satisfaction with the information at hand. Information need was thus measured by how applicable participants considered the statement “I am satisfied with the information I have available on health/my health.”

**Information-Seeking Behavior Interview Data**

A total of 9 participants showed diverse tools that they already used to record, keep, and exchange information regarding their
health. Accordingly, Figure 1 documents pictures and screenshots. These artifacts included descriptions of surgical procedures; examination results of imaging procedures; tables with results of laboratory tests; folders with personal disease histories (prescriptions, diagnoses, findings, etc); handwritten medication overviews and appointment reminders; and personal diaries with medical data such as blood pressure, pain perception, and behavior.

Some participants clearly showed either an active (ID08, ID10, ID17, and ID18) or a passive (ID08, ID10, ID17, and ID18) information behavior. In contrast, ID06, ID07, ID13, and ID15 represented a mixture of active and passive information behaviors and were classified according to the statement into 1 of the 2 groups. ID03, ID04, and ID16 did not state anything about their information behavior. Participants with active information behavior most frequently conducted research on health issues (prevention) and searched for information about diagnoses and (risk of) examinations. Another important point describing active search was to actively exchange health-related information with the social environment and actively asking doctors (in the form of calls or personal conversations) if uncertainties or questions prevailed.

Participants with passive information behavior required a reminder to go to medical checkups instead of actively remembering or investigating information about it. Their passive information search behavior was reflected in the intake of medication. Here, the doctor played an active role in providing information on the effect and intake and giving further advice on the medication. Passive participants perceived information from the social environment instead of actively using information systems such as the internet to find information. The passive information retrieval process started by observing one’s own symptoms before consulting a doctor. Some participants with passive information search behavior perceived health information as less desirable and irritating for some patients.

Figure 1. Participant’s documentation of health-related information on paper and digital media.

Information-Seeking Behavior Questionnaire Data

Answers to the questions on information-seeking behavior showed that the largest part of the sample (7/26, 27%) used health information to change their health behavior. A total of 23% (6/26) used it to complement professional information either as preparation for a conversation or in addition to it (Table 3).

The results suggest that older adults use 2 to 3 sources to find relevant health information. On the basis of all valid answers, 15% (4/26) use 1 information source, 31% (8/26) use 2 sources, 35% (9/26) use 3 sources, 12% (3/26) use 4 sources, and 8% (2/26) use 5 different sources. All participants find health information on television shows. Here, 85% (22/26) of participants mentioned the German television show Visite (reports on medical topics). Other sources include newspapers and magazines (eg, Apothekenrundschau, a magazine distributed free of charge in German pharmacies) and the radio. On the basis of all valid answers, 73% (19/26) indicated that their information sources deliver the information they need, whereas 12% (3/26) said that using their information sources does not lead to the information they want. The other 12% (3/26) indicated that their information sources partly deliver the information they need. The majority of participants (20/26, 77%) were willing to share health-related information with other people. Only 19% (5/26) were unwilling to do so. The following table depicts more about how participants characterized their information acquisition (Table 4).
Table 3. Percentages of the different purposes older adults use health information for (N=26).

<table>
<thead>
<tr>
<th>Use</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generate knowledge</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Change health-related behavior</td>
<td>7 (27)</td>
</tr>
<tr>
<td>Complement doctors’ information</td>
<td>6 (22)</td>
</tr>
<tr>
<td>Making health decisions</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Treatment</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Exchange experiences</td>
<td>3 (11)</td>
</tr>
</tbody>
</table>

Table 4. Information-seeking behavior of the sample (N=26).

<table>
<thead>
<tr>
<th>CISS®-item</th>
<th>Valid answers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Applicable</td>
</tr>
<tr>
<td>&quot;I am actively seeking information about (my) health.&quot;</td>
<td>6 (33)</td>
</tr>
<tr>
<td>&quot;I am looking for information about health or my health rather casually.&quot;</td>
<td>5 (29)</td>
</tr>
<tr>
<td>&quot;I am consciously looking for information about (my) health.&quot;</td>
<td>8 (44)</td>
</tr>
<tr>
<td>&quot;I am passively looking for information about (my) health.&quot;</td>
<td>7 (39)</td>
</tr>
<tr>
<td>&quot;I am permanently looking for information about (my) health.&quot;</td>
<td>2 (39)</td>
</tr>
<tr>
<td>&quot;I am a curious person.&quot;</td>
<td>16 (64)</td>
</tr>
<tr>
<td>&quot;I am willing to take risks.&quot;</td>
<td>7 (28)</td>
</tr>
</tbody>
</table>

*CIS: Coping Inventory of Stressful Situations.

The Influence of Coping Strategies on HIN and HISB Interview Data

Task-Oriented Coping Strategy

The information needs of the participants (n=5) from the group with task-oriented coping behavior (T group) are clear and varied. For example, they include the exchange of information between health actors, transparent information on doctors and health insurance billing, and even nonexistent information needs. Thus, one assumption is that T group members are more interested in additional process-relevant organizational information. Information about one’s own health is only needed and exchanged when complaints or symptoms occur. A clear diagnosis, cause, and precaution (e.g., cancer precaution) and an exchange of experiences are desired. In addition, participant ID08 stated that information needs are primarily “dependent on the health situation, and therefore are currently low.”

Across the entire group, doctors are viewed as the most important source of information, even if the experiences were not always good. The information behavior concerning one’s own health is symptom-/illness-related and focused on the doctor. The internet is often mentioned but is critically viewed as a means of obtaining health information. For ID02, the lack of knowledge about a technology constitutes a hurdle for technology use, so that “as far as health is concerned, I don’t go there [comment: the internet] because I don’t know how it works and I can’t use it.” ID18’s statement that “A technical system doesn’t replace the doctor. I mean, it can inform me, but the internet can’t treat me” reflects again the strong reliance on the doctor and shows that information is tied to treatment and action in general.

Avoidance-Oriented Coping Strategy

Only 1 female interviewee was assigned to the group with a pure avoidance-oriented coping strategy. The need for information of the interview partners with an avoidance-oriented coping strategy is comparatively low and relates to drug intake and effect. The doctor stands at the center of information retrieval. He/she has the patients’ complete confidence, and information provided by him/her is not questioned or controlled. Great uncertainty and fear of all other sources exists because of fear of fraud or being taken advantage of, which results from personal experience. The doctor initiates any kind of information behavior. There is no individual drive to gain information. General and personal health information is obtained from a small number of information sources.

Task- and Avoidance-Oriented Coping Strategy

Only 1 female interviewee was assigned to this group. Her need for information is similar to the needs of group A: she seeks exclusive information about occurring diseases or complaints that are completely provided by doctors. Similarly, the search for information behavior is only active in the case of complaints and then directed solely at doctors. Information available on television is randomly included in the current personal situation. There is high distrust of all sources of information not related to doctors.
Task- and Emotional-Oriented Coping Strategy

Each participant in the TE group demonstrated a high need for information. Compared with the participant in group A, this includes just as much diversity, but in the TE group, it focuses much more on the individual than on the indirectly related organizational processes. Moreover, compared with group A, interest is not linked to a disease or symptom but is generally present. To obtain health-related information and data, fitness trackers, blood pressure monitors, and digital training instructions are used to document and independently influence one’s own health. Doctors are mentioned as the most important source, but “the different diagnoses which one receives from doctors to one and the same symptom show...that one should remain critical toward doctors” (ID14). In no other group is supplementing medical information with active, personal information gathering so self-evident: “I always in-form myself in advance before I go to the doctor.” Additionally, it is no wonder that, compared with other groups, emotional states play a major role here: “A personal relationship (to the doctor) is very important” stated ID17 and described trust to be an important factor by stating that “I find it pleasant when you can see the person directly, look him in the eye. That creates trust.”

Task-, Emotion-, and Avoidance-Oriented Coping Strategy

Of the 3 interview participants in the TEA group, only 1 woman gave detailed answers to the interview questions. As with the participant in group A, doctors are viewed as responsible for providing information about the participant’s health. However, ID07 stated:

*those (doctors) unfortunately often lack the feeling for the context. They lack empathy for the situation of uncertainty in which the patient finds himself.*

Here, the method of information transfer is primarily criticized, which does not take sufficient stock of the patient’s emotional world: “You feel dispatched and inadequately treated” (ID07). Unlike the TE group and similar to the T and A groups, the required information includes diagnoses and medication information and help to interpret laboratory findings and treatment methods. These are obtained without exception from personal sources of information such as the doctor or pharmacist or, in exceptional cases, from a medically trained relative. The remaining male interviewees of the TEA group indicated that they did not want to know about health or their personal health.

The mixed methods analysis of normalized code frequencies in the separate CISS groups supports the preceding qualitative view. The results should be viewed against the background of the group size (A: n=2, T: n=7, TE: n=9, TA: n=2, and TEA: n=4). Codes concerning information behavior most frequently occurred in the TE group.

In short, it can be stated that qualitative interviews suggest an HIN influenced by individual coping strategies. This matches the results of international researchers and theoretical models [15,17,19,21]. Particularly noticeable in the quantitative analysis of the qualitative data was the influence of the avoidance-oriented coping strategy (group A). People who applied the avoidance strategy entirely or partly had a descriptively much lower HIN. This seems to be intrinsically motivated because satisfaction with the doctor was not necessarily accompanied by an increased HIN. The TE group was the most open to technology use and the collection and interaction of and with its own health-related data. Further investigations could serve to identify factors that explain this observation beyond coping strategies.

The Influence of Coping Strategies on HIN Questionnaire Data

The score of participants’ satisfaction with information at hand (ie, information need; D(26)=0.294; P<.001) is significantly different from normality. The numerical scores of each dimension were as follows: task-oriented coping D(25)=0.158, P=.11; emotion-oriented coping D(25)=0.114, P=.25; and avoidance-oriented coping D(24)=0.193, P=.80. The bootstrapping method and bivariate correlation models were applied to investigate the relationship between the scores of individual coping strategies and information need.

Bias-corrected and accelerated bootstrap 95% CIs (95%, BCa CI) are reported in square brackets. No relationship was found between information need and the task-oriented coping strategy score (r<sub>D</sub>=-0.056, 95% BCa CI -0.469 to 0.445; P=.79). In addition, no correlation was found between information need and the emotion-oriented coping strategy score (r<sub>D</sub>=-0.149, 95% BCa CI -0.532 to 0.260; P=.49). However, a trend was found for a negative correlation between the avoidance-oriented scale and information need (r<sub>D</sub>=-0.378, 95% BCa CI -0.730 to 0.092; P=.05). The more strongly a person is characterized by an avoidance-oriented coping strategy, the lower is the person’s health-related information need (Figure 2).
The Influence of Coping Strategies on HISB Questionnaire Data

Emotion-oriented coping has a negative relationship with the perceived success of an information source ($r_s = 0.607$, 95% BCa CI $-0.876$ to $-0.139$; $P = .20$). The more people rely on the emotion-oriented coping strategy, the lower they rated the success of the information they received from the sources they used. The casualness with which a person looks for health-related information is positively related to the success of an information source ($r_s = 0.620$, 95% BCa CI $0.302$ to $0.884$; $P = .01$). The more casually a person searches, the higher the person rates the source in terms of success. The consciousness with which a person conducts the information search is positively correlated with the person’s activity level in the search ($r_s = 0.929$, 95% BCa CI $0.839$ to $0.982$; $P < .001$). The more consciously a person searches, the more active will be the search. The consciousness with which a person conducts the information search is positively correlated with the avoidance-oriented coping strategy ($r_s = 0.561$, $t$ 95% BCa CI $0.056$ to $0.889$; $P = .03$). The more consciously a person searches for health-related information, the higher the scale value of the avoidance-oriented coping strategy is.

Discussion

Principal Findings

This study on HINs and HISBs of older adults investigated the general context of data visualizations in a group of 18 adults aged between 50 and 91 years. Interviews on the topic of HINs and HISBs were conducted, transcribed, coded, and qualitatively analyzed. Questionnaires on social demographics and coping strategies served as a basis for comparing qualitative and quantitative results. Essentially, the results indicate a heterogeneous need for information on the part of older people, where one part of the population needs and desires the exchange of personal health data and the other part adopts an attitude of avoidance. There is a need to deal with one’s own health data as a supplement to professional and medical sources of information.

Discussion of RQs

The first RQ to be answered in this regard was RQ 1: Which HINs do older adults have? The results indicate that the health-related information needs of the older people surveyed are not homogeneous. More than half of the participants were satisfied with the information available. According to the definition by Case et al [15], this corresponds to a low need for information. The majority of the interviewees justified the need for health information by stating that they had no health complaints. Another reason provided by the participants in this
The group was the unsubstantiated assumption that the acquisition and examination of information about one’s own health can lead to the triggering of diseases or an increase in the current pain. This statement is contradictory because a need for preventive, relevant information was often formulated at the same time. This contradiction can point to a need for a more detailed consideration of individual types of health-related information. This study examined the general need for information and revealed that different types of health-related information appear to have different effects on patients and their behavior. In addition to the group that has little or no need for information, there is also a group who makes intensive efforts to gain information about their health. For these people, it is not enough to know what is necessary; rather, they use additional sources of information such as the internet or television to supplement the information they receive from their doctors. For these individuals, information acquisition is considered part of their coping strategy. Only if these patients are sufficiently informed about their illness, do they consider themselves able to make decisions and communicate with doctors.

It was particularly surprising that half of all respondents already collected health data on paper and were using computers. These included notes listing the type and quantity of medication patients carry in their wallets to provide a basis for decision making. Furthermore, doctors had made laboratory results and examination values available to the patients in tabular printouts. Older people had disease histories meticulously collected in folders consisting of examination results, x-rays, medication instructions, and accounts together with detailed visualizations of surgical procedures. Occasionally, participants documented blood pressure, sports activities, and symptoms in a digital form or wrote pain diaries to draw conclusions about causes and adapt their health-related behavior accordingly. The interviewees were among the generation that did not grow up with digital technology. It can, therefore, be assumed that the described number of people digitally documenting their health will increase even further with the growing number of digital natives. Here, it is necessary to investigate whether and to what extent the group of information avoiders will play a role in digital health systems that visualize personal health data.

Results regarding health information relevant to older people indicate that more information is needed concerning preventive measures and everyday healthy behavior. Most importantly, there was a lack of a decision-making basis for one’s own behavior. This conclusion is supported by the information regarding the objectives pursued with the collected information. About one-third of the participants stated that they wanted to change their own health behavior according to the information they had collected. The need for information coming directly from the doctor and more intensive communication between doctors and patients reveals the fundamental importance of doctors for older patients. Despite the doctors’ position as the most trustworthy source of information, older people see their lack of time as a barrier to having their information needs met. Most importantly, current billing structures do not allow, for example, detailed clarification of medical terms from the treating physician or receipt of more treatment and diagnosis-specific information from the doctor. Even if digital health systems have the potential to compensate for the doctors’ aforementioned lack of time, the doctors’ acceptance of digital health systems would require a clear billing concept for services provided digitally.

With regard to RQ 2, How do older adults acquire needed health information?, the results indicate that health issues and symptoms initiate the information search. Furthermore, if the principal information source—the doctor—does not provide enough information, search activities are initiated. This is in line with the model of information-seeking behavior by Wilson, which states that the failure of one source to provide information motivates search activities. Older adults’ information behavior can thus be considered occasional. Occasional searching could be an alternative explanation for the heterogeneous need for general information. The health status of participants was not explicitly investigated and needs to be considered in future studies on this topic. Furthermore, when it comes to health, the results suggest that the most frequently used and most trustworthy information source is the doctor. These results are consistent with those of age-independent studies. In particular, the older adults attribute medical competence only to the doctor; therefore, they put the decision about a treatment completely in the hands of the doctor. At the same time, similar to the results of the study by Geuter and Weber [7], trust is perceived as a particularly important determinant that arises from personal contact with the treating physician. In addition to the professional competence of the source, the influence of emotional factors on the search for information becomes evident. Besides doctors, television and even the internet are sources of information.

With regard to RQ 3, How does the coping of older adults relate to their HINs/HISB?, it can be stated that the qualitative and quantitative results indicate an influence of coping strategy on HIN and HISB. An avoidance-oriented coping behavior especially leads to a lower information need. Assuming that a lower information need results in avoiding information search with technology, avoidance-oriented coping behavior can be considered as a hurdle for health technology and health data visualization use. Further investigations on system design with regard to coping strategies are needed.

Limitations
The main limitation of this study is its ecological validity. Its cross-sectional design provides insights into HISBs of older adults for a single point in time. Although it closes the research gap of investigating how the specific population of older adults requires information, questions on HINs with respect to ongoing health conditions remain unanswered. As with many studies on the need for health and patient information, the subjective character of this study might be subject to social desirability. Older adults, in particular, often feel the need to conclude from the questions what might be expected from them to adjust their answers accordingly. Future studies on HIN would benefit from controlling this variable. Ecological validity could be improved by investigations within a natural setting, meaning that data from patients’ providers or search engines could be analyzed to triangulate subjective data using objective observational data, interaction, and logfiles.
Furthermore, the study was conducted with participants from Aachen, Germany. Germany’s socioeconomic parameters such as health care, average monthly income, life expectancy, education level, and density of dental care provision match those of other European Union (EU) member countries. Consequently, the data collected should be comparable with those of most of the other EU members, but HINs differ in countries with different economic or cultural backgrounds. At the same time, the results should be subjected to a generalization against the background of sample size and the procedure for acquiring participants.

Another factor that may have influenced the results of the study is that the patients interviewed may have a different understanding of terms in relation to the queried criteria than initially assumed. Against the background of this study, it seems quite probable that the criteria asked for, such as the health-related information need, for example, could be understood differently than initially assumed. The patients only answered and assessed these questions on a personal level. In addition, the study participants felt that the question regarding their satisfaction with the information available to them was in part an evaluation of their physician because they understood their physician to be responsible for communicating this information. Their relationship and experience with their physician is thus an influencing factor.

Conclusions

The results regarding the general need for information identify the need for older people to gain insight into personal health data and to use this as a basis and addition to medical information provided by physicians. This motivates successive investigations on age-differentiated, ergonomic considerations of the visualization of personal health data. However, it should be noted that not every older adult wishes to independently analyze his/her own health data. When provided with health-related data, participants most importantly require support to interpret the data and assess their significance for their personal situation. As the daily use of health-related data puts the disease first, a visualization of data with a direct reference to the disease carries the risk of reduced acceptance, adherence, and use of the corresponding system. In contrast, the need for behavior-changing and preventive measures suggests that data visualizations that allow for conclusions about personal behavior and its correlation with symptoms might positively influence these factors. One unresolved issue in this regard is the extent to which data visualization can increase the motivation of the patient to change a behavior.

This study focused on the need for health information to examine the broad context of digital health systems. Empirical evidence for a correlation between health-related information needs and data visualization/use of technology is lacking and needs to be investigated, especially for the group of older adults. There is also little empirical knowledge about the importance of trust in connection with the visualization of personal health data. Although investigations on factors that influence or generate trust in the data might also be especially relevant for the health care domain, it is still unclear how trust develops in the context of health-related decision making and how corresponding processes proceed or if data visualizations might even increase the user’s acceptance of a digital health system.

Finally, it remains to be clarified whether there is a difference between the information needs of chronically ill and acutely ill people or whether differences in HIN arise predominantly according to observed symptoms or life and care experience. Particularly vulnerable groups (those with Parkinson disease, Alzheimer disease, etc.) must be taken into account.

Implications for Technology Development

The following implications for technology developments were derived from presented results:

1. Digital health technology might be more accepted if its use is recommended and accompanied by the physician.
2. The occurrence of personal symptoms and diagnoses might trigger individual information search behavior.
3. The physician should provide information on illness and medication more effectively, whereas the patient provides information on health-related parameters to the diagnostic process most effectively.
4. Digital systems that can support the patient in everyday documentation of symptoms and complaints to support the diagnostic processes of doctors are required.
5. Patients need support in documenting symptoms and complaints.
6. Cooperation and data exchange of all actors involved in diagnosis and treatment simplifies this for the patient.
7. Comprehensibility and competence of the information source is a key requirement of the patient and should therefore be considered in system development.
8. Adaptive systems for coping strategies are required to address the nonhomogeneous health-related information needs of older adults; therefore, digital health systems must enable patients and users to assess the trustworthiness of information and develop trust.
9. Older adults require diverse types of health-related information and use different methods to acquire information. The planning and development of digital health systems should combine and harmonize different sources of information. Not only user groups with their skills and abilities but also the characteristics of the information sources should be taken into account to effectively coordinate their interaction.
10. Communication strategies implemented in the system that put health rather than illness in the foreground foster acceptance and adherence.

Regarding the design recommendations, it must be considered that these will have to be validated before being actually applicable to system design.
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Abstract

Background: The Smart Angel home medical device allows ambulatory surgery patients to monitor their own health by taking their blood pressure and oxygen levels and answering a health questionnaire from home. Currently, this device is a prototype in the design phase, and no usability evaluation has been performed. This preventive device must be usable by patients with different profiles; however, it is important to select patients carefully to ensure their safety when using the device. As such, it would be interesting to know how to select or exclude patients. However, the links between user characteristics and the usability of this home medical device remain unclear.

Objective: This study aims to better understand the links between certain characteristics of potential patients (ie, age, education, technophilia, and health literacy) and the usability (ie, effectiveness, efficiency, and satisfaction) of Smart Angel, as defined by the ISO 9241-11.

Methods: We conducted an experimental study involving 36 participants investigating the effects of 4 patient characteristics (ie, age, education, technophilia, and health literacy) on usability, measured in terms of effectiveness, efficiency, and satisfaction. A mixed methods approach (subjective vs objective) using a variety of standard instruments was adopted (direct observation, video analysis, and questionnaires). First, to help participants project themselves into the real use of the Smart Angel device, they watched a scenario in a video. Second, the participants completed a set of questionnaires to show the extent of their health literacy level (Newest Vital Sign [NVS] and the Health Literacy Survey [HLS]) and then operated Smart Angel devices. Efficiency (ie, handling time) and effectiveness (ie, number of handling errors) measures were collected by video analysis. Satisfaction measures were collected by a questionnaire (System Usability Scale [SUS]). The qualitative observational data were coded using inductive analysis by 2 independent researchers specialized in cognitive psychology and cognitive ergonomics.

Results: The results show a moderate and positive correlation between age and effectiveness (r=0.359; P=.03) and efficiency (r=0.357; P=.03). There is strong correlation between health literacy scored by the NVS and effectiveness (r=0.417; P=.01), efficiency (r=0.38; P=.02), and satisfaction (r=0.45; P=.006). However, there is a weak correlation between technophilia and usability and no relationship between education level and usability.

Conclusions: Our results show that literacy level and age are 2 important factors to consider when selecting future users of the Smart Angel device to ensure patient safety. This study also serves as an example promoting mixed methodologies in assessments of medical device usability that cannot be performed under real-world conditions.

(JMIR Hum Factors 2021;8(1):e24846) doi:10.2196/24846
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**Introduction**

**Background**

Outpatient surgery has been on the rise in recent years. Performed operations are increasingly complex and dangerous for patients who have to manage their convalescence at home. The Smart Angel device is a home-connected medical device specifically designed to prevent postsurgical complications related to outpatient surgery. The purpose of this device is to facilitate the patient's return home by maintaining a link with the hospital. Upon returning home after an operation, the patient is required to use the device to send all their vitals 3 times a day for 1 week before returning the equipment to the hospital center. This postoperative follow-up may also enable patients to manage their convalescence better by avoiding all-too-frequent returns to emergency services or outpatient consultations [1].

Currently, this system is in an early design stage. Like any medical device, this tool must follow safety and quality standards [2] and usability standards [3] to meet the requirements of European Conformity (CE marking) for marketing. However, even today, the deployment of these connected medical devices is still hindered by their complexity of use, directly implying a lack of usability [4-6], thus impacting patient safety. With this in mind, Kortum and Peres commented, “A lack of usability may cost lives” [7].

**Usability**

Usability is defined by the ISO 9241-11 [3] as “the degree to which a product can be used, by identified users, to achieve defined goals in an effective, efficient, and satisfactory manner, within a specified context of use.” This concept, which is still discussed by the scientific community, has 3 distinct dimensions: (1) **effectiveness**: the accuracy and completeness with which users achieve certain objectives; (2) **efficiency**: the relationship between accuracy and the resources used to attain it; and (3) **satisfaction**: user comfort and a positive evaluation of user interaction. Defined by these 3 dimensions, usability is linked to its context of use, characterized by 4 components: the task, the environment, the resources, and the users [3].

Despite the use of methodologies that involve the user in the design process [8-10], usability problems persist. There are 2 arguments in the literature that may explain this finding: (1) the lack of a standardized framework and method in usability studies [11-15], and (2) a lack of knowledge of the impact of the use context [16,17] on usability, in particular, user characteristics.

**User Characteristics**

**Age, Level of Education, Technophilia, and Health Literacy**

Several researchers have recently investigated the relationship between user characteristics and the usability of connected devices in health care [11,18-22]. In particular, 4 user characteristics have been studied in the scientific literature: age [11,20,22-26], level of education [11,19,20], technophilia (ie, experience in information technology and previous experience with medical devices [11,23,27]), and health literacy [20,24,28,29]. In most studies, authors tend to agree on these interrelationships when investigating different devices. We detail these studies below.

**Age**

Many authors have examined the influence of age on the usability of connected devices in health care. Most of these authors concur on the influence of age on usability. For example, Georgsson and Staggers [11] investigated the usability of a diabetes management app running on a smartphone using the metrics of ISO 9241-11 (effectiveness, efficiency, and satisfaction). The authors found that the younger age group (30-49 years old) made fewer errors (ie, was more effective), was faster (ie, more efficient), and more satisfied (System Usability Survey [SUS] score of 88.33 vs 77.14) than the older group (50-69 years old). Sparkes et al [23] examined the usability of remote cardiac testing and found that the age of the participants impacted their ability to install the equipment. Younger subjects appeared to be more comfortable than older subjects. Jones and Caird [25] examined the use of a blood glucose meter and found that younger subjects had fewer difficulties and made fewer errors (ie, were more effective) than older subjects. Mykityshyn et al [26] also examined the use of a glucometer and found that young subjects were faster (ie, more efficient) than older subjects, regardless of the instruction format provided (written and drawn vs video). Van der Vaart et al [20] evaluated the usability of an application for monitoring the symptoms of 32 narcoleptics and found that usability (measured in terms of the number of tasks completed and problems encountered) was moderately and positively correlated with age and eHealth literacy level.

However, Liang et al [19] found no relationship between age and satisfaction as measured by the SUS score in their study on the evaluation of 7 health devices used by the general public (eg, connected watches), conducted with a sample of 388 participants. Similarly, Jensen et al [18] found no relationship between usability and the age of participants with respect to access and use of online health information. The authors explain that this result is probably due to the contrast in health literacy levels that would have taken precedence over the other variables.

**Level of Education**

The level of education is also a variable found in many usability assessments. However, to our knowledge, no studies have proven this link. Georgsson and Staggers [11], Liang et al [19], and Van der Vaart et al [20] have all found a lack of association between participants’ level of education and usability (ie, effectiveness, efficiency, and satisfaction).

**Technophilia**

Differing results have been reported regarding the influence of technophilia—experience with information technologies (IT) and previous experience of medical devices—on usability. Georgsson and Staggers [11] found that those with more technology experience (what the authors call “IT/computer experience”) made fewer errors (ie, were more effective), were faster (ie, more efficient), and were more satisfied with the diabetes management application (+5 points for the SUS score). Conversely, Harte et al [27] conducted regression analyses between technology experience and SUS score and found no
significant effect when evaluating a smartphone health app. Finally, Sparkes et al [23] showed that familiarity with the technologies seemed to have an influence on the correct installation of their device.

Health Literacy

Definition and Assessments

Health literacy is a user characteristic that can be expected to influence medical device usability [18,20,28,30]. Due to its multidimensionality, however, this characteristic is complex to define and difficult to assess. Sørensen et al [31] describe it as “an individual's knowledge, skills, motivation, and ability to identify, understand, evaluate, and use health information in decision-making in health care, disease prevention, and health promotion to maintain or improve lifelong quality of life.” However, this notion is often mentioned as a determinant to be considered in therapeutic education [32], prevention [33], therapeutic adherence, access to health information [18], and even recovery rate [32,34]. However, to our knowledge, no study has assessed the level of health literacy among the French population at the national level.

In terms of evaluation, health literacy is particularly difficult to measure for at least two reasons. The first reason concerns its multidimensional specificity [31]. The second reason is that health literacy is not related to socioeconomic criteria as might be intuitively assumed [35].

Currently, there are 2 main methods of measuring health literacy [36]: (1) questionnaire methods, by which an individual’s abilities are assessed, and (2) self-reported methods, by which an individual’s behaviors towards a health professional are directly observed. Currently, few tools exist in the French language compared to the 51 English-language instruments identified by Haun et al [37]. The most frequently used and cited instruments are part of questionnaire-based methods; they are the Test of Functional Health Literacy in Adults (TOFHLA) [38], the Rapid Estimate of Adult Literacy in Medicine (REALM) [39], the European Health Literacy Survey (HLS-EU) [31], and the Newest Vital Sign (NVS) [40]. However, these instruments have several limitations. Among these instruments, the REALM is more like a reading test than a comprehension test since participants are asked to read medical terms. The short version of the TOFHLA (ie, the Short Test of Functional Health Literacy in Adults [S-TOFHLA]), which assesses respondents’ level of comprehension, seems more adapted to Swiss culture than to French culture [41] (indeed, direct reference is made to the Swiss health insurance system and the transmission of certain documents that do not apply to the French social security model). In addition, the validity of S-TOFHLA is currently the subject of some controversy due to inconsistencies in the interpretation of its component items [42]. Another instrument proposed in the literature, the NVS [40], shows a strong correlation (Cronbach α > .76) with the measurement of S-TOFHLA [43]. It also assesses some of the respondents’ cognitive skills (reading, writing, comprehension, numeracy). Finally, the HLS-EU is based on the multidimensional literacy model of Sørensen et al [31]. This tool has identified important gaps in 8 European countries, as approximately 1 in 2 people reportedly have a problematic or inadequate level of health literacy [44].

Health Literacy and Usability

In the context of health technologies such as connected medical devices, which are increasingly becoming part of patient life, studies on the correlation between health literacy and usability are still rare or exploratory. Monkman and Kushniruk [21] propose an assessment of usability by considering health literacy through the design and validation of heuristic criteria. To do so, the authors adapted a set of existing guidelines for designing health-specific websites to make the content more understandable to users with a reliable level of health literacy. Using an electronic personal health record system, Czaja et al [28] were able to show that populations with low literacy levels had more difficulty using these tools. Kim and Xie [29] conducted a systematic review of articles examining the impact of low health literacy on the use of eHealth devices. Based on 74 studies, the authors conclude that the major barrier to accessing and using online health information for individuals with low literacy is strongly related to website usability. Jensen et al [18] found that participants with low levels of health literacy (as measured by REALM) used health technologies less. Those with low levels of health numeracy (as measured by TOFHLA) would have limited access to these technologies. This latter finding is consistent with those of Kaufman et al [24], who also concluded that low numeracy could be a barrier to using a telemedicine system. Chaniaud et al [30] showed that it is necessary to obtain a minimum level of prior health knowledge to use home medical devices. Finally, to our knowledge, no experimental studies have empirically characterized links between health literacy and usability in terms of efficiency, effectiveness, and satisfaction.

Study Objective

We have seen that the complexity of using medical devices resides essentially in usability problems [29], all the more so as they must be usable by patients with diverse profiles. In this sense, consideration of user characteristics, including age, education, technophilia, and health literacy, are important factors to consider in the design of a connected medical device such as Smart Angel for a patient's home. However, to our knowledge, no study involving all 4 of these characteristics has been conducted. Moreover, the relation between these characteristics and usability remains unexplored in the literature. Thus, the aim of this paper is to better understand the relationships between the 4 user characteristics of age, educational level, technophilia, and health literacy, and the usability (measured by effectiveness, efficiency, and satisfaction) of a connected medical device intended for a patient’s home.

To do this, we formulated 4 hypotheses: (H1) older users will be less effective, efficient, and satisfied with the Smart Angel connected medical device than younger users [11,20,25,26]; (H2) users with a low level of technophilia (IT and medical device experience) will be less effective, efficient, and satisfied with the Smart Angel connected medical device than those with a high level of technophilia [11,23,27]; (H3) the level of education will not affect the effectiveness, efficiency, and satisfaction with the Smart Angel connected medical device.
[11,19,20]; and (H4) users with low levels of health literacy (as measured by NVS and HLS-EU scores) will be less effective, efficient, and satisfied with the Smart Angel connected medical device than those with high levels of health literacy [18,24].

Methods

Participants

We enrolled 36 participants for this study: 17 (47%) females and 19 (53%) males aged 20-64 (mean 40.75, SD 14.45) years. The inclusion criteria were that participants had to (1) have a 4G connection at home, (2) be under 70 years of age, (3) be eligible for outpatient surgery, and (4) not be at home alone. All participants were native French speakers and signed a consent form after being informed of the study's progress. The study was in line with the ethical recommendations of the Declaration of Helsinki. The participants were recruited on a voluntary basis, and no compensation was offered. Handover of the Smart Angel device took place at the participant's home or workplace.

Materials and Measurements

The materials for this study included (1) the Smart Angel device, (2) personas and their scenarios, and (3) questionnaires (ie, 2 questionnaires assessing the level of health literacy, namely, the NVS and the HLS-EU; a questionnaire relating to sociodemographic data; and a questionnaire assessing satisfaction, namely, the SUS).

The Smart Angel Device

The Smart Angel device is designed by Evolucare Technologies. It consists of a Samsung 9-inch tablet with the Smart Angel application and 2 connected devices, a wrist blood pressure monitor (iHealth BP7) for blood pressure measurement and an oximeter (iHealth Oximeter PO3) for oxygen saturation and pulse measurement, which are available for the general public with European certification (Figure 1). To use the Smart Angel device, it is necessary to access the Smart Angel application and perform a digital medical “appointment” from a tablet application.

Figure 1. The Smart Angel components. Upper left: a pulse oximeter (iHealth Oximeter PO3); lower left: a wrist blood pressure monitor (iHealth BP7); right: a tablet with the Smart Angel application.

The patient is given step-by-step instructions for connecting to and taking measurements with the blood pressure monitor and the pulse oximeter. The procedures for using the blood pressure monitor and pulse oximeter were built into the application; they include text and images for each step of the operation. For the 2 connected devices, the participant must first have a correct body position to then connect the equipment, install it correctly on themselves, start the measurement, and then remove and switch off the equipment. A schematic representation of this procedure is shown in Figure 2.
Once the blood pressure or oxygenation measurement has been taken, the patient's health data are displayed on a colored gauge (from green to orange) according to the level of severity of the constant collected (Figure 3). Then, the user is presented with a questionnaire with various items related to general health, pain, sleep, and nausea. These items are presented either in simple-choice question format (e.g., “How are you feeling today? Good, not good, not good at all”) or on a Likert scale (e.g., “Rate your pain on a scale of 1 to 10”).

**Figure 2.** Schematic representation of the main steps in the use of the Smart Angel device.

**Figure 3.** Screenshot of the Smart Angel application (Evolucare Technologies). Left: a form presenting an overview of the subjective state of health; right: the procedure for using the monitor.

**Personas and Scenarios**

We constructed 5 personas and their scenarios based on statistical surveys of outpatient surgical procedure types in France [45] and observations made in the field [46]. Generally used in the design phase, the personas method draws on the theory of mind and the theory of stereotypes and can provoke certain emotional states [47]. The personas scenarios were presented to the participants as audiovisual cartoons. All scenarios were constructed in the same way. Only the type of operation and the cause of the operation changed, according to each persona. An example of a persona is presented in Multimedia Appendix 1.

**Questionnaires**

**Measuring Health Literacy: Objective (NVS) and Subjective (HLS-EU) Assessments**

Given the limited options of French-translated and validated health literacy questionnaires, we chose to use 2 health literacy questionnaires for a holistic view of this multidimensional skill:
the NVS and the 16-item Health Literacy Survey (HLS-EU-Q16):

The French-translated [48] NVS [40] is a validated test assessing a patient’s ability to comprehend reading material and manipulate numbers (numeracy). Consequently, the NVS provides an objective assessment of health literacy level. Participants were asked to use an ice cream nutrition label to answer 6 questions (eg, “If I am allergic to peanuts, can I eat this ice cream?”). The total sum of the items (0-6 points) classified respondents into 3 categories: 0-1 point = inadequate health literacy; 2-3 points = problematic health literacy; 4-6 points = sufficient health literacy. The interitem reliability of the NVS in this study was good (Cronbach α=.883) [49].

The French-translated [50] HLS-EU-Q16 [31] is the short version of the HLS questionnaire. This version is composed of 16 items, 13 of which assess the 4 types of health literacy skills: the ability to access, understand, evaluate, and apply health information. Respondents were asked to rate their own ability to access information (eg, “Please rate, on a scale of very easy to very difficult, how easy is it for you to understand your doctor’s or pharmacist’s instructions on how to take your medication?”). Consequently, the HLS-EU-Q16 provides a subjective assessment of health literacy level. Answers are provided in 4 categories, on a 4-point Likert scale ranging from “very easy” to “very difficult.” To calculate the total score, the answers “easy” and “very easy” were assigned 1 point per item, and the answers “difficult” and “very difficult” were assigned 0 points per item. The total sum of the items (0-16 points) classified respondents into 3 categories: 0-8 points = inadequate health literacy; 9-12 points = problematic health literacy; 13-16 points = sufficient health literacy. The interitem reliability of the HSL-EU in this study was good (Cronbach α=.803) [49].

Sociodemographic Measurements (Age, Education Level, Technophilia, Etc)

This questionnaire includes the following personal details: age, gender, educational level, residential area, technophilia, and hospital experience. IT experience was measured by 2 items, adapted from Agarwal and Prasad [51], related to the participant’s use of and willingness to explore IT innovations (eg, “Which of these technologies do you use and how often?”). On a 5-point Likert scale, the possible answers ranged from “never” to “very often.”

Measuring Usability (ISO 9241-11:2018)

Measuring Effectiveness

Effectiveness was measured by counting the number of manipulation errors, such as not putting the blood pressure cuff in the correct position. With respect to the use of the monitor, 5 categories of errors were identified: the participant (1) did not position the monitor correctly, (2) incorrectly directed the monitor toward the palm of the hand, (3) did not position the forearm correctly, (4) moved during the measurement, or (5) did not connect the monitor’s Bluetooth to the tablet. Regarding the use of the pulse oximeter, 4 categories of error were identified: the participant (1) did not position the oximeter the right way, (2) did not insert the finger as far as the sensor, (3) removed the oximeter too early during the measurement, or (4) did not connect the Bluetooth from the oximeter to the tablet. With the tablet, 1 type of error was observed: the participant did not enter the appointment in the application. A scoring grid was used to identify these manipulation errors. When the participant made several attempts, we recorded the cumulative number of errors.

Measuring Efficiency

Measuring efficiency was based on the manipulation duration times of the various device tools for 3 measurements: blood pressure monitor manipulation, pulse oximeter manipulation, and total manipulation of the device, including the complete appointment. These times were measured from the time participants first touched the device (monitor, pulse oximeter, or tablet) to the time they turned it off after taking the measurement.

Measuring Satisfaction

Satisfaction was measured using the SUS. This “quick and dirty” questionnaire [52] consists of 10 items with 5 response options on a Likert scale (ranging from “strongly disagree” to “strongly agree”), which allows for a subjective assessment of usability [53]. We used an adapted and validated version [54], in which we replaced the term “system” with the term “medical device.” Scores were calculated according to the recommendations of Brooke [52] and ranged from 0 to 100. Lower scores indicate low usability.

Procedure

The average duration of this experiment was 45 minutes. The selected participants did not come out of ambulatory surgery. Participants were first invited to choose among 5 proposed personas to allow them to project themselves into the needs of future users of the Smart Angel device [55]. The persona chosen had to be consistent with at least the participant’s age, profession, and previous surgery. Then, the researcher demonstrated the use of the Smart Angel device to the participant for about 3 minutes, sharing information about the correct manipulation of the device (eg, “The monitor should always be at heart level”). Participants were asked to complete 3 questionnaires: the sociodemographic data questionnaire, the HLS-EU-Q16, and the NVS. Then they were asked to operate the Smart Angel device by taking a blood pressure measurement followed by an oxygen saturation measurement, and finally, by completing the general health questionnaire. There was no time limit for this. The participants were filmed during the process. The researcher could only intervene in the event of a technical problem (eg, battery problem). Finally, after the experiment, the participant had to respond to the SUS.

Data Analysis

The videos were analyzed using BORIS (Behavioral Observation Research Interactive Software) [56], which collected data on effectiveness and efficiency. Results were analyzed using SPSS software (version 22; IBM Corp). Each user characteristic was systematically compared to usability components, including effectiveness, efficiency, and satisfaction. For the health literacy measurement, we first analyzed the HLS-EU-Q16 result and then the NVS result. Bivariate correlations, ANOVAs, and
Student $t$ tests were performed when the sample met the homoscedasticity criteria, while nonparametric tests (Kruskal-Wallis and Mann-Whitney) were performed when the sample did not meet these criteria.

**Interjudge Reliability: Objective Measures of Effectiveness and Efficiency**

We used intraclass correlation (ICC) to verify interjudge reliability for quantitative data [57]. A 33% double coding of the collected video data was performed. The mean ICC measurement for total manipulation time (efficiency) was 0.978, with a 95% confidence interval of 0.918 to 0.994 ($F_{11,11} = 45.436; P < .001$). The mean ICC measurement (efficiency) for manipulating the monitor was 0.988, with a 95% confidence interval of 0.954 to 0.997 ($F_{11,11} = 81.635; P < .001$). The mean ICC measurement (efficiency) for manipulating the pulse oximeter was 0.956, with a 95% confidence interval of 0.838 to 0.988 ($F_{11,11} = 22.955; P < .001$). The mean ICC measurement (efficiency) for manipulating the tablet was 0.906, with a 95% confidence interval of 0.652 to 0.975 ($F_{11,11} = 10.688; P < .001$). The mean measure of the number of manipulation errors (effectiveness) was 0.952, with a 95% confidence interval of 0.842 and 0.985 ($F_{11,11} = 20.789; P < .001$).

**Results**

**Effects of User Characteristics on Usability**

The correlations between user characteristics and usability components (ie, effectiveness = number of manipulation errors; efficiency = manipulation time; satisfaction = SUS score) were systematically analyzed (Table 1).
Table 1. Descriptive analyses of user characteristics, user experiences in health, medical devices, and technology (n=36).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
<th>Average effectiveness, number of errors (SD)</th>
<th>Average efficiency, manipulation time in seconds (SD)</th>
<th>Average satisfaction, SUS score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>40.75 (14.45)</td>
<td>N/A a</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (52.8)</td>
<td>1.21 (1.27)</td>
<td>362.09 (144.16)</td>
<td>87.24 (11.18)</td>
</tr>
<tr>
<td>Female</td>
<td>17 (47.2)</td>
<td>2.06 (1.25)</td>
<td>373.91 (126.3)</td>
<td>81.03 (11.73)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary education</td>
<td>5 (13.9)</td>
<td>2.8 (1.64)</td>
<td>337.96 (89.67)</td>
<td>77 (9.75)</td>
</tr>
<tr>
<td>Higher education, 1st cycle</td>
<td>11 (30.6)</td>
<td>1.36 (1.1)</td>
<td>334.99 (106.25)</td>
<td>87.05 (13.82)</td>
</tr>
<tr>
<td>Higher education, 2nd cycle</td>
<td>11 (30.6)</td>
<td>1.64 (1.2)</td>
<td>412.95 (198.6)</td>
<td>82.73 (13.34)</td>
</tr>
<tr>
<td>Higher education, 3rd cycle</td>
<td>9 (25)</td>
<td>1.22 (1.3)</td>
<td>368.77 (80.88)</td>
<td>86.94 (5.97)</td>
</tr>
<tr>
<td><strong>Residential area, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>6 (16.7)</td>
<td>1 (0.89)</td>
<td>362.92 (76.48)</td>
<td>88.75 (6.85)</td>
</tr>
<tr>
<td>Semi-urban</td>
<td>5 (13.9)</td>
<td>1.8 (2.05)</td>
<td>339.11 (72.3)</td>
<td>87 (11.37)</td>
</tr>
<tr>
<td>Urban</td>
<td>25 (64.9)</td>
<td>1.72 (1.24)</td>
<td>374.52 (154.78)</td>
<td>82.7 (12.62)</td>
</tr>
<tr>
<td><strong>Persona chosen, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persona 1</td>
<td>8 (22.2)</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Persona 2</td>
<td>8 (22.2)</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Persona 3</td>
<td>8 (22.2)</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Personal 4</td>
<td>4 (11.1)</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Persona 5</td>
<td>8 (22.2)</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td><strong>Health care experience with operations, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32 (88.9)</td>
<td>1.59 (1.21)</td>
<td>376.18 (136.24)</td>
<td>85.39 (11.72)</td>
</tr>
<tr>
<td>No</td>
<td>4 (11.1)</td>
<td>1.75 (2.22)</td>
<td>299.55 (106.9)</td>
<td>75.62 (8)</td>
</tr>
<tr>
<td><strong>Health care experience with outpatient operations, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (50)</td>
<td>1.39 (1.33)</td>
<td>367.15 (142.09)</td>
<td>86.11 (11.8)</td>
</tr>
<tr>
<td>No</td>
<td>18 (50)</td>
<td>1.83 (1.29)</td>
<td>368.19 (130)</td>
<td>82.5 (11.66)</td>
</tr>
<tr>
<td><strong>Health care experience with suffering from a chronic illness, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (30.6)</td>
<td>1.27 (1.35)</td>
<td>386.68 (184.62)</td>
<td>81.14 (15.26)</td>
</tr>
<tr>
<td>No</td>
<td>25 (69.4)</td>
<td>1.76 (1.3)</td>
<td>359.3 (108.77)</td>
<td>85.7 (9.8)</td>
</tr>
<tr>
<td><strong>Medical device experience with taking blood pressure, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (66.7)</td>
<td>1.54 (1.32)</td>
<td>361.43 (131.26)</td>
<td>63.3 (11.22)</td>
</tr>
<tr>
<td>No</td>
<td>12 (33.3)</td>
<td>1.75 (1.36)</td>
<td>380.15 (145.06)</td>
<td>86.25 (12.9)</td>
</tr>
<tr>
<td><strong>Medical device experience with blood oxygenation testing, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (13.9)</td>
<td>0.4 (0.55)</td>
<td>309.16 (70.87)</td>
<td>89 (8.02)</td>
</tr>
<tr>
<td>No</td>
<td>31 (86.1)</td>
<td>1.81 (1.3)</td>
<td>377.11 (140.31)</td>
<td>83.56 (12.12)</td>
</tr>
<tr>
<td><strong>Information technology experience with ease of use of tablet/computer/telephone, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very comfortable</td>
<td>23 (63.9)</td>
<td>1.35 (1.23)</td>
<td>360.16 (120.21)</td>
<td>86.85 (11.24)</td>
</tr>
<tr>
<td>Relatively comfortable</td>
<td>11 (30.6)</td>
<td>2.27 (1.42)</td>
<td>401.34 (166.78)</td>
<td>78.18 (11.78)</td>
</tr>
<tr>
<td>Moderately comfortable</td>
<td>2 (5.6)</td>
<td>1 (0)</td>
<td>268.81 (33.95)</td>
<td>88.75 (5.3)</td>
</tr>
<tr>
<td>Rather uncomfortable</td>
<td>0 (0)</td>
<td>— c</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
### Average satisfaction, SUS score (SD)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
<th>Average effectiveness, number of errors (SD)</th>
<th>Average efficiency, manipulation time in seconds (SD)</th>
<th>Average satisfaction, SUS score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not at all comfortable</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

#### Frequency of use of technology, n (%)

<table>
<thead>
<tr>
<th>Frequency of use of technology</th>
<th>n (%)</th>
<th>Average effectiveness, number of errors (SD)</th>
<th>Average efficiency, manipulation time in seconds (SD)</th>
<th>Average satisfaction, SUS score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very often (every day)</td>
<td>5 (13.9)</td>
<td>1 (1.22)</td>
<td>314.42 (48.65)</td>
<td>92.5 (6.85)</td>
</tr>
<tr>
<td>Often (several times a week)</td>
<td>12 (33.3)</td>
<td>1.25 (1.36)</td>
<td>364.46 (133.26)</td>
<td>90.42 (6.47)</td>
</tr>
<tr>
<td>Rarely (from time to time)</td>
<td>17 (47.2)</td>
<td>2 (1.27)</td>
<td>364.08 (99.16)</td>
<td>79.26 (11.38)</td>
</tr>
<tr>
<td>Very rarely (occasionally)</td>
<td>1 (2.8)</td>
<td>3 (—)</td>
<td>856.33 (—)</td>
<td>55 (—)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (2.8)</td>
<td>1 (—)</td>
<td>244.8 (—)</td>
<td>85 (—)</td>
</tr>
</tbody>
</table>

---

**Age**

The age of the participants (mean 40.75, SD 14.45, range 20-64 years) is significantly correlated (positively and weakly) with the number of manipulation errors (effectiveness: $r=0.359; P=.03$) and manipulation time (efficiency: $r=0.357; P=.03$). On the other hand, there was no significant correlation between age and SUS score (satisfaction: $r=-0.138; P=.42$). In addition, it is important to note that age is not correlated with the literacy level of the HLS-EU-Q16 ($r=0.013; P=.94$) or the NVS ($r=-0.013; P=.94$; Figure 4).

**Technophilia**

The IT experience of participants had no impact on the number of manipulation errors (effectiveness: $F_{5,30}=1.229; P=.32$) or manipulation time (efficiency: $F_{5,30}=1.39; P=.26$). On the other hand, there was a significant correlation between IT experience and SUS score (satisfaction: $\chi^2(3)=8.671; P=.03$).

Moreover, previous experience of using medical devices that allow users to take their own blood pressure did not influence the number of manipulation errors (effectiveness: $t_{34}=0.443; P=.66$), the manipulation time (efficiency: $t_{34}=0.39; P=.55$), or the SUS score (satisfaction: $t_{34}=2.359; P=.02; \eta^2=0.14$), but this effect was not significant on the manipulation time (efficiency: $t_{34}=1.052; P=.30$) or the SUS score (satisfaction: $t_{34}=-0.965; P=.34$).
**Educational Level**

Educational level had no impact on usability in terms of the number of manipulation errors (effectiveness: $F_{3,32}=1.889; P=.15$), manipulation time (efficiency: $F_{3,32}=0.698; P=.56$), and SUS score (satisfaction: $F_{3,32}=1.076; P=.37$).

**Health Literacy**

Systematic analyses were performed comparing the level of literacy (HLS-EU-Q16 and NVS) with each of the components of usability (effectiveness, efficiency, and satisfaction, as per the ISO 9241-11, 2018). Table 2 presents a descriptive representation of the results of the 2 health literacy questionnaires.

**Table 2.** Descriptive statistics of the 16-item European Health Literacy Survey (HLS-EU-Q16) and the New Vital Sign (NVS) questionnaires.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>HLS-EU-Q16</th>
<th>NVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD), range</td>
<td>12.97 (2.952), 5-16</td>
<td>4.17 (2.223), 0-6</td>
</tr>
<tr>
<td>Inadequate health literacy, n (%)</td>
<td>3 (8.3)</td>
<td>6 (16.7)</td>
</tr>
<tr>
<td>Problematic health literacy, n (%)</td>
<td>9 (25)</td>
<td>7 (19.4)</td>
</tr>
<tr>
<td>Sufficient health literacy, n (%)</td>
<td>24 (66.7)</td>
<td>23 (63.9)</td>
</tr>
</tbody>
</table>

**HLS-EU-Q16 Questionnaire Results**

There was no significant correlation between the results of the HLS-EU-Q16 and usability, either in terms of the number of manipulation errors (effectiveness: $r=0.34; P=.84$), manipulation time (efficiency: $r=-0.40; P=.82$), or the SUS score (satisfaction: $r=0.144; P=.40$). After correlation analysis, participants were clustered according to the HLS-EU-Q16 measures (Table 2), following the recommendations of Sørensen et al [31]. No intergroup differences could be observed between the HLS-EU-Q16 results and usability (Table 3) in terms of the number of manipulation errors (effectiveness: $F_{2,33}=0.277; P=.76$), manipulation time (efficiency: $F_{2,33}=0.015; P=.99$), and the SUS score (satisfaction: $F_{2,33}=0.483; P=.62$).

**Table 3.** Analyses of the 16-item European Health Literacy Survey (HLS-EU-Q16) score according to usability (effectiveness, efficiency, and satisfaction; n=36).

<table>
<thead>
<tr>
<th>HLS-EU-Q16 score classification group (n=36)</th>
<th>Effectiveness$^a$, average number of errors (SD)</th>
<th>Efficiency$^b$, average manipulation time (SD)</th>
<th>Satisfaction$^c$, SUS$^d$ score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequate health literacy (n=3)</td>
<td>1.67 (2.08)</td>
<td>373.26 (88.76)</td>
<td>83.33 (3.82)</td>
</tr>
<tr>
<td>Problematic health literacy (n=9)</td>
<td>1.89 (1.27)</td>
<td>373.35 (98.53)</td>
<td>81.11 (14.53)</td>
</tr>
<tr>
<td>Sufficient health literacy (n=24)</td>
<td>1.50 (1.28)</td>
<td>364.84 (152.73)</td>
<td>85.62 (11.3)</td>
</tr>
</tbody>
</table>

$^a$ANOVA: $F_{2,33}=0.277; P=.76$.

$^b$ANOVA: $F_{2,33}=0.015; P=.99$.

$^c$ANOVA: $F_{2,33}=0.483; P=.62$.

$^d$SUS: System Usability Survey.

**NVS Questionnaire Results**

There was a significant mean-size correlation between the results of the French version of the NVS questionnaire and usability (Table 4) in terms of the number of manipulation errors (effectiveness: $r=-0.417; P=.01$), manipulation time (efficiency: $r=-0.38; P=.02$), and the SUS score (satisfaction: $r=0.45; P=.006$). In other words, the higher a participant’s level of health literacy (measured using NVS), the fewer manipulation errors they made (ie, they are more effective), the faster they manipulate (ie, they are more efficient), and the higher their SUS score will be (ie, they will be more satisfied).

After analyzing the correlations, the participants were clustered according to the NVS measurements (Table 2), following recommendations [40]. No intergroup differences could be observed between NVS literacy and usability (Table 4) except for the number of errors (effectiveness: $\chi^2=6.679; P=.04$).

Further intergroup analysis (Figure 4) shows a significant effect between the inadequate-health-literacy and sufficient-health-literacy groups as a function of the number of manipulation errors (effectiveness: Mann-Whitney $U=27; P=.02$).
Our second hypothesis (H2) focused on technophilia (experience of information technology and medical devices). The results provide partial validation of this hypothesis, as no correlation was observed between IT experience and usability in terms of effectiveness and efficiency. On the other hand, the technophile participants had a significantly better SUS score (satisfaction) compared to participants with a low level of technophilia. While these results are consistent with those of Harte et al [27], they contradict previous works [11,23]. We explain these results by a relatively homogeneous representation of IT experience as a function of the age of participants in our sample. We believe that these items [51] highlight the subjective representation of technology use (in relation to age) rather than actual performance in the use of hardware. It is possible that older people may feel that they can properly manipulate a tablet without using other features available in the tool. They would then consider themselves to be quite technophilic, as they would be effective in the day-to-day use of the technology. However, their real capacity to adapt to the technologies is unknown. For example, if an update were to be performed on one of the applications commonly used, it is possible that this would destabilize the manipulation carried out by these individuals.

We also observed a correlation between experience with medical devices and usability. However, previous experience in the use of a blood pressure monitor had no impact on usability. Conversely, previous experience in the use of a pulse oximeter had a significant effect on effectiveness. Participants who had previously manipulated a pulse oximeter made significantly fewer errors than those who had never manipulated a pulse oximeter. In contrast, previous experience using a pulse oximeter had no effect on efficiency and satisfaction. All subjects who reported previous use of a pulse oximeter also reported previous manipulation of a blood pressure monitor. This result suggests that prior use of a pulse oximeter in combination with a blood pressure monitor would facilitate manipulation of the Smart Angel device in terms of effectiveness. We believe that participants who are accustomed to using this type of complex device are accustomed to being involved in health issues, which may be evidence of strong patient involvement in their own health [58].

Our third hypothesis (H3) was concerned with the lack of correlation between education level and usability. The results supported our hypothesis, as no significant correlation was found between participants’ level of education and usability in terms of effectiveness, efficiency, and satisfaction. These results are also consistent with previous works [11,19,20].

Finally, the fourth hypothesis (H4) postulated that health literacy influences usability (effectiveness, efficiency, and satisfaction). The HLS-EU-Q16 scores showed no effect on usability (Figure 4). In contrast, the NVS scores showed a significant effect on the number of manipulation errors (effectiveness), manipulation time (efficiency), and SUS score (satisfaction). This is consistent with the results of previous studies [18,28,29]. Significant and medium-sized correlations between the NVS score and each of

### Table 4. Analyses of the New Vital Sign (NVS) results according to usability (effectiveness, efficiency, and satisfaction; n=36).

<table>
<thead>
<tr>
<th>NVS score classification group (n=36)</th>
<th>Effectiveness, average number of errors (SD)</th>
<th>Efficiency, average manipulation time (SD)</th>
<th>Satisfaction, SUS score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequate health literacy (n=6)</td>
<td>2.67 (0.816)</td>
<td>463 (165.18)</td>
<td>77.08 (14.27)</td>
</tr>
<tr>
<td>Problematic health literacy (n=7)</td>
<td>1.71 (0.756)</td>
<td>387.72 (219.2)</td>
<td>80.71 (15.05)</td>
</tr>
<tr>
<td>Sufficient health literacy (n=23)</td>
<td>1.30 (1.43)</td>
<td>336.7 (75.79)</td>
<td>87.28 (9.07)</td>
</tr>
</tbody>
</table>

\(^a\text{Kruskal-Wallis test: } \chi^2=6.679, P=.035, \text{ where } P<0.05 \text{ is significant.}

\(^b\text{Kruskal-Wallis test: } \chi^2=3.07, P=.21.\)

\(^c\text{ANOVA: } F_{2,33}=2.392, P=.11; \text{ Kruskal-Wallis test: } \chi^2=2.618, P=.27.\)

\(^d\text{SUS: System Usability Survey.}\)

## Discussion

### Principal Findings

This study’s objective was to better understand the relationships between 4 user characteristics (age, education, technophilia, and health literacy) and usability [3] (defined here as effectiveness, efficiency, and satisfaction) with regard to the use of the Smart Angel device. To do this, sociodemographic data were collected, literacy levels were investigated using the HLS-EU-Q16 [31] and the NVS [40], and usability measures were performed (errors and manipulation time, and SUS questionnaire).

We made 4 hypotheses that age (H1), technophilia (H2), and health literacy (H4) would have an impact on usability, while education level (H3) would not. Our first hypothesis (H1) was that older users would be less effective, efficient, and satisfied with the device compared to younger users. We can partially validate this hypothesis. The results show that the younger the individuals are, the less likely they are to make manipulation errors (ie, they are more effective) and the faster they manipulate the device (ie, they are more efficient). On the other hand, we did not observe any difference between the age of the subjects and the SUS score (satisfaction). All these results are in line with previous research [19,20,25,26]. Indeed, younger users are more effective (eg, Jones and Caird’s glucometer [25]) and efficient (eg, Mykityshyn et al’s glucometer [26]) and Van der Vaart et al’s application for narcoleptics [20]) compared to older users, with a positive and medium correlation [20]. However, younger users are as satisfied (SUS score) with the device as older users, which is consistent with the findings of Liang et al [19] while at variance with those of Georgsson and Staggers [11].

Our second hypothesis (H2) focused on technophilia (experience of information technology and medical devices). The results provide partial validation of this hypothesis, as no correlation was observed between IT experience and usability in terms of effectiveness and efficiency. On the other hand, the technophile participants had a significantly better SUS score (satisfaction) than participants with a low level of technophilia. While these results are consistent with those of Harte et al [27], they contradict previous works [11,23]. We explain these results by a relatively homogeneous representation of IT experience as a function of the age of participants in our sample. We believe
the usability dimensions were observed (Figure 4). This suggests that the higher the literacy level of the participants, the fewer manipulation errors they make (ie, the more effective they are), the faster they are (ie, the more efficient they are), and the higher the SUS score will be (ie, the more satisfied they are). However, after clustering the participants as recommended [40], there is a significant correlation between NVS literacy level and the number of errors (effectiveness) but no correlation with the manipulation time (efficiency) and the SUS score (satisfaction). Participants with a sufficient literacy level made significantly fewer errors than those with inadequate or problematic literacy.

It is important to note that the HLS-EU and NVS results are contradictory and demonstrate the complexity of health literacy assessment. In addition, our results suggest that the HLS-EU questioning the participants’ subjective abilities to access health information and make decisions introduces a significant bias in the measurement of health literacy. Some participants may claim to have no difficulty using health information, but there is no verification that this is, in fact, the case. Conversely, the NVS instrument appears to be better suited to gathering information on subjects’ cognitive abilities, as it is a test that collects information on participants’ thought processes when reading a food label, thus providing a more objective assessment of health literacy.

Conclusions and Research Prospects
This study provides theoretical insight into the effects of user characteristics (eg, age, experience, education, and health literacy) through the use of personas with respect to usability (effectiveness, efficiency, and satisfaction, according to ISO 9241-11 [3]) in the case of the Smart Angel connected medical device. This study provides a methodological contribution insofar as it revealed the differences in data collection between the NVS and the HLS-EU-Q16, thus demonstrating the importance of continuing research in the field of health literacy measurement tools. In addition, these results allow us to better understand the importance of the impact of technophilia among older people with a sufficient level of health literacy for usability.

The results of this study suggest 4 research prospects. First, the relevance of the personas method in the prototype evaluation phase has never been proven. This method is classically used in the design phase by designers (ergonomists, designers, engineers, and even future users) but more rarely used in an evaluation framework. To validate this method in this new context of use in the evaluation phase, it would be necessary to reproduce this study by adding a control group (ie, a group for whom the personas are not presented). Secondly, the training carried out by the researcher could be adapted according to the literacy levels of the participants. Indeed, the main difficulty in the use of a medical device is understanding the procedures, and this cannot be achieved if there is insufficient upstream training [59]. Training should certainly be adapted to the ages and literacy levels of the participants. Demonstration by the researcher may be sufficient for groups with adequate levels of health literacy. Conversely, for groups with inadequate or problematic levels of health literacy, further instruction should be considered. Third, the choice of questionnaire is a crucial step in measuring health literacy. Indeed, we observed a significant disparity in results between the HLS-EU-Q16 and the NVS. As already discussed, these 2 questionnaires do not appear to assess the same dimensions of health literacy. Further work is needed to understand what exactly is being assessed by each of the health literacy questionnaires. We believe that it is better to evaluate this skill with objective assessments. In the same way, it would have been interesting to perform objective measurements of technophilia.

Finally, beyond health literacy, it would now be appropriate to measure the level of eHealth literacy [20]. Unfortunately, there is no valid questionnaire in French on this subject. Thus, more systematic translations and adaptations of these tools should be considered in future studies.

Currently, as a result of this study, the Smart Angel device is in clinical trials where usability tests continue to be carried out in situ conditions.
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Abstract

Background: Psychological distress increases across adolescence and has been associated with several important health outcomes with consequences that can extend into adulthood. One type of technological innovation that may serve as a unique intervention for youth experiencing psychological distress is the conversational agent, otherwise known as a chatbot. Further research is needed on the factors that may make mental health chatbots destined for adolescents more appealing and increase the likelihood that adolescents will use them.

Objective: The aim of this study was to assess adolescents’ emotional reactions and likelihood of responding to questions that could be posed by a mental health chatbot. Understanding adolescent preferences and factors that could increase adolescents’ likelihood of responding to chatbot questions could assist in future mental health chatbot design destined for youth.

Methods: We recruited 19 adolescents aged 14 to 17 years to participate in a study with a 2×2×3 within-subjects factorial design. Each participant was sequentially presented with 96 chatbot questions for a duration of 8 seconds per question. Following each presentation, participants were asked to indicate how likely they were to respond to the question, as well as their perceived affective reaction to the question. Demographic data were collected, and an informal debriefing was conducted with each participant.

Results: Participants were an average of 15.3 years old (SD 1.00) and mostly female (11/19, 58%). Logistic regressions showed that the presence of GIFs predicted perceived emotional valence (β=−.40, P<.001), such that questions without GIFs were associated with a negative perceived emotional valence. Question type predicted emotional valence, such that yes/no questions (β=−.23, P=.03) and open-ended questions (β=−.26, P=.01) were associated with a negative perceived emotional valence compared to multiple response choice questions. Question type also predicted the likelihood of response, such that yes/no questions were associated with a lower likelihood of response compared to multiple response choice questions (β=−.24, P=.03) and a higher likelihood of response compared to open-ended questions (β=.54, P<.001).

Conclusions: The findings of this study add to the rapidly growing field of teen-computer interaction and contribute to our understanding of adolescent user experience in their interactions with a mental health chatbot. The insights gained from this study may be of assistance to developers and designers of mental health chatbots.

(JMIR Hum Factors 2021;8(1):e24343) doi:10.2196/24343
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Introduction

Background
Psychological distress is defined as emotional suffering, characterized by symptoms of depression (ie, sadness, disinterest) and anxiety (ie, tension, agitation) [1]. Longitudinal studies tracking trajectories of psychological distress suggest that they increase across adolescence among both boys and girls [2-4]. Psychological distress has been associated in both meta-analytic and longitudinal studies with important health outcomes such as tobacco use [5,6], drug use [6], and alcohol use [7], with consequences that can extend into adulthood. As such, any interventions aimed at assisting adolescents who may be dealing with psychological distress are of high social importance to reduce their suffering and the consequences associated with distress. One type of technological innovation that may serve as a unique intervention for youth experiencing psychological distress is the conversational agent, otherwise known as a chatbot. Chatbots are “machine conversation systems that interact with human users via natural conversational language” [8]. Mental health chatbots are not only increasingly accessible and affordable but may also offer services to individuals who might not seek care due to stigma, elevated cost, or discomfort related to face-to-face therapy [9]. Mental health chatbots have been developed for use among clinical [10,11] and nonclinical [12-14] adult populations. Studies have shown that chatbot users experience improvement in psychological well-being, and tend to find the bots helpful and trustworthy [11,12]. Chatbots geared toward mental health are not only capable of identifying individuals who experience psychological distress but can also help reduce this distress [15]. Furthermore, these agents tend to be rated positively on measures of empathy and alliance [16].

Although chatbots may be deemed more suitable to adolescents, who are more familiar with smartphones [17], most studies on user-chatbot interactions have focused on adults. Among the few studies evaluating mental health chatbots geared toward helping youth, several indicate that these chatbots are effective in the detection and reduction of stress [18], anxiety, and depression [12,13,19]. One study showed that those who consistently interacted with the chatbot seemed to benefit from it [14], suggesting that increasing the likelihood of adherence such as by making these chatbots pleasant to use would be critical in their effectiveness. As such, the focus of this study was to evaluate the factors that increase adolescents’ likelihood of responding to a mental health chatbot and which of its features they perceive more positively.

Related Research
Researchers have recognized the need for a better understanding of the behaviors and preferences of teens as they increasingly interact with technology [8] and, more specifically, chatbots [20,21]. A review of the literature on human-chatbot interaction highlighted the need for more user-centered research that aims to investigate how and why individuals choose to engage with a particular chatbot [22], as well as how they respond to it.

User experience includes perceptions and responses to the use of a product, as well as any emotions or preferences that occur during its use [23]. Personalizing a chatbot involves customizing its functionality, interface, and content to increase its relevance for an individual or group of individuals [24]. Adherence and engagement are essential to the success of mental health chatbots [25], as they are often associated with better outcomes [14,26]. A chatbot’s characteristics may play an important role in determining whether users will regularly interact with it, as well as whether their interaction will be a pleasant one [27]. The propensity of users to voluntarily share information about themselves is especially crucial for favorable outcomes in their interactions with mental health chatbots. Although the acceptability and effectiveness of these chatbots have been explored [28], little attention has been paid to their characteristics (eg, language, personality) and how they impact user experience.

Two studies that have comprehensively investigated user experience with mental health chatbots described the design and development process of iHelp, a chatbot that administers self-assessment scales and provides well-being information to adults [29]. The authors not only illustrated the design process but also reviewed the literature on user experience to outline a list of best practices for the design of chatbots in mental health care. Specifically, Cameron and colleagues [29] highlighted adapting the complexity of the chatbot’s language to target users, and varying the content and conversation through the use of GIFs as some of the best practices for mental health chatbots. An evaluation of iHelp’s usability revealed that participants appreciated its friendly and upbeat personality, and also enjoyed the use of GIFs [29]. A chatbot’s language and the use of graphics such as GIFs are only a few factors to consider when designing such technologies. Emojis, GIFs, and similar media can play a crucial role in determining the framework, sense, and direction of the conversation [25], and may also increase the social attractiveness and credibility of a chatbot [30].

Researchers are beginning to take interest in the effects of graphics on user interactions with mental health chatbots. Fadhil et al [25] showed that users preferred the use of emojis when the chatbot’s questions pertained to their mental health. Duijst [31] reported that participants generally had positive reactions to emojis in a customer service chatbot, suggesting that adding emojis to the chatbot’s dialogue may result in a more pleasant experience. However, some participants felt that combining emojis with a formal tone was strange and inconsistent. Indeed, younger users expressed a preference for a more casual tone, combined with just a few emojis. Adapting a chatbot’s language to its context and users is therefore crucial to improving rapport and user engagement [32]. For instance, chatbots that are expected to be empathic, such as mental health chatbots, may elicit a more positive response from users by communicating in a friendly tone [33,34]. In the context of mental health, where an empathic chatbot would be rated more positively than a less empathic chatbot [35], the use of professional or polite language may be too neutral, possibly leading users to perceive the chatbot as uncaring or indifferent.

Study Objectives
This study was designed to answer the following question: What are adolescent users’ reactions to questions posed by a mental
health chatbot? More specifically, the objective of this study was to evaluate adolescents’ preferences (i.e., emotional valence and likelihood of responding) regarding the formulation of questions that might be posed by a mental health chatbot. Preference is indicated by participants’ affective reactions and the likelihood of response to the chatbot’s statements. Given past research suggesting that individuals may prefer emojis and friendly tones in mental health chatbots, the questions presented to participants differed according to their tone (friendly or formal) and the presence of GIFs (present or absent). Questions also differed in type (yes/no, multiple response choice, or open-ended). These factors were chosen based on past research on mental health chatbots [24,36] as well as the fact that they are easily malleable factors that may improve user experiences. We hypothesized that adolescents would show a preference for questions including GIFs and those with a friendly tone. As the chatbot’s questions also differed according to their type (open-ended or closed), we sought to explore whether adolescents’ preferences would vary in response to question type.

Methods

Recruitment

Given that the goal of this study was to assess user preferences for mental health chatbot communication among community adolescents, 19 adolescents aged 14 to 17 years were recruited from the general population via flyers and Facebook advertisements. Participants were informed about the study aims and voluntary participation, and each participant was given compensation of a total value of US $23.74.

Design and Procedure

This in-lab study was performed using a 2x2x3 within-subjects factorial design; the factors were presence of GIF (present vs absent), question tone (friendly vs formal), and question type (open-ended vs yes/no vs multiple response choice). Eight main questions were composed (Multimedia Appendix 1), each addressing a different theme centered around general well-being, including mood, stress management, and peer pressure. Each question was modified according to different combinations of each factor, yielding 12 variations for each of the 8 main statements and thus generating a total of 96 questions. The specific topic of each question was maintained across the different variations to control for the effect of theme on users’ reactions. When comparing two levels of one experimental factor (e.g., GIF present vs GIF absent), the same question was used for both conditions. The questions and GIFs were developed and pretested by four experts who were experienced in chatbot development. In addition, two adolescents were asked to provide feedback on the proposed questions prior to testing, commenting on readability and understanding of the questions. Sixteen GIFs were evaluated and the final eight (one per main question) were chosen by an expert panel. Sample questions are shown in Figures 1 and 2.

Once participants had read and signed the consent form, a research assistant explained the study rationale and gave participants brief verbal instructions. Participants were told to imagine that the questions presented to them were posed by a chatbot that aims to converse with users about their general well-being. Detailed instructions appeared on the computer screen at the start of the study. Participants were encouraged to take their time and to ask questions as needed to ensure they understood the task. All participants were also asked to complete a trial round before beginning the study. Data collection began once participants demonstrated a clear understanding of the task. Each of the 96 questions was presented sequentially on a computer screen for a duration of 8 seconds. Following each presentation, participants were automatically redirected to a short questionnaire presented via Qualtrics (USA) and asked to indicate their likelihood of responding to the question they had just read, as well as their perceived affective reaction to the question. The order of the chatbot questions was randomized for each participant. To prevent participant fatigue, a short 2-minute video was played after each set of 32 questions for a total of two video breaks. At the end of the study, we collected demographic data through another online questionnaire presented via Qualtrics. Informal debriefing was conducted at the end of data collection, and participant feedback was solicited and noted. Data collection lasted between 60 and 90 minutes per participant. An illustration of the study procedure is shown in Figure 3. This study received ethics approval from the Research Ethics Board of HEC Montreal.

Figure 1. Sample question (friendly tone, open-ended, with GIF).

Exams can be so intense! How do you manage your stress?
**Perceived Emotional Valence**

The Self-Assessment Manikin scale is a 9-point nonverbal pictorial assessment tool used to measure the valence associated with one’s affective reactions to stimuli [37]. Valence responses range from sad (1) to happy (9), with lower scores indicating negative valence and higher scores indicating positive valence.

**Likelihood of Response**

Participants’ likelihood of responding to each question was measured with a 5-point Likert scale. Responses ranged from not at all likely (1) to very likely (5). See Multimedia Appendix 2 for the questionnaire used in this study.

**Statistical Analysis**

Due to the nonindependent nature of the observations (96 consecutive observations per participant), panel logistic regressions were performed to assess associations between the presence of a GIF, question type, question tone, and each...
outcome (likelihood of response and perceived valence). Tests were performed while controlling for age, sex, presence of GIF, question type, and tone. The outcome variables were treated as ordinal variables. Regressions were carried out using SAS (version 9.4) and a posthoc power analysis was performed in R. Power analyses revealed that statistical power for the effects of a GIF, question type, and tone on perceived valence was 85%, which is satisfactory, with an odds ratio of 1.35 ($\beta=.30$). These analyses also revealed that statistical power for the effects of a GIF, question type, and tone on likelihood of response was 96% with an odds ratio of 1.49 ($\beta=.40$).

**Results**

### Participant Demographics

Participants were an average of 15.3 years old (SD 1.00) and mostly female (11/19, 58%).

<table>
<thead>
<tr>
<th>Table 1. Ordinal logistic regression for factors associated with perceived emotional valence (N=19).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictor comparison</td>
</tr>
<tr>
<td>Presence vs absence (reference) of GIF</td>
</tr>
<tr>
<td>Friendly vs professional (reference) tone</td>
</tr>
<tr>
<td><strong>Question type</strong></td>
</tr>
<tr>
<td>Yes/No (reference) vs multiple response choice</td>
</tr>
<tr>
<td>Yes/No (reference) vs open-ended</td>
</tr>
<tr>
<td>Multiple response choice (reference) vs open-ended</td>
</tr>
</tbody>
</table>

### Perceived Emotional Valence

Question type significantly predicted perceived emotional valence, such that yes/no questions and open-ended questions were associated with a negative perceived emotional valence compared to multiple response choice questions. This suggests that participants had unpleasant affective reactions to yes/no and open-ended questions. Presence of a GIF also predicted perceived emotional valence, such that questions without GIFs were associated with a negative perceived emotional valence, suggesting that questions without GIFs were associated with negative affective reactions. Age group and sex (control variables) did not significantly predict emotional valence, and there was no statistically significant association between tone and perceived emotional valence (Table 1).

### Likelihood of Response

Question type significantly predicted the likelihood of response, such that yes/no questions were associated with a lower likelihood of response compared to multiple response choice questions and a higher likelihood of response compared to open-ended questions. Furthermore, multiple response choice questions were associated with a significantly higher likelihood of response compared to open-ended questions. Age group was a statistically significant predictor of likelihood of response ($\beta=1.61, P=.02$), whereas sex was not. Tone and presence of a GIF did not show statistically significant associations with likelihood of response (Table 2).

<table>
<thead>
<tr>
<th>Table 2. Ordinal logistic regression for factors associated with likelihood of response (N=19).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictor comparison</td>
</tr>
<tr>
<td>Presence vs absence (reference) of GIF</td>
</tr>
<tr>
<td>Friendly vs professional (reference) tone</td>
</tr>
<tr>
<td><strong>Question type</strong></td>
</tr>
<tr>
<td>Yes/No (reference) vs multiple response choice</td>
</tr>
<tr>
<td>Yes/No (reference) vs open-ended</td>
</tr>
<tr>
<td>Multiple response choice (reference) vs open-ended</td>
</tr>
</tbody>
</table>

**Discussion**

### Principal Findings

The objective of this study was to investigate adolescents’ preferences regarding question formulation in the context of mental health chatbots. We hypothesized that adolescents would favor questions including GIFs as well as those with a friendly tone. We were also interested in observing whether adolescents preferred certain types of questions over others. Consistent with previous research [36], our results indicate that adolescents’ self-reported affective reactions were significantly more positive in response to questions including GIFs compared to those without GIFs. With respect to question type, participants not only reported more positive affective reactions to multiple response choice questions compared to yes/no and open-ended questions but were also significantly more likely to respond to multiple response questions compared to other question types. The results show that the question features that elicited positive affective reactions did not necessarily lead to a high likelihood of response, and vice versa. For instance, although participants reacted positively to questions with GIFs, the inclusion of GIFs
had no statistically significant effect on the likelihood of response.

Participants’ informal verbal feedback provides us with a more nuanced understanding of their experiences and preferences. As reflected in our findings, anecdotal evidence suggests that participants expressed a liking for the inclusion of GIFs in the chatbot’s questions; although they found that GIFs added humor to certain questions, participants did not like all GIFs, and felt that some of these animated images were not relevant to the question with which they were paired. Thus, one possibility is that although participants reacted positively to the GIFs, such images may deter users from responding to certain questions if they are not deemed suitable to the chatbot’s question.

Concerning question type, participants expressed an appreciation for closed questions. Although participants felt that open-ended questions allow them to better express themselves without feeling restricted by predetermined response choices, adolescents found closed questions “easier to respond to.” Interestingly, despite the lack of statistically significant effects for question tone, participants shared positive reflections regarding the friendly tone. In fact, 10 participants specifically mentioned that they enjoyed the use of a friendly tone because it made the chatbot more “relatable” and “human-like,” and 5 participants explicitly stated that they disliked questions with a formal tone. Nevertheless, several participants informally stated that when the chatbot’s tone was overly friendly, it seemed as though the chatbot was “trying too hard.” Furthermore, two participants preferred the formal tone to the friendly one; indeed, these participants felt that the formal tone was more appropriate to the types of questions being posed, whereas the friendly tone gave them the impression that they were not being taken seriously by the chatbot.

User Experience and Mental Health Chatbots

The findings of this study help us better understand user experience while interacting with a mental health chatbot. The participants’ informal feedback highlights the variability within user preferences and reactions to the features of such chatbots. This variability has been observed in previous research. Yalcın and DiPaola [35] found that user interactions with M-Path, an empathic virtual agent, were not homogeneous. Furthermore, the authors observed that when participants showed more negative emotions, they rated the empathic agent more positively [35], thus illustrating an inconsistency in users’ affective reactions to and ratings of the chatbot. Gaining a better understanding of the function of emotion within user experience is crucial to comprehending user-chatbot interaction, as emotion is closely tied to user acceptance and satisfaction [38] and influences motivation for consumptive behavior [39]. Furthermore, design guidelines for chatbots are generally heterogeneous and largely based on common knowledge rather than on empirical evidence [25]. More often than not, existing chatbots in various domains fail to meet consumer expectations, leading to user frustration and discontinued chatbot use [22,40].

Adolescents are indeed a heterogeneous group in many respects and this heterogeneity can be illustrated by the different subcultures that exist among adolescents. Crutzen et al [41] suggest that “subculture-related differences should be taken into account while identifying user needs.” An individual’s personal characteristics also impact their preferences as well as their perceived value of and intention to use a given product. Therefore, to design successful products with specific target users, such as chatbots, developers should be guided by data from the user’s point of view [42].

Limitations

Several limitations should be considered in the interpretation of these results. The results of this study reflect adolescents’ reactions to potential questions posed by a mental health chatbot used in a voluntary fashion by community adolescents. Thus, these findings may not be generalizable to other chatbots such as customer service agents or mandatory use mental health chatbots. In addition, this study investigated only a few of the many features crucial to chatbot design. Moreover, the results may have been affected by decision fatigue, which can occur when sequential judgments need to be made within a certain time frame. Indeed, asking participants to make multiple ratings or to provide multiple responses in one session could impact subjective usability ratings [43]. However, we do not expect systematic biases in responding, given that the presentation of questions was random and video breaks were inserted into the study protocol. Breaks can be restorative and may “allow a return to original response levels” [44]. Lastly, although the questions and GIFs were pretested by experts, the pretest might have been more thorough if the questions had been pretested using quantitative methods (eg, rated by participants through a survey).

Conclusions and Future Research

In summary, this study evaluated adolescents’ perceived emotional reactions and likelihood of response to questions posed by a mental health chatbot. These findings add to the rapidly growing field of teen-computer interaction and contribute to our understanding of adolescent user experience in their interactions with a mental health chatbot. A follow-up study should explore which characteristics of GIFs (eg, humor, relevance, size) might play a role in the identified effects, and how user reactions may vary based on different GIFs and based on different questions posed (ie, the question themes). Future research might also observe users’ back and forth conversations with a prototypical chatbot to investigate design elements that increase user satisfaction and that prolong interaction with the chatbot. The insights gained from this study may be of assistance to developers and designers of mental health chatbots geared toward adolescents. Employing an iterative design process is key to the optimization of mental health chatbots, and evaluating factors that increase user self-disclosure, engagement, and adherence are crucial to the success of these chatbots.
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Abstract

Background: The COVID-19 pandemic has been accompanied by an infodemic, in which a plethora of false information has been rapidly disseminated online, leading to serious harm worldwide.

Objective: This study aims to analyze the prevalence of common misinformation related to the COVID-19 pandemic.

Methods: We conducted an online survey via social media platforms and a survey company to determine whether respondents have been exposed to a broad set of false claims and fact-checked information on the disease.

Results: We obtained more than 41,000 responses from 1257 participants in 85 countries, but for our analysis, we only included responses from 35 countries that had at least 15 respondents. We identified a strong negative correlation between a country’s Gross Domestic Product per-capita and the prevalence of misinformation, with poorer countries having a higher prevalence of misinformation (Spearman \( \rho = -0.72; P < .001 \)). We also found that fact checks spread to a lesser degree than their respective false claims, following a sublinear trend (\( \beta = .64 \)).

Conclusions: Our results imply that the potential harm of misinformation could be more substantial for low-income countries than high-income countries. Countries with poor infrastructures might have to combat not only the spreading pandemic but also the COVID-19 infodemic, which can derail efforts in saving lives.

(JMIR Hum Factors 2021;8(1):e23279) doi:10.2196/23279
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Introduction

COVID-19, caused by SARS-CoV-2 \cite{1}, has spread worldwide, becoming a global pandemic. Most preventive measures against the disease comprise individual behaviors, as therapeutics are under development and yet to be approved by national health agencies \cite{2}. Since such measures require individuals to change their behaviors according to validated information about the disease, effective communication of accurate information to the
public is critical for minimizing the pandemic’s impact. However, as observed previously in the context of the anti-vaccination movement [3], communicating accurate health-related information can be challenging. Moreover, social media can rapidly disseminate a piece of misinformation about the disease to millions of people. The amplifying nature of online platforms can threaten public health by creating an infodemic [4].

The COVID-19 infodemic has shown to be exceptionally harmful in the context of both individual and public health. For instance, misinformation has motivated people to attack and abuse health care workers [5]. There have been reports of eggs being thrown at nurses in Mexico [6] and Indian doctors being evicted from their houses under the belief that they were vectors of the disease [7]. An even worse event has occurred in Iran, where over a hundred people died and thousands became severely ill due to methanol poisoning [8]. The infodemic has also had negative consequences on the psychosocial health of various layers of society. Widespread misinformation has affected the global population by increasing levels of depression, anxiety, and posttraumatic stress disorder [9].

The negative health impact of the infodemic could also widen the already extensive world health literacy gap. People with low health literacy are more vulnerable to an infodemic, as they tend to have a limited ability to seek, comprehend, and evaluate health information from social media [10]. Research has found a strong relationship between health literacy and adverse health outcomes from infectious diseases [11]. Therefore, assessing the level of eHealth literacy on COVID-19 and understanding how the COVID-19 infodemic has spread worldwide are crucial efforts in the current pandemic [12].

Many of the infodemic’s claims have been locally fact-checked. However, debunking information does not spread effectively and rapidly enough through the global population, leading to misinformation and causing further harm in other parts of the world [13]. Prior research has shown that false news spreads faster than its factual counterparts [14]. Hence, misinformation could gain a strong foothold over their trustworthy counterparts, and the current COVID-19 infodemic might prove to be especially harmful, as it tackles health-related behaviors that could lead to life and death consequences.

To prevent the harm caused by misinformation, we have launched “Facts Before Rumors.” This has been a pre-emptive public communication campaign to combat COVID-19 misinformation by spreading fact-checked information from countries that have seen false information earlier to regions that have not necessarily seen the same piece of information yet. Our campaign’s distinguishing feature is that the current project is proactively propagating validated responses to claims seen in other countries and regions, thereby pre-emptively suppressing the dissemination of false health information. Alongside our campaign, we have also conducted a survey-based study to quantify the infodemic’s reach worldwide. Specifically, we investigated the public exposure to false claims and fact-checked information across different world regions. We present our findings in the following sections.

Methods

After identifying more than 200 claims about COVID-19 that had been fact-checked in China, duplicated claims, rumors not related to health (eg, political conspiracies), and claims addressing local topics were removed. Two Chinese-speaking researchers were involved in this process. In total, 11 pieces of misinformation addressing health-related behaviors were chosen:

1. Hot: The virus will only spread in cold, dry weather and does not survive in hot, humid weather.
2. Sauna: Hot baths or saunas can reduce the chances of getting infected with COVID-19.
3. Drink: Drinking water or tea frequently will cure a COVID-19 infection.
4. Mask: Microwave, steam, blow-dry, or spray alcohol to clean used face masks.
5. Garlic: Garlic, ginger, onion, sesame oil, probiotics, herbal remedies, or aromatherapy can prevent the infection.
6. Dryer: Hot air dryers can kill the virus.
7. Salt: Gargling with salt water, vinegar, or saline nose rinse can eliminate the virus.
8. Age: Only certain age groups, races, and ethnicities are vulnerable to the virus.
9. Test: You can test yourself for COVID-19 by holding your breath for 10 seconds.
10. Eggs: Eating eggs every day can cure the virus.
11. Bleach: Spraying alcohol or chlorine over your body will kill the virus.

We conducted a large-scale online survey via Pollfish, a survey company, and personal social media channels. The respondents were recruited via convenience sampling, given the large-scale nature of the study. Pollfish conducts surveys by randomizing its delivery to the targeted populations via mobile apps. Respondents were compensated with nonmonetary incentives such as extra lives in a game or access to premium content. As per the documentation, Pollfish has partnerships with over 120,000 app providers and is present in over 160 countries worldwide. We obtained more than 41,000 responses from 1257 unique individuals residing in 85 countries between early April and mid-May 2020.

In our study, we asked whether participants have seen the chosen claims, whether they believed that exposing fact-checked information of those claims would be beneficial to their community, and whether these claims have been either confirmed or denied by official sources. The respondents also reported their perceived financial and health status, alongside various demographic questions, such as sex and age. For analysis, we only included 35 countries that had at least 15 respondents to eliminate noisy and biased observations for those countries.

Participant recruitment relied on the survey platform’s methodology, and the only demographic control added was age (ie, older than 18 years). To the survey question “How would you rate your financial status?” participants on average reported a similar level of perceived financial status near the response category “fair” among “very poor,” “poor,” “fair,” “good,” and “excellent,” (mean 0.268, median 0, when converted to a 5-point
Bipolar scale). Hence, we consider that respondents from distinct countries belong to similar economic classes. We report the demographic distribution of survey participants in Table 1.

Table 1. Demographic attributes of survey participants (N=1257).

<table>
<thead>
<tr>
<th>Demographic attributes</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>499 (39.70)</td>
</tr>
<tr>
<td>Male</td>
<td>750 (59.67)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (0.63)</td>
</tr>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>399 (31.74)</td>
</tr>
<tr>
<td>25-34</td>
<td>422 (33.57)</td>
</tr>
<tr>
<td>35-44</td>
<td>282 (22.43)</td>
</tr>
<tr>
<td>44-54</td>
<td>97 (7.71)</td>
</tr>
<tr>
<td>55-64</td>
<td>48 (3.81)</td>
</tr>
<tr>
<td>≥65</td>
<td>9 (0.70)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>521 (41.45)</td>
</tr>
<tr>
<td>University or college</td>
<td>409 (32.53)</td>
</tr>
<tr>
<td>Graduate school or more</td>
<td>327 (26.01)</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
</tr>
<tr>
<td>Very poor</td>
<td>14 (1.11)</td>
</tr>
<tr>
<td>Poor</td>
<td>42 (3.34)</td>
</tr>
<tr>
<td>Fair</td>
<td>205 (16.30)</td>
</tr>
<tr>
<td>Good</td>
<td>616 (49.01)</td>
</tr>
<tr>
<td>Very good</td>
<td>380 (30.23)</td>
</tr>
<tr>
<td><strong>Financial status</strong></td>
<td></td>
</tr>
<tr>
<td>Very poor</td>
<td>47 (3.74)</td>
</tr>
<tr>
<td>Poor</td>
<td>169 (13.44)</td>
</tr>
<tr>
<td>Fair</td>
<td>531 (42.24)</td>
</tr>
<tr>
<td>Good</td>
<td>420 (33.41)</td>
</tr>
<tr>
<td>Excellent</td>
<td>90 (7.16)</td>
</tr>
</tbody>
</table>

Results

Although some false claims were geographically confined, our survey revealed that many false claims recurred across different countries and languages, highlighting the far-reaching power of the infodemic.

For instance, the claim stating that eating eggs every day could cure the disease has primarily spread across Asia. In contrast, the claim stating that SARS-CoV-2 would only spread under cold and dry weather was seen (in its entirety or partly) by more than 82% of our total respondents across all continents.

When comparing the exposure to false claims across countries, we found that countries with lower gross domestic product per capita, which are likely much more vulnerable to the disease itself, tend to exhibit higher rates of exposure to false claims (see Figure 1; Spearman $\rho=-0.72; P<.001$). Our observation indicates that these false claims could particularly hit countries or groups of people with limited access to information even harder, compounding the finding that poorer countries are more vulnerable to communicable diseases [15].
Figure 1. Exposure rate of the selected 11 claims across different countries. Results are shown for countries with at least 15 survey participants. The x-axis indicates the log of GDP per capita of different countries. The countries in the increasing order of GDP per capita are Ethiopia, Nepal, Pakistan, Cambodia, Bangladesh, Kenya, India, Nicaragua, Nigeria, Egypt, Philippines, Indonesia, Sri Lanka, Azerbaijan, South Africa, Thailand, Cuba, Brazil, Turkey, Russia, Argentina, Romania, Chile, Venezuela, Estonia, Bahrain, South Korea, Italy, the United Kingdom, the United Arab Emirates, Canada, Germany, Finland, Sweden, and the United States. The y-axis indicates the average percentage of claims that respondents had seen (ie, mean exposure to claims in a country). GDP: gross domestic product.

Figure 2 depicts the average exposure rates for the eleven claims for the top and bottom five countries ranked by gross domestic product per capita. It exemplifies how different rumors have distinct spread patterns worldwide. Unlike the actual disease, which first invaded richer countries, the infodemic that follows it is attacking, via the well-connected internet communities, vulnerable countries the most.

Our results also indicated that those countries with a higher incidence of false claims have also had a substantial amount of fact checks debunking this information. However, this relationship is sublinear; for an increase of 1% in citizens seeing our selected claims, marginally more than half ($\beta=.64$) of them would have also been presented with debunking information. Therefore, countries most affected by the COVID-19 misinformation rapidly encounter false information that is not fact-checked by official sources at the same rate. This is a concern as people are less active in seeking personal health strategies [16].

Furthermore, people who had been previously exposed to COVID-19 claims perceived a more significant benefit in sharing fact-checked information of claims (Pearson $r=0.44$; $P<.001$). This means that campaigns such as ours would be viewed as valuable, particularly in countries currently experiencing misinformation at a higher degree.

Discussion

Our results highlight that low-income countries may be at a higher risk of exposure to misinformation and be disadvantaged by the COVID-19 infodemic during the global pandemic. Fact-checked information does not propagate at the same speed as false information, and therefore, countries most affected by the infodemic should also have a higher incidence of unchecked information. Our results warrant a pre-emptive strategy for busting misinformation and indicate a higher demand for localized fact checks in these countries and a public belief, especially in low-income countries, that fact-checking campaigns can benefit their local community.
The analysis presented in this study has some limitations. Although we conducted a large-scale survey to quantify the spread of misinformation in different countries, our sample was not necessarily representative of the target countries’ population. Additionally, our survey covered respondents from 35 countries, and our analysis did not consider other parts of the world. Moreover, we have included 11 health-related false claims that circulated online in China during the pandemic’s infancy. Future work could address a broader range of rumors, such as from political topics, as we have chosen to not tackle them in this study. We have also not obtained information about how respondents were exposed to claims, such as through social media platforms or traditional media.

In spite of the aforementioned limitations, the current analysis results have yielded interesting and useful insights into the spread of misinformation across different countries of the world. As future work, we plan to propagate our campaign to a broader audience in more countries to suppress the infodemic proactively and extend our results from this and upcoming studies to more representative samples and other demographic variables.
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Abstract

Background: Few intensive care unit (ICU) staffing studies have examined the collaboration structures of health care workers (HCWs). Knowledge about how HCWs are connected to the care of critically ill patients with COVID-19 is important for characterizing the relationships among team structures, care quality, and patient safety.

Objective: We aimed to discover differences in the teamwork structures of COVID-19 critical care by comparing HCW collaborations in the management of critically ill patients with and without COVID-19.

Methods: In this retrospective study, we used network analysis methods to analyze the electronic health records (EHRs) of 76 critically ill patients (with COVID-19: n=38; without COVID-19: n=38) who were admitted to a large academic medical center, and to learn about HCW collaboration. We used the EHRs of adult patients who were admitted to the COVID-19 ICU at the Vanderbilt University Medical Center (Nashville, Tennessee, United States) between March 17, 2020, and May 31, 2020. We matched each patient according to age, gender, and their length of stay. Patients without COVID-19 were admitted to the medical ICU between December 1, 2019, and February 29, 2020. We used two sociometrics—eigencentrality and betweenness—to quantify HCWs’ statuses in networks. Eigencentrality characterizes the degree to which an HCW is a core person in collaboration structures. Betweenness centrality refers to whether an HCW lies on the path of other HCWs who are not directly connected. This sociometric was used to characterize HCWs’ broad skill sets. We measured patient staffing intensity in terms of the number of HCWs who interacted with patients’ EHRs. We assessed the statistical differences in the core and betweenness statuses of HCWs and the patient staffing intensities of COVID-19 and non–COVID-19 critical care, by using Mann-Whitney U tests and reporting 95% CIs.

Results: HCWs in COVID-19 critical care were more likely to frequently work with each other (eigencentrality: median 0.096) than those in non–COVID-19 critical care (eigencentrality: median 0.057; P<.001). Internal medicine physicians in COVID-19 critical care had higher core statuses than those in non–COVID-19 critical care (P=.001). Nurse practitioners in COVID-19 care had higher betweenness statuses than those in non–COVID-19 care (P<.001). Compared to HCWs in non–COVID-19 settings,
the EHRs of critically ill patients with COVID-19 were used by a larger number of internal medicine nurse practitioners \( (P < .001) \), cardiovascular nurses \( (P < .001) \), and surgical ICU nurses \( (P = .002) \) and a smaller number of resident physicians \( (P < .001) \).

**Conclusions:** Network analysis methodologies and data on EHR use provide a novel method for learning about differences in collaboration structures between COVID-19 and non–COVID-19 critical care. Health care organizations can use this information to learn about the novel changes that the COVID-19 pandemic has imposed on collaboration structures in urgent care.

(JMIR Hum Factors 2021;8(1):e25724) doi:10.2196/25724
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**Introduction**

The COVID-19–Associated Hospitalization Surveillance Network has reported that the overall cumulative COVID-19 hospitalization rate in the United States is 199.8 people per 100,000 people for the week that ended October 24, 2020 [1]. Additionally, between 5% and 12.2% of patients aged <60 years and between 27.4% and 70.9% of patients aged ≥60 years have required intensive care due to deteriorating respiratory conditions [2-4]. Health care organizations (HCOs) have been exploring various approaches (eg, the creation of COVID-19 intensive care units [ICUs] and the extension of existing ICUs) for satisfying the increasing medical needs of critically ill patients with COVID-19 [5-7]. Various staffing strategies and protocols for the care of critically ill patients with COVID-19 have been developed [8-10]. These strategies belong to three ICU staffing model categories—open, closed, and hybrid. In an open model, many different medical staff members manage patients in ICUs. In contrast, the closed model limits the staffing system to ICU-certified physicians (eg, intensivists). The hybrid model draws upon the aspects of the open and closed models by staffing ICUs with an attending physician and a team so that they can work in tandem with primary physicians.

ICU staffing (eg, the assignment of patients to a set of health care workers [HCWs]) can impact care quality and patient safety [11-13]. As such, HCOs need to be mindful of how they assess collaborations among HCWs to properly care for critically ill patients with COVID-19. However, COVID-19 ICU staffing strategies are designed at a very high level (eg, team scheduling). Therefore, they neglect the cross-disciplinary connections among HCWs. Gaining knowledge on how HCWs connect and collaborate can improve teamwork, which in turn may improve care quality and patient safety [14].

Few studies have investigated the collaboration structures of COVID-19 critical care [15], but to the best of our knowledge, none have examined the collaborations among HCWs. As such, there is a limited amount of explicitly documented evidence about cross-disciplinary (eg, internal medicine physicians, respiratory therapists, and cardiovascular nurses) collaboration in COVID-19 critical care. HCOs need this information to manage teamwork and improve care quality and patient safety during the pandemic. In this study, we used network analysis methods to learn about the collaboration structures of COVID-19 critical care. We specifically investigated how HCWs are connected in the context of providing care to critically ill patients with COVID-19. One of the challenges in modeling the connections among HCWs in the ICU is their complexity (eg, cooperation among multidisciplinary HCWs). In this study, we learned about the collaborations among multidisciplinary HCWs by analyzing electronic health record (EHR) systems. EHR systems provide an environment that aids with teamwork (eg, the exchange of health information among HCWs). This can help HCOs with offering more accurate, detailed, and timely information, which would result in the delivery of higher quality care [16,17]. As EHR adoption has spread, the proportion of HCW activities (eg, the review of notes, requests for x-rays, and the management of medication) that involve EHRs has increased [18,19]. Thus, interactions with EHRs provide an opportunity for studying the collaborations among HCWs [20-24].

We conducted a secondary analysis on EHR use to learn about the collaborations among HCWs. We created networks by identifying connections among HCWs who conducted activities with the EHRs of the same patients on the same day.

We used two sociometrics—eigencentrality and betweenness centrality—to measure the core and betweenness status of an HCW in the collaboration network. Eigencentrality characterizes the degree to which an HCW is a core person in collaboration structures. Betweenness centrality refers to whether an HCW lies on the path of other HCWs who are not directly connected. An HCW who has a broad skill set and cares for a wide spectrum of patients could frequently be in a high-betweenness position.

We analyzed data on EHR system use in the Vanderbilt University Medical Center, which is a large academic medical center in Nashville, Tennessee that created its COVID-19 unit in the middle of March 2020. The high density of clinical ICU data and large volume of EHR activities for each ICU patient episode allow for the investigation of HCW collaboration in the management of critically ill patients before and during the COVID-19 pandemic.

We learned about the collaboration structures in COVID-19 critical care by comparing structures that were associated with the management of critically ill patients with and without COVID-19.

**Methods**

**Data Set**

We screened for adult patients who were admitted to the COVID-19 ICU between March 17, 2020, and May 31, 2020. We matched each patient with COVID-19 with an adult patient...
without COVID-19 who was admitted to the medical ICU (MICU) between December 1, 2019, and February 29, 2020, via propensity score matching.

The propensity score was based on age, gender, and patients’ length of stay. The distribution of the COVID-19 and non–COVID-19 groups’ propensity scores is depicted in Multimedia Appendix 1. The Pearson correlation coefficient between the two distributions was 0.93; the associated $P$ value was <.001. This proved that the variance in the confounding factors between the two patient groups was very small. We focused on patients who were alive at discharge because their hospital stays were relatively complete. This process yielded a sample of 76 critically ill adult patients—38 with COVID-19 and 38 without COVID-19. In total, 3 patients with COVID-19 required multiple ICU stays. For this study, we randomly selected one stay for each of these patients. Table 1 provides a summary of the demographic characteristics, comorbidities, and outcomes of the investigated patients with and without COVID-19.

### Table 1. Characteristics of the critically ill patients in this study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients with COVID-19$^a$</th>
<th>Patients without COVID-19$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (IQR; SD)</td>
<td>54 (47-66; 14)</td>
<td>54 (49-64; 12)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>15 (39)</td>
<td>15 (39)</td>
</tr>
<tr>
<td>Male</td>
<td>23 (61)</td>
<td>23 (61)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>22 (58)</td>
<td>32 (84)</td>
</tr>
<tr>
<td>African American</td>
<td>6 (16)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (16)</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay (days), median (IQR; SD)</td>
<td>13.5 (6.50-18.75; 10)</td>
<td>13.5 (7.50-19.00; 9)</td>
</tr>
<tr>
<td><strong>Hospital discharge disposition, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>29 (76)</td>
<td>24 (63)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (24)</td>
<td>14 (37)</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>19 (50)</td>
<td>33 (87)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>14 (37)</td>
<td>23 (61)</td>
</tr>
<tr>
<td>Renal disease</td>
<td>19 (50)</td>
<td>22 (58)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>10 (26)</td>
<td>16 (42)</td>
</tr>
<tr>
<td>Chronic metabolic disease</td>
<td>14 (37)</td>
<td>18 (47)</td>
</tr>
<tr>
<td>Chronic lung disease</td>
<td>9 (24)</td>
<td>17 (45)</td>
</tr>
</tbody>
</table>

$^a$Patients with COVID-19 were admitted to the intensive care unit between March 17, 2020, and May 31, 2020.

$^b$Patients without COVID-19 were admitted to the medical intensive care unit between December 1, 2019, and February 29, 2020.

The study population had several notable aspects. First, we noticed that there was a disproportionate number of males. Second, while there were more self-reported White patients than patients of other races, the number of White patients in the COVID-19 group was substantially smaller than that in the non–COVID-19 group. Third, patients without COVID-19 had a high incidence of comorbidities; specifically, patients without COVID-19 exhibited the six comorbidities that are common in patients with COVID-19 (ie, those reported by the COVID-19–Associated Hospitalization Surveillance Network) [1]. Fourth, the majority of patients from the two groups (with COVID-19: 29/38, 76%; without COVID-19: 24/38, 63%) were discharged home.

### Study Design

The analysis consisted of two primary components. First, we used network analysis methods to learn about the HCW networks that were involved in the management of critically ill patients. Second, we statistically compared and contrasted the network structures in COVID-19 and non–COVID-19 settings.
Modeling HCW Networks

We analyzed the actions that HCWs performed with patients’ EHRs to measure worker-worker connections. There are six types of HCW actions, including condition-related (eg, assigning a diagnosis), procedure-related (eg, intubation), medication-related (eg, prescriptions), note-related (eg, writing progress notes), order-related (eg, ordering laboratory tests), and measurement-related (eg, measuring respiratory rate) actions.

Research has shown that a 1-day window is enough to capture the meaningful, collaborative relationships among HCWs [20-23]. Therefore, we assumed that there was a connection between two HCWs who interacted with the same patient’s EHR on the same day. We built a network in which the nodes represented HCWs and the edges indicated the number of days that two HCWs performed actions on the EHRs of the same patients. We built one network for critically ill patients with COVID-19 and another for patients without COVID-19.

The nodes in the COVID-19 and non–COVID-19 networks were defined as follows:

\[ Z_{\text{COVID-19}} = \{z_1, z_2, \ldots, z_p\} (1) \]
\[ Z_{\text{Non–COVID-19}} = \{z'_1, z'_2, \ldots, z'_q\} (2) \]

To better interpret the networks, we used an HCW’s specialty (eg, respiratory care) and type (eg, respiratory therapist) to label each node. We combined these factors to define expertise (ie, “specialty: type”; eg, respiratory care: respiratory therapist). Expertise in the COVID-19 and non–COVID-19 networks were defined as follows:

\[ \text{EXP}_{\text{COVID-19}} = \{\text{exp}_1, \text{exp}_2, \ldots, \text{exp}_p\} (3) \]
\[ \text{EXP}_{\text{Non–COVID-19}} = \{\text{exp}'_1, \text{exp}'_2, \ldots, \text{exp}'_q\} (4) \]

In equations 1-4, Z and EXP were used to describe the composition of COVID-19 or non–COVID-19 networks.

In each network, we used two sociometrics—eigenvector centrality and betweenness centrality—to quantify an HCW’s core and betweenness status in the network, respectively. We used Gephi (ie, an open-source network analysis and visualization software package) [25] to calculate eigenvector centrality and betweenness centrality values.

Eigencentrality characterizes the degree to which an HCW is densely connected to other HCWs who are also densely connected with other HCWs. A high-eigencentrality HCW is likely to be a core person who actively works with other HCWs when performing actions on EHRs. An example HCW network with eigencentrality values is shown in Multimedia Appendix 2.

The betweenness centrality of an HCW refers to the number of shortest paths between two other HCWs that pass through the HCW in question. An HCW with a broad skill set who cares for a wide spectrum of patients could frequently be in a high-betweenness position. An example HCW network with betweenness centrality values is shown in Multimedia Appendix 2.

Eigencentrality and Betweenness in COVID-19 and Non–COVID-19 Networks

We investigated whether differences in the eigencentrality and betweenness of COVID-19 and non–COVID-19 critical care structures were statistically significant at the network and expertise levels. The network-level comparison was conducted by assessing the network as a whole (ie, COVID-19 vs non–COVID-19 networks), while an expertise-level comparison was conducted for each expertise (eg, internal medicine physicians). Since eigencentrality and betweenness are not Gaussian distributed, we conducted a Mann-Whitney U test with a significance level of \( \alpha = 0.05 \). The tests for expertise included at least 8 HCWs and involved Bonferroni correction to account for multiple hypotheses.

Patient Staffing Intensity in COVID-19 and Non–COVID-19 Settings

We defined the set of inpatient stays in COVID-19 and non–COVID-19 settings as follows:

\[ S_{\text{COVID-19}} = \{s_1, s_2, \ldots, s_m\} (5) \]
\[ S_{\text{Non–COVID-19}} = \{s'_1, s'_2, \ldots, s'_n\} (6) \]

Since each inpatient stay (ie, \( s_i \)) can last for more than 1 day, we defined the jth day of a stay as \( s_{ij} \) (ie, 1\( \leq j \leq l_{ij} \)). \( l_{ij} \) represents the last day of a patient’s hospital stay (ie, \( s_{ij} \)). For \( s_{ij} \), we calculated the number of HCWs (ie, \( Ns_{ij,\text{exp}_k} \)) who interacted with the EHRs of patient \( i \) on day \( j \). For each inpatient stay (ie, \( s_{ij} \)), we calculated the average number of HCWs in each expertise category (ie, \( \text{exp}_k \)) who interacted with the EHRs of the same patient on each day, as follows:

\[
\text{EXP}_{\text{COVID-19}} = \{\text{exp}_1, \text{exp}_2, \ldots, \text{exp}_p\} (3) \]
\[
\text{EXP}_{\text{Non–COVID-19}} = \{\text{exp}'_1, \text{exp}'_2, \ldots, \text{exp}'_q\} (4) \]

In equation 7, \( l_{ij} \) refers to the length of hospital stay (ie, the total number of hours between the start and end times of an inpatient stay divided by 24 hours). Since each inpatient stay may start and end at different times of the day, \( l_{ij} \) may be different from \( l_{ij} \). Daily patient staffing intensity was defined as an expertise-level value (ie, \( \text{EXP}_{\text{COVID-19}} \)).

To learn about the differences in the daily patient staffing intensities of COVID-19 and non–COVID-19 critical care, we conducted a set of tests. Specifically, for each investigated expertise (eg, internal medicine nurse practitioners), we tested whether critically ill patients with COVID-19 required a significantly higher daily patient staffing intensity than critically ill patients without COVID-19. We focused on the 20 expertise categories with the highest mean daily staffing intensity values in COVID-19 and non–COVID-19 critical care and used the Mann-Whitney U test, which had a Bonferroni-corrected significance level of \( 0.05 \).

We also assessed the differences in the overall patient staffing intensities of COVID-19 and non–COVID-19 critical care in terms of the number of HCWs who were involved in the management of a patient. Overall staffing intensity was defined as the number of HCWs who interacted with the EHRs of a...
patient with or without COVID-19. Our hypothesis was as follows: critically ill patients with COVID-19 require a significantly higher overall staffing intensity than critically ill patients without COVID-19. We tested this hypothesis by using the Mann-Whitney U test, which had a Bonferroni-corrected significance level of .05.

Results

HCW Characteristics

The number of HCWs, types of HCWs, specialties, and expertise categories in COVID-19 and non–COVID-19 critical care was 759 and 1331, 24 and 24, 92 and 128, and 133 and 207, respectively. These values indicated that patients without COVID-19 required more expertise, specialties, and HCWs. A possible reason for this is that critically ill patients without COVID-19 were admitted to the MICU for a wide range of major conditions. With regard to patient-level values, COVID-19 and non–COVID-19 critical care consisted of 79.5 and 88.2 HCWs, 9.8 and 10.6 types of HCWs, 23.0 and 27.1 departments, and 29.2 and 34.0 expertise categories, respectively. The patient-level values for COVID-19 and non–COVID-19 critical care were highly similar.

Figure 1 illustrates the union of the 10 COVID-19 and non–COVID-19 critical care expertise categories with the largest proportion of HCWs. It can be seen that, aside from residents and registered nurses with myelosuppression expertise, the COVID-19 setting had higher percentages of different types of HCWs than the non–COVID-19 setting. These results demonstrate how the Vanderbilt University Medical Center assigned full-time, nontrainee HCWs to the task of managing critically ill patients with COVID-19 and reduced the number of residents during the COVID-19 pandemic.

Figure 1. The expertise categories with the largest number of health care workers in the COVID-19 and non–COVID-19 settings. There are 11 expertise categories shown, which correspond to the union of the top 10 expertise categories in COVID-19 (ie, excluding nurses with myelosuppression expertise) and non–COVID-19 (ie, excluding COVID-19 unit nurses) critical care. Each expertise is reported in the following format: “specialty: health care worker type.” MICU: medical intensive care unit.

There were no registered nurses with myelosuppression expertise in the COVID-19 setting. Upon further analysis, we found 4 patients with COVID-19 and cancer, but none were in need of invasive intervention at the time of their care.

Eigencentrality and Betweenness

Figure 2 presents the HCW networks in COVID-19 and non–COVID-19 critical care from eigencentrality and betweenness perspectives. In the figure, it can be seen that the majority of HCWs in the COVID-19 network are larger in size (ie, higher eigencentrality) than those in the non–COVID-19 network. This indicates that HCWs are much more highly and densely connected in the COVID-19 network than those in the non–COVID-19 network. We performed a test to measure the differences in eigencentrality between the COVID-19 and non–COVID-19 networks. The results indicated that the two networks had significantly different median eigencentrality values (COVID-19: 0.096; non–COVID-19: 0.057; P < .001).
Figure 2. A depiction of the health care worker eigencentrality (A) and betweenness (B) in COVID-19 and non–COVID-19 networks. C and D show the subnetworks of internal medicine physicians and nurse practitioners in the COVID-19 and non–COVID-19 networks, respectively. In A and C, eigencentrality directly correlated with the size of the corresponding node. In B and D, betweenness centrality directly correlated with the size of the corresponding node. The legend in the figure shows the 10 expertise categories with the largest number of health care workers in the combined network (ie, both the COVID-19 and non–COVID-19 networks). MICU: medical intensive care unit.

After removing expertise categories that had less than 8 HCWs, we performed pairwise tests on the remaining 12 expertise categories. The results of these tests are provided in Table S1 in Multimedia Appendix 3. There were several notable findings. First, we observed that internal medicine physicians in the COVID-19 network had higher eigencentrality values than those in the non–COVID-19 network ($P=.001$). Figure 2 also shows the subnetworks of internal medicine physicians in the COVID-19 and non–COVID-19 networks from an eigencentrality perspective. From the figure, it can be seen that internal medicine physicians in the COVID-19 network were connected with each other, while those in the non–COVID-19
network were separated. Second, the resident physicians in the non–COVID-19 network had higher eigencentrality values than those in the COVID-19 network ($P=0.02$). Figure 3 shows that there were many residents across the entire non–COVID-19 network. However, the number of residents was much smaller in the COVID-19 network.

**Figure 3.** (A) The subnetworks of resident physicians in the COVID-19 and non–COVID-19 networks. (B) The subnetworks of internal medicine physicians and nurse practitioners in the COVID-19 and non–COVID-19 networks. Eigencentrality directly correlated with the size of the corresponding node in both A and B.

There were no significant differences in the betweenness of the two networks (COVID-19 network: median 0.002; non–COVID-19 network: median 0.003; $P=0.22$). However, nurse practitioners in the COVID-19 network had significantly higher betweenness values than those in the non–COVID-19 network ($P<0.001$). The complete set of test results for expertise categories with nonsignificantly different betweenness values is provided in Table S2 in Multimedia Appendix 3. Figure 2 also shows the subnetworks of nurse practitioners in the COVID-19 and non–COVID-19 networks from a betweenness perspective. From the figure, it can be seen that nurse practitioners had a larger number of connections in the COVID-19 network than those in the non–COVID-19 network. In Figure 2, it can also be seen that nurse practitioners are in the central part of the COVID-19 network and serve as connective bridges between other HCWs. Given that betweenness reflects an HCW’s access to a wide spectrum of patients, a nurse practitioner in the COVID-19 collaboration structure can build connections among HCWs who are not directly connected. Internal medicine physicians and nurse practitioners were the core of the COVID-19 network. As shown in Figure 3, these two types of HCWs had a larger number of connections in the COVID-19 care setting than those in the non–COVID-19 setting.

**Differences in Patient Staffing Intensity**

In total, 41,903 (mean 1103) actions were performed with the EHRs of patients with COVID-19 and 44,131 (mean 1161) actions were performed with the EHRs of patients without COVID-19. There were no statistically significant differences in the number of actions performed with the EHRs of patients with and without COVID-19 ($P=0.32$). The differences in the number of expertise categories and HCWs who performed actions on the EHRs of critically ill patients with and without COVID-19 were also not significant (expertise categories: $P=0.08$; HCWs: $P=0.19$). The complete set of results is provided in Table S3 in Multimedia Appendix 4.

Table 2 shows the differences in the patient staffing intensities of COVID-19 and non–COVID-19 critical care for each expertise category. The union of 20 COVID-19 and 20 non–COVID-19 expertise categories yielded 24 categories.
Table 2. Differences in the daily average patient staffing intensities of COVID-19 and non–COVID-19 critical care. A Bonferroni-corrected P value of .002 was used as the null hypothesis rejection threshold.

<table>
<thead>
<tr>
<th>Expertise category</th>
<th>Staffing intensity, mean (SD)</th>
<th>Staffing intensity, median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital nurse practitioners: nurse practitioner</td>
<td>1.81 (0.19)</td>
<td>0.27 (0.10)</td>
<td>1.76 (1.37)</td>
</tr>
<tr>
<td>Medical Center East(^a): registered Nurse</td>
<td>0.78 (0.08)</td>
<td>0.21 (0.07)</td>
<td>0.69 (0.70)</td>
</tr>
<tr>
<td>Cardiovascular intensive care unit: registered Nurse</td>
<td>0.26 (0.05)</td>
<td>0.01 (0.01)</td>
<td>0.18 (0.37)</td>
</tr>
<tr>
<td>Internal medicine: nurse practitioner</td>
<td>0.33 (0.05)</td>
<td>0.06 (0.02)</td>
<td>0.23 (0.30)</td>
</tr>
<tr>
<td>Surgical intensive care unit: registered nurse</td>
<td>0.17 (0.04)</td>
<td>0.03 (0.02)</td>
<td>0.09 (0.29)</td>
</tr>
<tr>
<td><strong>Non–COVID-19 categories</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine house staff: resident physician</td>
<td>0.18 (0.06)</td>
<td>1.56 (0.15)</td>
<td>0 (0.07)</td>
</tr>
<tr>
<td>Emergency medicine: resident physician</td>
<td>0.06 (0.03)</td>
<td>0.27 (0.05)</td>
<td>0 (0.05)</td>
</tr>
<tr>
<td><strong>Categories that were not statistically significant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical Center East(^a): technician</td>
<td>0.23 (0.03)</td>
<td>0.10 (0.04)</td>
<td>0.22 (0.19)</td>
</tr>
<tr>
<td>Hematology oncology: physician</td>
<td>(3.54 \times 10^{-3})</td>
<td>0.22 (0.08)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Emergency medicine: physician</td>
<td>0.27 (0.06)</td>
<td>0.53 (0.10)</td>
<td>0.11 (0.43)</td>
</tr>
<tr>
<td>Pharmacy inpatient (central): pharmacist</td>
<td>0.12 (0.03)</td>
<td>0.21 (0.03)</td>
<td>0.06 (0.14)</td>
</tr>
<tr>
<td>Pharmacy inpatient (evening): pharmacist</td>
<td>0.16 (0.03)</td>
<td>0.24 (0.03)</td>
<td>0.12 (0.28)</td>
</tr>
<tr>
<td>Infectious disease: physician</td>
<td>0.05 (0.03)</td>
<td>0.18 (0.05)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Internal medicine: physician</td>
<td>1.14 (0.13)</td>
<td>0.60 (0.11)</td>
<td>0.92 (1.12)</td>
</tr>
<tr>
<td>Medical intensive care unit: registered nurse</td>
<td>1.19 (0.13)</td>
<td>0.95 (0.10)</td>
<td>1.03 (0.91)</td>
</tr>
<tr>
<td>Radiology: physician</td>
<td>0.30 (0.04)</td>
<td>0.38 (0.04)</td>
<td>0.27 (0.34)</td>
</tr>
<tr>
<td>Nephrology: physician</td>
<td>0.14 (0.05)</td>
<td>0.26 (0.10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Allergy/pulmonary: physician</td>
<td>0.80 (0.11)</td>
<td>0.94 (0.12)</td>
<td>0.65 (0.82)</td>
</tr>
<tr>
<td>Pharmacy inpatient operations manager: pharmacist</td>
<td>0.14 (0.02)</td>
<td>0.21 (0.04)</td>
<td>0.11 (0.13)</td>
</tr>
<tr>
<td>Pharmacy inpatient satellite operating room: pharmacist</td>
<td>0.20 (0.04)</td>
<td>0.15 (0.03)</td>
<td>0.11 (0.38)</td>
</tr>
<tr>
<td>Respiratory care: respiratory therapist</td>
<td>0.74 (0.11)</td>
<td>0.89 (0.14)</td>
<td>0.60 (0.87)</td>
</tr>
<tr>
<td>Emergency services: registered nurse</td>
<td>0.15 (0.05)</td>
<td>0.17 (0.05)</td>
<td>0.07 (0.18)</td>
</tr>
<tr>
<td>Pharmacy inpatient (evening): pharmacy technician</td>
<td>0.26 (0.05)</td>
<td>0.28 (0.05)</td>
<td>0.16 (0.36)</td>
</tr>
<tr>
<td>Cardiovascular medicine: physician</td>
<td>0.21 (0.04)</td>
<td>0.18 (0.03)</td>
<td>0.15 (0.37)</td>
</tr>
</tbody>
</table>

\(^a\)Medical Center East is the building where we created the COVID-19 unit. Before the creation of the COVID-19 unit, nurses in this building cared for critically ill patients without COVID-19.
There was a larger number of internal medicine nurse practitioners, cardiovascular ICU registered nurses, and surgical ICU registered nurses who performed daily actions on the EHRs of critically ill patients with COVID-19 compared to the number of those who performed daily actions on the EHRs of patients without COVID-19. In contrast, the EHRs of patients without COVID-19 were managed by a larger number of resident physicians (ie, those with medicine and emergency medicine expertise). These differences were statistically significant (Table 2).

We also found that expertise categories were not statistically different in terms of daily patient staffing intensity. Such categories included radiology physicians, nephrology physicians, pulmonary/allergy physicians, emergency medicine physicians, MICU registered nurses, and respiratory therapists.

**Discussion**

**Principal Findings**

There are no universal guidelines for HCW staffing in ICUs. To date, ICU staffing studies have focused on organization models (eg, open, closed, and hybrid models), and few have examined collaborations among HCWs. In this study, we used a novel method for learning about collaborations among HCWs and building corresponding networks. We measured eigencentrality and betweenness centrality to quantify the core and betweenness statuses of HCWs and identify several significant differences between the COVID-19 and non–COVID-19 network structures. Differences in the collaboration structures between the two networks mirrored those in intentional strategic planning structures across the health care system. For instance, there was a significant difference ($P<.001$) in the number of resident physicians between the COVID-19 and non–COVID-19 structures because our medical center assigned full-time, nontrainee HCWs to the management of critically ill patients with COVID-19. This mirrors resident protection strategies that were implemented during the outset of the COVID-19 pandemic by the National Graduate Medical Education. Figure 3 shows the subnetworks of resident physicians in the COVID-19 and non–COVID-19 networks. It can be seen that the non–COVID-19 network has a larger resident network than the COVID-19 network, and the connections between residents are more complex than those in the COVID-19 network. This suggests that resident physicians are highly active with respect to the management of critically ill patients in a non–COVID-19 setting.

Beyond collecting data on basic strategic planning methods (ie, the reduction of the number of residents) in the management of critically ill patients with COVID-19, we also learned about the aspects of collaboration structures that are important for the management of teamwork but are not explicitly documented in existing ICU staffing plans. We found that internal medicine physicians and nurse practitioners in the COVID-19 collaboration structure were more active (ie, high eigencentrality or betweenness) than those in the non–COVID-19 collaboration structure. As shown in Figure 3, internal medicine physicians and nurse practitioners connected more frequently in the COVID-19 network than those in the non–COVID-19 network. This phenomenon suggests that they are core members in collaborations that relate to the management of critically ill patients with COVID-19.

Combining knowledge on connections among HCWs with their eigencentrality and betweenness values in the collaboration network can assist HCOs with designing and developing more specific staffing strategies, which can potentially improve care quality and patient outcomes. The network analysis methodologies and team structures that are depicted in our retrospective study can be used in a prospective setting. Our COVID-19 and non–COVID-19 networks can be used to identify the characteristics of a newly established or modified team. For instance, if a COVID-19 ICU has plans for creating a team to care for the increasing number of patients, the eigencentrality and betweenness centrality of each HCW and the HCW relationships that we learned about in our COVID-19 network can be used as evidence for identifying the characteristics of the newly created team. The team creators can evaluate the leadership (ie, eigencentrality), robustness (ie, betweenness), and familiarity (ie, the strength of the relationships between HCWs) of the newly established team. They can also dynamically add or remove an HCW from the created team and measure changes in leadership, robustness, and familiarity, which will help team creators with finding their desired team.

**The Scope of This Study and Its Limitations**

In this study, we did not investigate temporal networks or team dynamics, which are essential to HCOs that monitor and manage team dynamics. However, researchers can use the network analysis methodologies that were developed in our study to identify temporal networks, such as daily, weekly, or monthly networks. They can also use the sociometrics that we developed to quantify changes in temporal network structures. For instance, HCOs can use our network analysis methodologies to temporally measure the relationships among internal medicine physicians, nurse practitioners, and residents; and quantify the weekly, monthly, and yearly changes in these relationships.

There are several limitations in this study that should be recognized. These limitations serve as opportunities for further investigation. First, this study was based on a small number of critically ill patients with COVID-19. Although our sample had sufficient power for analyzing the differences in the eigencentrality, betweenness, and patient staffing intensities for several types of HCWs in COVID-19 and non–COVID-19 critical care, a larger volume of data is needed to obtain statistically meaningful results. Second, comorbidities could have impacted team structures; however, matching the comorbidities between patients with and without COVID-19 can lead to certain risks. According to our observations, matching comorbidities between patients with and without COVID-19 can be used in a prospective setting. Our COVID-19 and non–COVID-19 team structures that are depicted in our retrospective study can be used to identify the characteristics of the newly created team. The team creators can evaluate the leadership (ie, eigencentrality), robustness (ie, betweenness), and familiarity (ie, the strength of the relationships between HCWs) of the newly established team. They can also dynamically add or remove an HCW from the created team and measure changes in leadership, robustness, and familiarity, which will help team creators with finding their desired team.
COVID-19 and medical ICUs, which allowed for some degree of variance in comorbidities. Third, the characteristics of the COVID-19 structures that we learned about during this single-center study could provide HCOs with reference data for assessing their own COVID-19 ICU structures. However, our medical center is an institution that intentionally developed a nurse practitioner–centered organizational structure. This should be considered when interpreting our results and findings. To learn about general COVID-19 ICU collaboration structures, researchers need to conduct analyses that account for multiple HCOs. Fourth, there was a lack of standard terminology for characterizing HCO departments and the roles of HCWs. Although there are taxonomies for describing clinician specialties [26-28], these tend to neglect the nonphysicians who play vital roles in the management of patients. It is clear that common data models for department names and HCW types would improve the quality of our study and assist other institutions with using our methodology. Fifth, we assumed that two HCWs would have a connection when they performed actions on the EHRs of patients. Although such an assumption can help with identifying collaboration relationships between HCWs, it may also have resulted in the identification of many spurious relationships.

Conclusion
HCOs have been planning and refining their staffing strategies to provide more efficient and effective care to patients with COVID-19. However, there are few efficient methodologies for assessing the execution of collaboration structures in practice, especially those for assessing the cross-disciplinary connections among HCWs. In this study, we demonstrated how data on the use of a large academic medical center’s EHR system could be used to learn about the collaboration structures in COVID-19 critical care (ie, through network analysis methodologies). HCOs can use our network analysis approaches and data on eigencentrality, betweenness, and patient staffing intensities to characterize HCW roles in collaboration networks during the COVID-19 pandemic or future events. Furthermore, research on how HCWs are connected has created an opportunity for studying the relationships among team structures, care quality, and patient safety.
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Abstract

Background: Mobile eHealth apps are important tools in personal health care management. The Patient Journey app was developed to inform patients with musculoskeletal disorders during their perioperative period. The app contains timely information, video exercises, and functional tasks. Although the Patient Journey app and other health apps are widely used, little research is available on how patients appreciate these apps.

Objective: The primary aim of this study was to evaluate the user-friendliness of the Patient Journey app in terms of its usability and the attitudes of users toward the app. The secondary aim was to evaluate positive and negative user experiences.

Methods: A web-based questionnaire was sent to 2114 patients scheduled for surgery for a musculoskeletal disorder. Primary outcomes were usability (measured with the System Usability Scale) and user attitudes regarding the Patient Journey app (assessed with the second part of the eHealth Impact Questionnaire). The secondary outcomes were evaluated with multiple choice questions and open-ended questions, which were analyzed via inductive thematic content analyses.

Results: Of the 940 patients who responded, 526 used the Patient Journey app. The usability of the app was high (System Usability Scale: median 85.0, IQR 72.5-92.5), and users had a positive attitude toward the Information and Presentation provided via the app (eHealth Impact Questionnaire: median 78.0, IQR 68.8-84.4). The app did not adequately improve the users’ confidence in discussing health with others (eHealth Impact Questionnaire: median 63.9, IQR 50.0-75.0) or motivation to manage health (eHealth Impact Questionnaire: median 61.1, IQR 55.6-72.2). Three core themes emerged regarding positive and negative user experiences: (1) content and information, (2) expectations and experiences, and (3) technical performance. Users experienced timely information and instructions positively and found that the app prepared and guided them optimally through the perioperative period. Negative user experiences were overly optimistic information, scarcely presented information about pain (medication), lack of reference data, insufficient information regarding clinical course deviations and complications, and lack of interaction with clinicians.

Conclusions: The Patient Journey app is a usable, informative, and presentable tool to inform patients with musculoskeletal disorders during their perioperative period. The qualitative analyses identified aspects that can further improve the user experiences of the app.

(JMIR Hum Factors 2021;8(1):e20694) doi:10.2196/20694
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Introduction

eHealth and mobile health (mHealth) tools have the potential to enhance the quality of health care and to reduce health care costs [1]. Consequently, the use of eHealth and mHealth can play an important role in supporting personal health management by encouraging healthy behavior and improving adherence and self-management [2,3]. mHealth can have additional value because only a limited amount of medical information can correctly be remembered after a consultation, and mHealth apps can be used at any time and any place [4-6]. This can enhance information recall and adherence to health instructions [5,7,8]. Furthermore, recent research shows that education provided to patients through their smartphone may improve their levels of knowledge, medication or treatment adherence, satisfaction, and clinical outcomes, as well as having a positive effect on health care economics [9].

Previous research showed that the use of mHealth apps is well appreciated by users during the perioperative period in different health care settings [10,11]. Reported advantages are the patient’s sense of being looked after, enhancement of patient-centered care, cost-effectiveness, and the increased efficiency of health care services [10,11]. However, to date, the user experiences of health care apps for the perioperative guidance of musculoskeletal surgeries have not yet been evaluated.

Based on these advantages, we evaluated the user experience of a widely used mHealth app called the Patient Journey app for patients with musculoskeletal disorders. The app provides timely information, exercises tailored to the condition and recovery, and functional tasks. The app was developed with the assumption that it addresses the patients’ needs better at specific time points and improves self-management compared to traditionally provided information.

Even though the app is widely used by over 100 hospitals and clinics in more than 20 countries, evidence about how patients appreciate this app is not yet available. Before an effectiveness study can be performed, the user-friendliness of the app needs to be assessed. Therefore, the primary aim of this study was to evaluate the user-friendliness in terms of usability and the attitudes of users toward the app. The secondary aim was to explore positive and negative user experiences.

Methods

Study Design

This was a cross-sectional user-friendliness study using digital surveys. The study was approved by the local medical ethics committee of Vrije Universiteit Amsterdam (VCWE-2017-005). All patients provided digital informed consent prior to participating in the study.

Recruitment

Participants were recruited in a multidisciplinary clinic (Kliniek Viasana). Patients were eligible if they were older than 18 years and undergoing surgery for a musculoskeletal disorder. All patients were routinely informed about the app by the medical team, a brochure, and a banner in the waiting room. Patients were included if they used the Patient Journey app during their operative period and completed the web-based survey.

The Patient Journey App

The template of the Patient Journey app was developed by Interactive Studios [12]. The content was developed specifically for the various health care paths in the clinic by the medical team and can be downloaded for free on a mobile device. The app aims to provide optimal patient information and to improve adherence and self-management.

The different health care paths in the app included total hip replacement, knee replacement, anterior cruciate ligament reconstruction, knee arthroscopy, high tibial osteotomy, lumbar discectomy, rotator cuff repair, acromioplasty, femoral osteotomy, patellar stabilization, Morton neuroma, hallux valgus/rigidus, exostosis, and talocrural arthrodesis. The app is divided into 5 categories: (1) general information about the clinic and the surgeons, (2) preoperative medical and practical information (eg, medical information and anatomy, preoperative exercises, procedures), (3) information about the stay in the hospital (eg, information about possible complications, medication, sleep), and (5) information about the rehabilitation process (eg, exercises, functional instructions). App users can decide to receive push notifications. All health care paths contained specific videos with exercises and functional instructions. An example of the user app interface is presented in Figure 1.
Data Collection
Eligible participants were invited by email. The email contained a link to the digital survey. Data were collected by MailPlus (Spotler), a program designed to manage surveys [13]. Eligible participants who did not complete the survey after 1 week received an electronic reminder. Completion of the survey took approximately 15 to 20 minutes.

Primary Outcome Measurements
The primary outcomes were (1) usability and (2) specific attitude of eHealth users toward the app. Usability was measured with the System Usability Scale (SUS) [14,15]. The SUS is a reliable and robust 10-item questionnaire and scores on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree) [14,16]. The total SUS score (0 to 100) can be interpreted as not acceptable (0-64), acceptable (65 to 84), or excellent (85 to 100) [17,18]. The attitude of eHealth users toward the app was measured with part 2 of the eHealth impact questionnaire (eHIQ), which includes 3 subscales: (1) Confidence and identification (9 items), (2) Information and presentation (8 items), and (3) Understanding and motivation (9 items) [19]. The eHIQ uses a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). Confidence and Identification measures to what extent using the app has affected the confidence of app users in discussing and managing their health with others and whether individuals could identify with others who use the app [19]. Information and Presentation measures the ease of use from the user’s perspective [19]. Understanding and Motivation measures whether respondents felt reassured, understood their condition, and felt motivated to manage their health [19]. We transformed the total scores for each subscale to a scale of 0 to 100. A score of 65 or higher was considered as a positive attitude with higher scores representing a more positive attitude toward the app [20,21]. All subscales have good internal consistency, test-retest reliability, and construct validity (Cronbach α=.88-.90) [19,20].

Secondary Outcome Measurements
The secondary outcomes were positive and negative user experiences. These were measured by overall satisfaction with the app, most appreciated and used parts of the app, satisfaction with the amount of information provided, whether the app was recommendable, reusability, supportiveness, and strengths and limitations of the app. Satisfaction with the app was evaluated with a numeric rating scale ranging from 0 (absolutely not satisfied) to 10 (absolutely satisfied). The most appreciated and used parts of the app and the amount of information provided were evaluated with multiple choice questions. Supportiveness, whether the app was recommendable, and reusability were measured with a 5-point Likert scale. Supportiveness was defined as the extent to which the respondent felt that the app was supportive in addition to the information given by health professionals and ranged from 1 (very poor) to 5 (excellent). Whether the app was recommendable was defined as ranging from 1 (not recommendable) to 5 (highly recommendable). Reusability was defined as the extent to which the respondent would use the app again if they had another surgery and ranged from 1 (not recommendable) to 5 (highly recommendable).
from 1 (strongly disagree) to 5 (strongly agree). Strengths and limitations were gathered via open-ended questions.

**Statistical Analysis**

Descriptive analyses were performed to present patient characteristics and user-friendliness outcomes. Data were checked for normality using the Q-Q plots, histograms, and the Kolmogorov-Smirnov test. For the primary outcomes, significant differences between the different health care paths were tested by 1-way analysis of variance with Tukey posthoc tests (for continuous variables with a normal distribution) or the Kruskal-Wallis H test with Dunn posthoc tests (for continuous variables with a violation of normality). Posthoc Bonferroni correction was applied for multiple comparisons. For all statistical tests, $\alpha=.05$ was used to determine statistical significance. All analyses were performed in SPSS (version 25.0; IBM Corporation). The positive and negative user experiences of the app were analyzed by descriptive statistics. The thematic content analysis was inductive which means that no preexisting theory was imposed on the analysis. Two investigators reviewed the entire data set independently to get familiar with the responses. Subsequently, they coded the data independently and generated themes in a consensus meeting. In a second meeting (SJW, GGMSP, MWC), consensus was reached.

**Results**

**Study Population**

The survey was sent to 2114 possible participants, of whom 940 (46.7%) responded, 271 (13.4%) declined to participate, and 903 (39.9%) did not respond (Figure 2). Of the 940 participants who responded, 526 (56.0%) had used the app during their perioperative period.

The median age of the app users was 59.0 years (IQR 50.0-66.0), and 267 (50.8%) were female. Table 1 shows the patient characteristics of the app users and the number of participants in the different health care paths. More people who used the app were younger ($P<.001$), more educated ($P=.01$), and more frequently in paid employment ($P<.001$) compared to those who did not use the app.
Table 1. Patient characteristics of app users.

<table>
<thead>
<tr>
<th>Variable</th>
<th>App users (n=526)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>259.0 (49.2)</td>
</tr>
<tr>
<td>Female</td>
<td>267.0 (50.8)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>59.0 (50.0-66.0)</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low (lower vocational education)</td>
<td>124.0 (23.6)</td>
</tr>
<tr>
<td>Middle (high school or secondary vocational education)</td>
<td>227.0 (43.2)</td>
</tr>
<tr>
<td>High (higher professional education and/or university)</td>
<td>175.0 (33.2)</td>
</tr>
<tr>
<td>Duration of symptoms before surgery in months, median (IQR)</td>
<td>22.0 (7.0-36.0)</td>
</tr>
<tr>
<td>Paid employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>320.0 (60.8)</td>
</tr>
<tr>
<td>No</td>
<td>206.0 (39.2)</td>
</tr>
<tr>
<td>Health care paths, n (%)</td>
<td></td>
</tr>
<tr>
<td>Total hip replacement</td>
<td>89.0 (16.9)</td>
</tr>
<tr>
<td>Knee replacement</td>
<td>164.0 (31.2)</td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction</td>
<td>56.0 (10.6)</td>
</tr>
<tr>
<td>Knee arthroscopy</td>
<td>47.0 (8.9)</td>
</tr>
<tr>
<td>High tibial osteotomy</td>
<td>23.0 (4.4)</td>
</tr>
<tr>
<td>Lumbar discectomy</td>
<td>17.0 (3.2)</td>
</tr>
<tr>
<td>Rotator cuff repair</td>
<td>30.0 (5.7)</td>
</tr>
<tr>
<td>Acromioplasty</td>
<td>14.0 (2.7)</td>
</tr>
<tr>
<td>Rest group*</td>
<td>86.0 (16.3)</td>
</tr>
</tbody>
</table>

*Rest group includes shoulder arthroplasty, femoral osteotomy, patellar stabilization, Morton neuroma, hallux valgus/rigidus, exostosis, talocrural arthrodesis.

Primary Outcomes
Participants rated the app as highly usable (SUS: median 85.0, IQR 72.5-92.5; Table 2; Figure 3), and they had positive attitudes regarding information and presentation (eHIQ Information and Presentation: median 78.1, IQR 68.8-84.4; Table 3, Figure 4a). No significant differences between different health care paths were observed for usability ($\chi^2_8=15.5, P=.07$).

Table 2. System Usability Scale scores (0 to 100).

<table>
<thead>
<tr>
<th>Health care paths (n=526)</th>
<th>Usability, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total hip replacement (n=89)</td>
<td>85.0 (71.3-95.0)</td>
</tr>
<tr>
<td>Knee replacement (n=164)</td>
<td>85.0 (72.5-95.0)</td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction (n=56)</td>
<td>80.0 (70.6-85.0)</td>
</tr>
<tr>
<td>Knee arthroscopy (n=47)</td>
<td>82.5 (75.0-90.0)</td>
</tr>
<tr>
<td>High tibial osteotomy (n=23)</td>
<td>87.5 (77.5-95.0)</td>
</tr>
<tr>
<td>Lumbar discectomy (n=17)</td>
<td>87.5 (71.3-91.3)</td>
</tr>
<tr>
<td>Rotator cuff repair (n=30)</td>
<td>87.5 (77.5-95.0)</td>
</tr>
<tr>
<td>Acromioplasty (n=14)</td>
<td>90.0 (78.8-98.1)</td>
</tr>
<tr>
<td>Rest group* (n=86)</td>
<td>85.0 (72.5-97.5)</td>
</tr>
<tr>
<td>Total group</td>
<td>85.0 (72.5-92.5)</td>
</tr>
</tbody>
</table>

*Rest group includes shoulder arthroplasty, femoral osteotomy, patellar stabilization, Morton neuroma, hallux valgus/rigidus, exostosis, talocrural arthrodesis.
### Table 3. Attitude toward the app (eHealth Impact Questionnaire, 0 to 100).

<table>
<thead>
<tr>
<th>Health care paths (n=526)</th>
<th>Confidence and Identification, median (IQR)</th>
<th>Information and Presentation, median (IQR)</th>
<th>Understanding and Motivation, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total hip replacement (n=89)</td>
<td>63.9 (50.0-72.2)</td>
<td>78.1 (71.9-84.4)</td>
<td>61.1 (52.8-72.2)</td>
</tr>
<tr>
<td>Knee replacement (n=164)</td>
<td>66.7 (52.8-80.6)</td>
<td>78.1 (52.8-80.6)</td>
<td>66.7 (56.3-77.8)</td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction (n=56)</td>
<td>55.6 (45.1-66.7)</td>
<td>73.4 (66.4-78.1)</td>
<td>55.6 (47.9-63.9)</td>
</tr>
<tr>
<td>Knee arthroscopy (n=47)</td>
<td>52.8 (38.9-63.9)</td>
<td>75.0 (68.8-81.3)</td>
<td>58.3 (50.0-58.3)</td>
</tr>
<tr>
<td>High tibial osteotomy (n=23)</td>
<td>61.1 (47.2-69.4)</td>
<td>78.1 (68.8-84.4)</td>
<td>61.1 (58.3-69.4)</td>
</tr>
<tr>
<td>Lumbar discectomy (n=17)</td>
<td>58.3 (55.6-75.0)</td>
<td>75 (70.3-82.8)</td>
<td>61.1 (56.3-78.5)</td>
</tr>
<tr>
<td>Rotator cuff repair (n=30)</td>
<td>62.5 (50.0-77.8)</td>
<td>79.7 (68.8-87.5)</td>
<td>63.9 (57.6-72.2)</td>
</tr>
<tr>
<td>Acromioplasty (n=14)</td>
<td>75.0 (70.1-77.8)</td>
<td>82.8 (75.0-87.5)</td>
<td>69.4 (61.8-84.7)</td>
</tr>
<tr>
<td>Rest group (n=86)a</td>
<td>63.9 (50.0-72.2)</td>
<td>78.1 (68.8-84.4)</td>
<td>61.1 (55.6-69.4)</td>
</tr>
<tr>
<td>Total group</td>
<td>63.9 (50.0-75.0)</td>
<td>78.1 (68.8-84.4)</td>
<td>61.1 (55.6-72.2)</td>
</tr>
</tbody>
</table>

*aRest group includes shoulder arthroplasty, femoral osteotomy, patellar stabilization, Morton neuroma, hallux valgus/ rigidus, exostosis, talocrural arthrodesis.*
Participants stated that using the app did not increase their confidence in discussing and managing health with others and their feeling of identification with others (eHIQ Confidence and Identification: median 63.9, IQR 50.0-75.0; Table 3, Figure 4a). They did not feel more reassured, did not understand their condition better, and did not feel more motivated to manage their health by using the app (eHIQ Understanding and Motivation: median 61.1, IQR 55.6-72.2; Table 3, Figure 4c). Significant differences between the various health care paths were found for the Confidence and Identification subscale ($\chi^2_8=44.6, P<.001$), Information and Presentation ($\chi^2_8=17.3, P=.03$), and Understanding and Motivation ($\chi^2_8=35.4, P<.001$) subscales (Table 4). Posthoc Bonferroni comparisons showed that participants who underwent anterior cruciate ligament reconstruction scored lower than participants who underwent knee replacement ($P<.001$) or acromioplasty ($P=.03$), and similarly, participants who underwent knee arthroscopy scored lower than participants who underwent knee replacement ($P<.001$) or acromioplasty ($P=.02$) on the Confidence and Identification subscale. Participants who underwent an anterior cruciate ligament reconstruction ($P<.001$) or a knee arthroscopy ($P=.03$) scored lower than people who underwent a knee replacement on the Understanding and Motivation subscale.
Table 4. Comparison results of the health care paths.

<table>
<thead>
<tr>
<th>Health care path comparison</th>
<th>$P$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Confidence and identification</td>
</tr>
<tr>
<td>Difference between the health care paths</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Bonferroni posthoc analysis</td>
<td></td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction vs knee replacement</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Anterior cruciate ligament reconstruction vs acromioplasty</td>
<td>.03</td>
</tr>
<tr>
<td>Knee arthroscopy vs knee replacement</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Knee arthroscopy vs acromioplasty</td>
<td>.02</td>
</tr>
</tbody>
</table>

*Not tested because there was no difference between the health care paths.

Secondary Outcomes

App users reported a median score of 9.0 (IQR 8.0-9.0) for overall satisfaction with the app. The delivery of timely information (244/526, 46.4%) and the exercise videos (135/526, 25.7%) were the most appreciated parts of the app; 93% (475/526) would recommend the app to other patients, 86.1% (453/526) found the app supportive in addition to the information given by health professionals, and 87.3% (459/526) found the amount of information exactly enough. They appreciated the information about the stay in the hospital the least and the preoperative information the most (Multimedia Appendix 1).

The results of the inductive thematic content analyses are shown in Table 5. Important strengths related to the theme content and information were the clear information and instructions, timely information, and clear videos with exercises and instruction. Participant 219 wrote, “I knew exactly which exercises or activities I was able to perform each day.” Limitations belonging to this theme were that information about complications and pain medication use was lacking, an abnormal clinical course was scarcely presented, and information was not completely in line with the information provided by the medical specialist and not always up to date. Participant 293 wrote: “I found the timeline too optimistic and the information given was based on a protocol that did not fit with my situation.” Participant 27 responded, “I missed information about pain medication use.” Important strengths related to the theme expectations and experiences were the guidance and preparation for the surgery and rehabilitation, additional supervision and the usefulness of the app. Participant 377 responded, “The app helps you what you may expect and when.” Participant 30 wrote, “The app gave me the confidence in the journey.” Experienced limitations were that the app was not entirely personalized and missed reference data from peers. Participant 52 stated, “Adding comparisons with others could provide more confidence in my personal recovery.” Participant 373 wrote, “Recovery is based on the average patient and not the individual one.” Strengths regarding the theme technical performance were the simplicity of downloading the app and receiving of push notifications. Patient 379 wrote, “I liked the easy way in which push notifications could be switched on and off.” Limitations were that the app sometimes jumped back and did not continue with the current phase, interaction with clinicians and access to personal electronic health records. Participant 195 stated, “It would be nice to have insight in my personal health records and the possibility to ask questions via the app.”
Principal Results

We aimed to evaluate user-friendliness in terms of usability and attitudes of users toward the Patient Journey app. The secondary aim was to evaluate positive and negative user experiences. Indicated as the main findings, the usability of the Patient Journey app scores excellent and users have positive attitudes toward the Information and Presentation provided via the app. However, the app did not adequately improve confidence in discussing health with others and motivation to manage health. These outcomes differed between the various health care paths with lower scores in the anterior cruciate ligament reconstruction path and knee arthroscopy path. Most users would recommend the app to other patients and found the app supportive in addition to the information given by health professionals.

The results of the thematic analyses provided insight into potential reasons why the Confidence and Identification and Motivation subscale scores were below the recommended value [20,21]. Lack of personalized information, protocols based on the average patient, no interaction with clinicians, and missing reference data of peers were potential reported explanations. Previous research showed that the usage of interactive systems, videoconferencing sessions, and phone counseling favors in improving physical function, disability, and pain in comparison to conventional methods of information delivery following total knee and hip replacement [23]. Adding advanced telerehabilitation functions, such as including personal logs with appointments and a more personalized prognosis, or chat interactions with a physician or physiotherapist could probably increase a positive attitude of users toward the app.

Moreover, overly optimistic information, the scarcity of information about pain medication use, and how to act in case of a complication or deviation of the described clinical course could have led to the lower scores on the Confidence and Identification and Understanding and Motivation scales. Recent studies have shown that mHealth apps are promising tools in the guidance of pain control and opioid use and are effective in reducing pain medication intake [24,25]. It is therefore assumed that implementing pain measurements and content how to reduce pain medication intake into the app could reinforce a positive attitude of users toward the app.

An interesting finding is that participants who underwent an anterior cruciate ligament reconstruction and knee arthroscopy scored more negative on the Confidence and Identification and the Understanding and Motivation scale compared to other specific health care paths. Additional post hoc analyses revealed that participants in these groups were significantly younger than the other participants. Previous research also showed that middle-aged and older users pay more attention to their health issues and are more motivated to take action by using mHealth to avoid illness and stay healthy [26]. Therefore, we assume that younger patients are more confident in their capabilities, less motivated to manage their health, and less focused on specific health management.

Furthermore, following an intensive guided rehabilitation program after anterior cruciate ligament reconstruction could lead to higher levels of motivation and a better understanding of their condition. This may reduce the need for an app.

Comparison With Prior Work

Although the Patient Journey app is widely used and implemented, no previous study has assessed its user-friendliness. Other research described the user-friendliness of various types of mHealth interventions having dissimilar purposes in different health care settings [27-32]. These studies [27-32] also demonstrated that mHealth apps are highly feasible and acceptable to users. No previous studies assessed the user-friendliness of mHealth tools for the perioperative period for musculoskeletal surgery. A recent systematic review [10] evaluated patients’ experiences on the use of perioperative mHealth apps; these authors found that mHealth can serve as an important tool for patient engagement in education about
their condition and procedure. Moreover, mHealth apps can reduce inconsistencies between information given by health care providers [10]. Although the information provided and instructions were one of the strengths of the Patient Journey App, our qualitative analysis showed that the information provided was not always in line with that provided by the medical specialist. Comparable with our findings, reported weaknesses for perioperative mHealth use were patients’ lack of confidence, lack of personalized information, and often overly optimistic information which could lead to an overestimation of the patients’ course [10]. The timely information as provided by the Patient Journey app helps people to comprehend information and has positive effects on the patients’ levels of knowledge, satisfaction, clinical outcomes, and health care economics [9].

A general strength and important motivator for mHealth users is the accessibility of specific information that could increase knowledge about their condition [31,33]. Nevertheless, an important concern regarding trustworthiness is that this information is not always up-to-date and valid [31]. Other important factors in line with those in previous research are the lack of personalization, peer support, and integration of functionalities that enhance the interaction with clinicians [30,31]. To increase the relevance of app use, it is preferable that mHealth apps include diverse functions that enable patients to personalize and tailor them to meet their needs [31]. Furthermore, peer support can enhance patient socialization by providing social support, and facilitating 2-way communication with clinicians could increase patient engagement and therefore seems to be a great promise of mHealth [31,34]. In contrast to our findings, mHealth apps for patients with chronic diseases can increase feelings of managing health-related behavior by making users feel more reassured and empowered [27,31]. Most of our participants, however, did not feel more confident in managing their health by using the Patient Journey App. Potential differences could be explained by the type of participants (people with chronic diseases versus people with musculoskeletal disorders scheduled for surgery) and engagement in self-management (people who undergo musculoskeletal surgery may have less need to be engaged in self-management, especially during the stay in the hospital compared to patients with chronic health issues) [27,31]. Patients who are highly engaged in self-management experience the use of mHealth apps as more beneficial than others [31].

Limitations
This study has several limitations. First, the number of participants in the different health care paths varied, and this could have led to imprecise results in health care paths with small sample sizes. Second, we used inductive thematic content analyses based on open-ended questions for the secondary outcomes. Semistructured interviews could have helped to define areas that could be further explored and would have given more detailed information about some themes [35]. The representativeness of the study might be biased as participants who used the app were statistically significantly younger (P<.001), higher educated (P=.01), and had more paid jobs (P<.001) compared to those who did not use the app. Moreover, most of our participants belonged to the middle-age group. It is unclear whether the results would have been different in younger or older age groups as different age groups may have different experiences of app usability and different expectations for how apps should function [26].

Despite these limitations, we believe that this study does provide novel insights into the user-friendliness of the mHealth app in the perioperative musculoskeletal period and that the results are of clinical importance for app users, clinicians, mHealth app developers, and researchers.

Conclusion
The Patient Journey app is a usable, highly informative, and presentable tool to inform patients with a musculoskeletal disorder during their perioperative period. For participants in most health care paths, using the app did not improve their confidence in discussing their health or reassurance in managing their health. However, the development of utilities that can offer reference data from peers, interaction with clinicians, and more insight into pain could further increase the user-friendliness of the app.
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Abstract

Background: Recruitment processes for clinical trials of digital interventions for psychosis are seldom described in detail in the literature. Although trial staff have expertise in describing barriers to and facilitators of recruitment, a specific focus on understanding recruitment from the point of view of trial staff is rare, and because trial staff are responsible for meeting recruitment targets, a lack of research on their point of view is a key limitation.

Objective: The primary aim of this study was to understand recruitment from the point of view of trial staff and discover what they consider important.

Methods: We applied pluralistic ethnographic methods, including analysis of trial documents, observation, and focus groups, and explored the recruitment processes of the EMPOWER (Early Signs Monitoring to Prevent Relapse in Psychosis and Promote Well-being, Engagement, and Recovery) feasibility trial, which is a digital app–based intervention for people diagnosed with schizophrenia.

Results: Recruitment barriers were categorized into 2 main themes: service characteristics (lack of time available for mental health staff to support recruitment, staff turnover, patient turnover [within Australia only], management styles of community mental health teams, and physical environment) and clinician expectations (filtering effects and resistance to research participation). Trial staff negotiated these barriers through strategies such as emotional labor (trial staff managing feelings and expressions to successfully recruit participants) and trying to build relationships with clinical staff working within community mental health teams.

Conclusions: Researchers in clinical trials for digital psychosis interventions face numerous recruitment barriers and do their best to work flexibly and to negotiate these barriers and meet recruitment targets. The recruitment process appeared to be enhanced by trial staff supporting each other throughout the recruitment stage of the trial.

(JMIR Hum Factors 2021;8(1):e24055) doi:10.2196/24055

KEYWORDS
recruitment; schizophrenia; mHealth; psychosis; mental health
Introduction

Background

To better understand how interventions could be developed, evaluated, and implemented in routine care, it is important to fully understand which aspects of the implementation of randomized control trials (RCTs) are most challenging [1]. All RCTs must recruit participants for interventions to be tested [2]. However, recruitment into RCTs can be very difficult and is possibly the biggest challenge within clinical research [3], with many RCTs failing to reach their recruitment targets [4]. Delayed recruitment can lead to additional costs [5], and underpowered clinical trials can threaten the empirical value of intervention research [6]. Systematic reviews of recruitment barriers have helped uncover specific barriers for recruiting ethnic minority populations [7], within HIV trials [8] and cancer trials [9]. However, reviews are only possible if primary data are collected and shared. Digital interventions are becoming popular for increasing access to treatments; however, little is known about the nature of specific recruitment barriers in these trials [10]. Beyond widespread societal concern about the negative impacts of digital technology within daily life [11], there may be recruitment challenges in mental health care research, such as concerns that patients may struggle to use a digital device [12]. However, systematic review evidence suggests that these effects are not yet understood because trial recruitment is not covered in depth in studies of implementation barriers for digital interventions for psychosis [13].

Trial staff responsible for recruiting participants must implement something novel (in this case, the recruitment process for a new intervention) within a health care system that comes with existing norms, knowledge, and social practices. Trial recruitment involves interacting with diverse groups [14] including patients, clinical staff, clinical leaders, and other members of the trial team. The health care system can be described as a context in which the recruitment process must fit. Process evaluations use qualitative research to develop an understanding of how trial processes such as recruitment were delivered and received by participants and trial staff [15,16]. Context in process evaluation terms is defined as factors external to an intervention that influence clinical trial processes’ delivery [17], such as recruitment. Therefore, understanding the context of recruitment is important for understanding what factors may act as barriers and facilitators in enrolling participants within a clinical trial.

Use of and interest in digital interventions is high in people diagnosed with schizophrenia [18], and digital interventions for psychosis are growing in popularity [19,20]. Currently, the ongoing COVID-19 pandemic has seen a surge in interest in using digital technologies to support people with mental health problems [21]. However, the willingness of patients to be recruited into digital intervention clinical trials is poorly understood [22,23]. People diagnosed with schizophrenia are described as a difficult-to-recruit population, more generally within clinical trials [24]. Recruitment for service users diagnosed with schizophrenia often involves approaching patients via staff; therefore, it seems particularly important to consider the role of staff within study recruitment. For example, a recent study reported that 1 in 5 mental health staff report having never recruited a service user into a research study [25].

Within trials of digital interventions, it is recommended that the recruitment of end users should be described in sufficient detail to enable readers who wish to contextualize or replicate the work [26]. Feasibility studies help establish important parameters such as the willingness of clinicians to recruit patients and the willingness of participants to be randomized [27]. Despite the importance of recruitment, CONSORT (Consolidated Standards of Reporting Trials) statements [28] do not require RCT reporting to describe recruitment in detail beyond documentation of participant flow [29,30]. The proposed CONSORT extensions [31] recommended that qualitative data be collected so that context can be more fully understood and so that future researchers may recognize relevant contextual elements (such as settings and stakeholder participation) that are necessary for the replication of findings observed within a particular trial. Reporting a more detailed examination of recruitment processes, particularly recruitment barriers [32], is suggested to be useful in interpreting trial results and developing strategies for improvement [33]. Moreover, failure to report recruitment experiences risks significant loss of a key source of knowledge. In addition, it is important to note that detailed reporting of recruitment into digital intervention studies using mobile apps is scarce [34].

Trial staff are responsible for meeting recruitment targets, which requires interacting with potential participants. This places them in a unique position to comment on the overall recruitment process and provide a narrative on (1) what happened during trial recruitment and (2) to enable researchers to make informed comment on why. Identifying barriers to recruitment has been identified as a strength of qualitative research within clinical trials [35,36]. Furthermore, qualitative research could also describe what strategies trial staff use to negotiate around recruitment barriers. However, to the best of our knowledge, there is little empirical exploration of the trial recruitment process directly from the point of view of trial staff.

Study Aims

This qualitative study within a trial (SWAT) [37] aimed to gather and analyze data to more fully understand barriers and facilitators encountered by trial staff during the recruitment process for the EMPOWER (Early Signs Monitoring to Prevent Relapse in Psychosis and Promote Well-being, Engagement, and Recovery) study (described in more detail later) and to facilitate learning ahead of a full trial. Previous qualitative work conducted with carers, mental health staff, and service users suggested that recruitment barriers were hypothesized within the EMPOWER trial [12], such as service users feeling paranoid in response to digital technology and a lack of staff time to support the recruitment process. Therefore, this study aims to explore recruitment issues in some depth but was not limited to the a priori issues identified in our previous research.

EMPOWER [38] (ISRCTN: 99559262) aimed to develop and evaluate a mobile app for use with adults who experience psychosis. The EMPOWER app is a digital self-management tool (augmented with peer support) to enhance the identification
of and communication about early warning signs of relapse in people diagnosed with schizophrenia. The app enables routine self-monitoring for a variety of different experiences, including psychosis (eg, hearing voices and suspicious thoughts), anxiety, mood, self-esteem, and interpersonal support. EMPOWER participants used the app for an initial 28-day baseline period to identify their typical variation in personal well-being. Significant changes from baseline are then triaged by a clinician, and, if necessary, mental health staff are notified. EMPOWER was tested in a cluster randomized control trial (cRCT). As EMPOWER was trying to enhance communication and shared decision making between multiple stakeholders, mental health staff, service users, and carers (if relevant) were all potential participants. The feasibility of the EMPOWER intervention and study procedures was tested in a multisite trial in both Australia and the United Kingdom. The initial recruitment target was 120 service user participants (and any linked carers) and 40 mental health staff from 8 community mental health services (CMHS) before randomization of the clusters (services). During the course of the study, 8 CMHS were recruited and randomized; however, a revised recruitment target of n=86 was agreed upon and met.

In cluster trials, outcomes are usually measured at the level of the individual; however, trial procedures (such as recruitment) are applied by the research team at the level of the cluster (in this case, adult community mental health teams) [39]. When recruitment for EMPOWER began, research assistants within EMPOWER electronically screened medical records of local CMHS for potentially eligible participants and then approached key workers employed within adult community mental health teams (the cluster) who had potentially eligible participants on their case load. Therefore, developing an understanding of recruitment both within and across sites appears important in contextualizing the recruitment process in a cRCT such as EMPOWER. Full details of the intervention are reported in the protocol [38]. In a feasibility study such as EMPOWER, process evaluators are usually interested in facilitators and barriers to implementation so that strategies to enhance implementation of key processes such as recruitment can be put in place for a definitive trial [17].

Methods

Theoretical Framework

In line with the EMPOWER process evaluation protocol [40], the theoretical framework for this study was constructivism [15], which posits that knowledge is created through social interactions. The processes that occur during intervention implementation need to be understood in ways that are responsive to the complexities and intricacies of programs, people, and places [41]. Recruitment in clinical trials is a complex social action; therefore, there is unlikely to be one definitive methodology (qualitative or otherwise) that can allow us to theorize recruitment in sufficient depth [42].

The primary focus of the analysis was on achieving the a priori study aims (understanding the context of recruitment during the feasibility trial stage to refine recruitment in a full trial). Particular attention was paid to the reporting of barriers and facilitators to recruitment because this helps understand the context of recruitment. We now describe the 2 methods of the study in line with the key aim.

Ethnography

Ethnography refers to both the process and outcome of research that produces rich descriptions and interpretations of a social system from the point of view of its key social actors, including their behaviors, roles, and methods of interaction [43].Ethnography is useful for theorizing implementation processes such as recruitment because ethnographic narratives pay attention to interconnectedness while building a holistic understanding of how systems come together as a whole [44,45]. Furthermore, ethnography is useful for developing internally valid theory by focusing on describing how people behave in the real-world context of clinical trial recruitment. Taking an ethnographic stance is advantageous in process evaluation research because it can help develop the implementation theory of key trial processes with good internal validity [46].

SA was based within the main office of EMPOWER for the full duration of trial recruitment and was able to observe trial staff both within meetings and within their daily office-based tasks during the recruitment process. Although ethnography commonly involves a researcher directly observing social processes, the examination of administrative data and study documents is important within process evaluation research [47]. Therefore, the minutes of team meetings were seen as sites for ethnographic inquiry beyond what SA recorded from observation. This was considered to be particularly useful because SA could not directly observe recruitment processes that occurred outside of the office.

Trial Staff Focus Groups

To triangulate findings from the observation-based ethnography, focus groups were held with members of trial staff who were involved in the recruitment process. The use of qualitative methods [48] and, in particular, focus groups within an RCT facilitates the understanding of the recruitment process [49]. Exploring recruitment from the point of view of the trial staff who worked on the trial and who experienced the recruitment process directly is noted to be useful because it provides insight into the reasons behind what can be observed [35]. Ethics approval for this study was received from the West of Scotland Research Ethics Service (GN16MH271 Ref: 16/WS/0225) and Melbourne Health (HREC/17/MH/97 Ref: 2017.010).

Procedure

Ethnography

SA (who was based in the UK office for the EMPOWER study) was present at the majority of weekly team meetings in the United Kingdom that were held during the recruitment process and had access to the minutes of meetings from this time. All members of the EMPOWER team who were based in Glasgow attended these meetings, with the focus of discussion being on general trial business. Recruitment procedures for both the United Kingdom and Australia were discussed in these meetings. Beyond formal meetings, SA was able to observe the work of the trial staff within the office and was privy to their discussions.
and reflections on the matter for the duration of trial recruitment. SA recorded reflective notes during the recruitment process from ethnographic observations at both formal meetings and more informal daily work and then consolidated these into reflective memos once the recruitment period was over. SA revisited meeting minutes (n=50) for the period from August 03, 2017, when recruitment started, to July 05, 2018, when the recruitment target was achieved (n=86), to refresh their memory and wrote reflective ethnographic memos. Relevant ethnographic reflections are reported in addition to analyses from the focus groups. Observational data from meeting recordings and field notes were anonymized.

**Trial Staff Focus Groups**

Both focus groups were facilitated by SA (independent of the research team). One focus group was facilitated in person in Glasgow, United Kingdom, and another was facilitated remotely with the Australian team in Melbourne, who participated remotely via a secure telephone interface. Verbal informed consent was obtained before the start of each focus group. Each focus group followed a schedule of questions designed to explore barriers and facilitators to recruitment in some depth. A semistructured interview schedule was developed for broad exploration of the recruitment process from the perspective of trial staff (schedule available in prepublished protocol [40]). Both focus groups were audio recorded and then transcribed verbatim. Focus groups lasted for an hour. All focus groups were held during the typical working day for trial staff, and participation was voluntary. Data have been anonymized to protect confidentiality; all participants are simply referred to as Participant, with numbers being used for clarity when a textual extract has data from more than one participant.

All participants in this SWAT (through observation or focus group participation or both) were employed in the EMPOWER trial and were involved in trial recruitment (either directly or indirectly). EMPOWER was a feasibility study; therefore, the numbers reflect the relatively small pool of trial staff, which is highlighted in Table 1. NVivo [50] software was used for all analyses.

<table>
<thead>
<tr>
<th>Table 1. Description of participants’ characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
</tr>
<tr>
<td>United Kingdom</td>
</tr>
<tr>
<td>Australia</td>
</tr>
</tbody>
</table>

**Reflexivity**

SA is a PhD student working on a process evaluation for the EMPOWER cRCT [38]. The PhD funding SA receives is independent of any funding associated with the trial. Following observations of trial staff during the recruitment process, it seemed as though the recruitment process was a key site of inquiry to more fully understand full trial feasibility. Therefore, a decision was made to undertake a small qualitative SWAT. Supervision and finalization of the coding process was done in conjunction with HM and AG, who are academic clinical psychologists, academic supervisors to SA, and investigators on the EMPOWER trial.

**Analysis**

All data, including ethnographic observations and focus group transcripts, were analyzed thematically by SA using thematic analysis, a qualitative method used to identify, analyze, and report patterns constructed within text data [51]. The first stage comprised line-by-line coding (descriptive) moving onto the second stage of coding, where descriptive codes were thematically linked together into a final set of themes. Constructivist qualitative research assumes that themes do not emerge from data but are constructed as part of a reflexive analytic process [52]. Therefore, themes will be reported as being constructed. Trial staff provided critical feedback on the rigor and validity of the thematic analysis, similar to member checking [53].

**Results**

Following thematic analyses of ethnographic observations and focus groups, it seemed that there were several key recruitment barriers encountered by the research team during recruitment to the trial. Beyond simply listing recruitment issues, trial staff discussed how these issues were addressed and what work was done to best negotiate these issues. To frame these discussions as distinct from merely reporting key issues, the concept of trial work [54] was used within a qualitative framework analysis [55]. Trial work is a broad concept related to the work done to overcome barriers during the recruitment process engagement, buy in to the trial across a range of stakeholders, and work involved in managing the organizational complexity necessary to reach recruitment targets [54]. Trial work appeared to be highly relevant to the aims of this study in terms of maximizing learning and understanding from the EMPOWER recruitment process. The reporting will highlight the key recruitment barriers and then the trial work used to facilitate recruitment. We summarize the themes in Figure 1 and then describe the themes and provide portions of raw data to make the analysis more transparent.
Key Recruitment Barriers

The key barriers described by trial staff into trial recruitment broadly fell into 2 main themes: service characteristics (lack of time available to mental health staff to support recruitment, staff turnover, patient turnover [within Australia only], management styles of community mental health teams, and physical environment) and clinician expectations (filtering effect and resistance to research participation).

Service Characteristics

Lack of Time Available to Mental Health Staff to Support Recruitment

Research trial staff frequently spoke about mental health staff not having much time to engage in the recruitment process. The research team was highly aware of the broader social context of low staff capacity in the face of high numbers of patient referrals in routine care with limited staff to meet demand. Trial staff at both sites made empathetic references to being aware of mental health staff working within a context of immense pressure with a lack of resources and support. During the analysis by SA, it was constructed that the trial staff in EMPOWER felt it was inevitable that structural barriers that
lead to mental health staff not having much spare time would inevitably be a barrier to trial recruitment:

I don’t think you can relate how busy they are. And much pressure they’re under. Some of the numbers we heard about in terms of new referrals into teams were quite staggering. [Participant 1]

Forty. Forty referrals a week, yeah. And there doesn’t seem to be any sort of throughput to accommodate that additional pressure being moved around. [Participant 2, United Kingdom]

High Mental Health Staff Turnover
Closely linked to a lack of staff time was high staff turnover, which appeared to be systemic across both trial sites. Meeting notes and focus group data from both the United Kingdom and Australia indicated that high clinical staff turnover was a challenge to recruitment. Practically, this led to issues such as new clinical staff not being aware of the study because they were not employed when staff teams were initially told about it. Clinical staff changing jobs or taking leaves as they were unwell also appeared to be systemic issues within mental health services and was a macrolevel recruitment challenge. In the following example, a member of the EMPOWER team reflects on the impact of high staff turnover:

What we’re seeing is the key workers [mental health staff] are very fluid, there’s loads of movement, there’s massive changes as to who your key worker is, there’s lots of staff turnover. [Participant, United Kingdom]

High Patient Turnover
A related subtheme (which was exclusive to Australia) was patient turnover because patients are discharged back to general practice (as evidenced in the quote below where participant alludes to “it’s not only a high turnover of consumers [patients]”) following the end of an acute episode of psychosis, unlike in the United Kingdom where clinical support is generally more long term for people diagnosed with schizophrenia. This was a particular barrier to recruitment because if patients were no longer in the service, they simply could not be recruited. However, this issue intersected with high clinical staff turnover, resulting in a complex barrier to recruitment into the study because the high clinical staff turnover within mental health services blocked the ability of trial staff to build relationships with clinical staff to build trust in the team and the project:

I think it’s also worth noting that in public mental health services it’s not only a high turnover of consumers [patients] but there’s also a pretty high turnover of staff in some places, so you would have some clinicians that hadn’t heard of it or you know were quite new around that time and that kind of translates to recruiting consumers as well in terms of the discharges and the change in people being part of the service. [Participant, Australia]

Differences in Management Styles Within Clinical Teams
In both the United Kingdom and Australia, there were discussions about differences in management styles between the different mental health teams. In the first example, a trial team member explicitly stated that although participant numbers between sites may not have appeared too different, this obscured the challenges of having to adapt to different leadership styles across mental health teams. This was viewed as a key determinant of recruitment success:

I think at the big picture level the rate of recruitment wasn’t particularly different and you know, [other named research assistants] might be able to say a bit more about the style of how it happens etc., there are certainly very different personality styles of managers so in terms of us managing the managers, we had to take into account that there are very different people who had a very different styles. [Participant, Australia]

However, as pointed out in the UK site, it was not always the case that managers were those who were pulling the strings in terms of creating barriers to recruitment:

Leadership’s hugely important in this. And always underestimated how much influence it has in any field, but this one no less. That the messages and the values and the attitudes that are being shared by the person who’s pulling the strings is really, really important. And that person who’s pulling the strings isn’t necessarily always the person who is supposed to be pulling the strings. [Participant, United Kingdom]

Differences in Physical Environment
A further important recruitment challenge stemmed from the layout of the physical premises of mental health services themselves. Although this may be unique to a particular center, the impact upon recruitment was considered by trial staff to be large. For example, 2 researchers recalled the impact of the physical layout of premises, which hindered their ability to develop relationships with staff and acted as a significant block to successful social interactions:

The physical environment’s really problematic there [named recruitment site] as well, because they’re all in small, separate offices, so it doesn’t really feel like a team. So individual and... [Participant 1]

There’s nowhere to circulate and to talk to the nurses. [Participant 2]

There’s nowhere to chat amongst yourself, just to build the rapport with nurses. It was like, everyone’s all huddled away in separate offices. [Participant 1, United Kingdom]

Clinician Expectations
Mental Health Staff May Act as a Filter
As seen in the data from both the team meeting notes and focus groups, the research team was concerned that mental health staff sometimes acted as gatekeepers for some service users. This gatekeeping behavior appeared to be expressed when mental health staff assumed a potential participant would be unable to take part in the study, resulting in a filtering effect that biases which participants are invited to take part. Trial staff constructed that the concept of gatekeeping extended beyond participating in clinical research and was perhaps linked to
mental health staff feeling protective over patients in their caseload. In the following example, a researcher reflects on how mental health staff appeared to very quickly decide whether a service user could cope with the intervention:

Even when you approached them with eligible participants, they [staff] were more likely to discount them straight away. Just say “no, they’re not suitable,” or “I don’t think they want to take part.” [Participant, United Kingdom]

**Mental Health Staffs’ Resistance to Research Participation**

Research staff working on EMPOWER theorized that mental health staffs’ resistance to research participation emerged because mental health staff believed that they were expected to participate in clinical research as part of their role as mental health clinicians. There were some concerns that if mental health staff felt that their participation in the project was mandatory, this may have limited their motivation and commitment, resulting in resistance to participation. In the following example, a member of the EMPOWER trial reflects on an encounter with a clinician who stated that they had to become involved because of expectations from management. This appeared to be linked with hierarchical relationships within mental health services. Therefore, clinical staff participating within research appeared to be a role expectation for clinical staff:

I remember one staff member talking about whether he agreed to be involved and he said “oh, do I really have a choice?” kind of saying “well, we’ve heard about it from, you know, management” and I got the sense he was communicating there was an expectation to get involved but that was just one thing I picked up about that kind of involvement. Yeah. [Participant, Australia]

**Trial Work Used to Facilitate Recruitment**

Trial staff used several trial work strategies to facilitate recruitment in face of barriers, including flexibility in approach to barriers, persistence, and emotional labor (trial staff managing feelings and expressions to successfully recruit participants), in addition to building relationships (using preexisting relationships with clinicians and using supportive research team relationships).

**Flexibility in Approach to Barriers**

Regardless of how barriers to recruitment were negotiated, something that stood out in both the minutes and the focus groups was the need for trial staff to be flexible in their approaches. Discussions around the benefits of the flexible approach were common throughout both the Australian and UK focus groups. In the following example, a team member from Australia highlights that being flexible (and not rigid) in their approach to recruitment enabled staff to work through problems as they occurred:

I think that one of the real strengths in our research team has been how flexible and adaptive we’ve been when these challenges have come up, everyone involved in the process has been really thinking about ways to problem solve these things and coming up with suggestions. [Participant, Australia]

One example trial staff provided, which illustrates taking a flexible approach, was in their discussions with clinical staff surrounding the trial protocol. Within a feasibility study, information about the recruitment process is a key outcome. Therefore, when encountering potential staff paternalism toward patients on their caseload, trial staff could emphasize that knowing how many people would refuse to take part was an important trial outcome. Explaining to trial staff that the protocol required that all relevant participants should have the opportunity to be approached, to discover the number of patients who did not want to take part, was described as it could circumnavigate the perceived filtering behaviors by clinical staff. In the following example, a principal investigator also describes how being flexible could enable trial staff to resist or negotiate staff paternalism, without it seeming like a direct challenge to clinical judgment:

...and our primary method of trying to get around that was to blame a third party to blame the protocol which says we needed to screen everyone and invite everyone rather than, you know directly, it feeling [sic] more like a direct challenge to the judgement of the key clinicians. [Participant, Australia]

The researcher noted in their reflective memo that flexibility appeared a key process that emerged from the very beginning of recruitment when trial staff were working to build relationships and engage with the staff. Trial staff did not appear to rigidly stick to one recruitment approach:

When looking through minutes from the start of the trial, I am struck by how apparent flexibility was from the early stages of recruitment. For example, working around the availability of clinical staff as much as was possible. Furthermore, it feels important to note that because clinical staff are so busy that being flexible appeared essential in moving recruitment forward. However, in later stages flexibility involved clinical trial staff. [Researcher’s reflective memo]

**Persistence**

Within EMPOWER, trial work was characterized not only by flexibility but also by persistence. This could be seen in accounts of trial staff constantly trying to contact mental health staff. The practical work of chasing up mental health staff was readily apparent from the analysis of the minutes of meetings and reflective accounts of the recruitment process recorded in both focus groups. Chasing up could involve telephone calls, email, or visits in person to community mental health teams. This was often because of systematic issues such as a lack of staff time to support the intervention but could also be because of local factors such as mental health staff feeling pressurized into taking part by management and resisting participation. However, linked to staff describing their need to be persistent, there was acknowledgment that chasing up mental health staff could be a time-consuming part of trial work:

It depended quite a lot on the key workers that were involved within teams. How open they were to the
Emotional Labor

Although the need to be persistent in chasing up mental health staff and trying out different recruitment strategies was apparent from both the minutes of meetings and the focus groups, the focus groups foregrounded an important role for the emotional aspects of recruitment within a clinical trial. In the following example, it is clear that simply being persistent is not enough and that it is important for it not to be obvious that the research team experienced frustration. Indeed, the need to portray constant positivity to get the work done appeared to be considered key in successfully recruiting participants. Therefore, there appeared to be an important role for emotional labor within trial work:

*Persistence. Always smiling. Always the utmost professionalism.* [Participant 1]

*Sometimes it’s fake.* [shared laughter]. [Participant 6, United Kingdom]

*To the best of my knowledge, no trial staff used the term emotional labour to describe the maintaining professionalism during interactions with mental health staff, carers and patients. However, when reflecting on my observations of the research process, emotional labour appeared a highly relevant interactional framework for understanding the actual work underpinning trial staff describing the competency of staying polite and professional even when faced with potentially stressful challenges.*

*Emotional labour seemed especially pertinent because trial staff are trying to invoke positive feelings within clinical research staff to build trust in both the project and the research team themselves.* [Researcher’s reflective memo]

Relationship Building With Mental Health Staff

Trial work appeared to be sustained and facilitated by relationship building. When trial staff described the work that they performed throughout the recruitment process, at all stages, the work appeared to be underpinned by trial staffs’ ability to successfully build and use relationships. In the absence of the ability to tap into existing relationships, trial staff had to be able to quickly build working relationships with clinical staff to facilitate the recruitment process. Reflecting on the overall emergent process, trial staff centered on the importance of building relationships with clinical staff in both the United Kingdom and Australia. One key change that came from this was trial staff becoming trusted to make direct approaches to patients instead of always having to go through mental health staff:

*I think the reason that it became more possible was um that the services got used to the research team and got confident in the research team, or at least management did, so I think there’s something about us building the relationship that enabled us to move into a different way of doing it.* [Participant, Australia]

By appraising the minutes of team meetings, it is clear that trial staff initially had to go almost entirely through mental health staff. However, if a good relationship was built, this was perceived as helpful for recruitment because the staff were generally more engaged with the team:

*Within two months, trial work moved on to the establishment of relationships between mental health staff and the research team. In this stage, the EMPOWER staff became trusted to make direct approaches. Linked to the process of building relationships over time with mental health staff, in both Glasgow and Melbourne, a clinical team member [Research Nurse and Peer Support Worker, respectively] became involved in trial recruitment. Both teams reflected upon this positively because both of these clinical team members brought their pre-existing relationships with clinical staff. While the earlier stages of recruitment may have seemed slow, it appears productive in terms of carrying out trial work that built relationships and trust with clinical staff, ultimately moving trial recruitment forward.* [Researcher’s reflective memo]

Using Preexisting Relationships

Although building relationships underpinned all aspects of trial work, preexisting relationships were described as helpful in establishing clinician trust. The trial work here is the insight and ability of the trial staff to use those preexisting relationships in the service of recruitment. In the example given below, a research assistant stated that clinical staff felt more comfortable communicating negative feelings about the recruitment process to the peer support worker (part of the EMPOWER trial team) because of preexisting ease and trust that come with already knowing someone. The research team was then able to use this information and adapt the approach taken to recruitment to be less aversive for clinical staff:

*I think the real turning point where [peer support worker who participated in recruitment process] was speaking to somebody perhaps because she has that more casual kind of pre-existing relationship with some of these people where they were explicitly saying “I’m a bit sick of this EMPOWER stuff” and that’s when you know, that sent out the message we need to pump the brakes hard in terms of how much we are asking clinicians to do here.* [Participant, Australia]

Relationship Building—Internal Within the Research Team

Relationships appeared to serve important internal functions within the EMPOWER team. Across both the United Kingdom and Australia, trial staff made reference to the importance of having team members who understood the challenges associated with clinical trial recruitment. Furthermore, the importance of having space to be open about difficulties encountered, so that discussions were focused on how best to move forward, was described:
Because I think at times it is quite demotivating. And particularly if you’ve got that third [unanswered] phone call and think “please just answer the phone.” I think we [trial recruitment staff] do try and support each other through those times. [Participant, United Kingdom]

From the meeting minutes, being part of the UK meetings while recruitment was on-going and appraising themes constructed during the focus groups, it seemed as though having a space within the trial team to discuss and share frustrations that were inevitable from negotiating the various recruitment barriers. From my observations of actual meetings and continued within the focus groups, there appeared to be lots of in-jokes within the teams about the recruitment process including challenging aspects. For trial staff, this appeared to provide camaraderie and support. [Researcher’s reflective memo]

To summarize, relationship building internally within the team appeared to be just as important in facilitating the recruitment process as building external relationships with mental health staff. Trial staff were there for each other throughout recruitment challenges and provided a supportive space for each other to discuss problems.

Discussion

Principal Findings

This study explored recruitment from the point of view of trial staff working on a digital intervention for psychosis. Detailed descriptions of the recruitment process are rarely reported within RCTs of digital interventions for psychosis, which minimizes the opportunity for sharing learning on how best to overcome recruitment barriers. By examining the recruitment process in EMPOWER using ethnography supplemented with focus groups, we now present such a detailed description. In doing so, we demonstrate not only the kind of recruitment barriers encountered by trial staff but also what strategies trial staff use to overcome them. Recruitment barriers appeared to span macro (structure and systems, eg, lack of staff time), meso (roles, eg, staff leadership), and micro (idiosyncratic, eg, the physical layout of community mental health premises) levels. The findings from this qualitative study suggest that simply reporting the number of participants recruited (n=86) clouds a highly complex social process underpinning trial recruitment. Taken together, the findings from this study can start to theorize the recruitment barriers and facilitators within the recruitment process for the EMPOWER trial.

Although it has been recommended that research exploring recruitment barriers should go beyond reporting a lack of staff time [31], it appeared a systemic problem within this trial that trial staff found difficult to negotiate. Lack of staff time has been reported as a recruitment challenge in many mental health studies [56]. Therefore, our results support those of Skea et al [54], who suggested that researchers should consider how essential trial recruitment processes fit in with the reality of clinical practice. The nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework [57] provides a framework for understanding challenges encountered in the implementation of digital technologies. NASSS frames challenges as being simple (straightforward and predictable), complicated (multiple interacting components), or complex (unpredictable and hard to reduce down into linear components). NASSS addresses challenges and complexities that occur in different domains when implementing health care technologies, including the health condition being intervened on, value proposition, technology, adopter system, organization, wider social context, and changes over time. When framing the recruitment process via health care organizations in the United Kingdom and Australia, it appears that macrolevel recruitment barriers pose particularly complex challenges because of severe resource pressures, with staff struggling to find time to support research, as noted by other clinical trial researchers [58]. However, even more idiosyncratic challenges such as differences in leadership between cluster sites were noted by trial staff to have complex, unpredictable, and sometimes large impacts on recruitment, supporting the need to understand contextual differences across clusters in cRCTs [39].

To negotiate complex recruitment barriers, trial staff put significant amounts of work in to engaging mental health staff during the recruitment process. Trial work is multifactorial and comprises emotional labor and social and professional competencies. Initially, in performing trial work, staff in EMPOWER reported the importance of persistence, being flexible in trying different approaches, and always being professional in their interactions with staff. Previous research on clinical trial staff has suggested that emotional labor is a key part of trial work when staff are working to meet recruitment targets [59]. In the face of stresses and strains created by recruitment barriers, trial staff have a duty to maintain an ethos of professionalism. Coming from the field of sociology, emotional labor is described as the silent work of evoking feelings in others and managing one’s own emotional expressions to do so [60]. Emotional labor appeared a key strategy when dealing with barriers such as having to pursue contact with very busy staff while maintaining good working relationships by not letting frustrations show. Relationships between trial staff and clinicians (and the ability to quickly build and rapport) appeared essential to successful recruitment. However, barriers existed in the recruitment process, which could make relationship building difficult. Although a lack of clinical staff time is well reported in the literature, factors such as the layout of buildings, making it impossible to have a private conversation, also acted as a relationship building block.

Clinicians’ exclusion of people independent of trial protocol criteria is noted to be a key challenge in mental health intervention recruitment [56,61]. In the case of EMPOWER, it appeared that clinicians regularly sought to exclude participants for reasons not stated in the protocol. Trial staff were given the impression that this was because of clinical staff having concerns about a service user’s ability to cope with study participation. However, trial staff sometimes seemed able to negotiate this challenge by invoking the trial protocol and reminding staff that determining directly from service users their willingness (or not) to participate was an important outcome within a feasibility study. Mental health staff filtering what patients ended up being...
approached for recruitment was a key theme identified in previous research exploring barriers to recruitment to nondigital psychosis studies [62]. Excluding participants for reasons not contained in the protocol likely has implications for the replicability and robustness of research findings because the selection criteria are obscured [61] and samples likely become biased. Therefore, there is a need to learn more about why this apparent filtering happens (from the perspective of mental health staff), particularly in digital interventions for psychosis where little is currently known [13] and there may be assumptions about ability of people with psychosis to use technology [12].

Mental health staff have perceptions of what is required from them professionally, and these perceptions seemed to cause tension and role conflict during the recruitment process. For example, clinical staff may not feel that they have the autonomy to decline participation because participating in research is a role expectation for clinical staff. Previous oncology research has indicated that nurses involved in conducting research describe a role conflict, where duty of care to the patient can sit uncomfortably with feeling like a salesperson when encouraging patient participation within trials [63]. Enhancing collaborations with key stakeholders such as mental health staff is stated to be important in developing better digital interventions for psychosis [20]. Therefore, it seems pertinent to understand issues such as role conflict from the perspective of trial staff and co-design recruitment procedures around the needs of mental health staff.

Persistence and flexibility of approach were important in negotiating everything from macrolevel barriers, such as a lack of staff time, to more microlevel issues, such as community mental health center managers with different styles. One key element of the flexible approach to recruitment that emerged during the EMPOWER trial was a peer support worker (a person with their own experiences of psychosis employed to support people in their use of the intervention) advising how to approach recruitment challenges. A review concluded that patient involvement in clinical research may be associated with increased recruitment (but not retention) in clinical trials [64]. However, the mechanisms underlying this effect are still unclear. Within EMPOWER, actively transforming the peer support role to encompass involvement in recruitment was reported by trial staff to have been very useful for recruitment because the peer support role brought preexisting relationships with staff and fresh insight on how best to approach recruitment challenges. Although this may be very specific to EMPOWER, it nonetheless demonstrates that experiential knowledge and enhanced capacity for relationship building with clinical staff may be important mechanisms to consider when theorizing mechanisms of patient and public involvement in trial recruitment.

**Future Research**

The research team reported that conveying to staff that highlighting the importance of gathering data on rates of participant refusal was helpful in negotiating filtering behavior by clinical staff. Future research could explore this observed phenomenon further, perhaps using relevant behavioral change theories as a theoretical framework [65]. Emotional labor in the context of clinical trials has previously been theorized in recruitment research involving direct interaction with patients [59]. However, these findings suggest that emotional labor may be relevant in the everyday work of keeping clinical staff engaged in the recruitment process. The EMPOWER trial was conducted simultaneously in Australia and the United Kingdom. Therefore, it is perhaps unsurprising that a specific recruitment issue unique to one health care system that was observed (high patient turnover within Australia) was apparent. However, there were some marked similarities across countries, such as a lack of staff time. Clinical trials conducted across multiple countries may benefit from providing some context on differences between mental health care systems to contextualize recruitment results. In addition, a Delphi study [66] could expand upon the barriers identified here to see if they are more widespread in trials of similar interventions.

**Limitations**

EMPOWER was a feasibility study, which means there were a limited number of trial staff to observe and speak to. Beyond the small sample, the findings from this study should be considered in light of several key limitations. Ethnography is an opportunistic methodology [67]; therefore, researchers are limited by what they can or are allowed to observe. With regard to research methods, we did not believe that the focus group conducted remotely was any less rich than the focus group that was conducted in person in terms of the transcripts produced. However, it is important to highlight that conducting one focus group in person and another remotely may have impacted both the conduct of the research and the analysis. Moreover, although Australian recruitment was discussed at UK-based meetings and was recorded in the minutes there, SA did not attend any Australian recruitment meetings because of being based in the United Kingdom and did not directly observe Australian staff during the recruitment process. Although this study identified barriers and suggested potential ways to optimize recruitment, the potential positive impact of qualitative research in trial recruitment research needs to be further explored [35] before any comment can be made about potential utility. Furthermore, we have not focused on retention, which is also an important issue in its own right [68,69]. In addition, this study focused on barriers and facilitators experienced by trial staff during the recruitment phase of the trial and are likely biased toward their own perspectives.

Facilitators addressing ongoing service characteristics such as staff turnover and physical environment may have emerged if the study had been widened to include service managers or other informants. Furthermore, there was not much focus on the experiences of service user participants throughout the focus groups. Future research understanding barriers and facilitators to recruitment from the point of view of service users within clinical trials of digital interventions for psychosis, building upon previous work exploring what service users think about digital interventions for psychosis in general [70–72] and their feelings about recruitment into a clinical trial for distressing voices that involved interacting with a digital avatar [72]. Another key limitation is that recruitment within EMPOWER occurred in public mental health care systems in both Australia and the United Kingdom; however, recruitment in private health
care systems or recruitment processes conducted remotely through the internet may have unique challenges. Finally, the focus of this study was to empirically explore recruitment from the point of view of trial staff; however, it is important to highlight that future research would benefit from exploring recruitment from the perspectives of clinical staff and service users, which will develop a more ecologically valid overview of the recruitment process.

**Conclusions**

Exploring recruitment from the perspective of trial staff provides rich insights into barriers and facilitators to recruitment within clinical trials of digital intervention. For example, rather than people diagnosed with schizophrenia being a hard-to-reach group, it seems that difficulties in recruiting people diagnosed with schizophrenia to clinical trials emerge from complex dynamic interactions within health care systems. This study suggests that recruitment in a clinical trial of a digital intervention for psychosis is complex. Barriers to recruitment exist at micro, meso, and macro levels, and trial staff must negotiate these barriers within their role to meet recruitment targets to the best of their abilities. Key competencies observed during the recruitment process included flexibility, persistence, and emotional labor. As discussed in focus groups and aligned with ethnographic observations, it was important for trial staff to work within a team that understood that recruitment to clinical trials could be challenging and appreciated having access to peer support from other trial staff. People responsible for managing staff who recruit into clinical trials may wish to consider these relationship-focused factors when deciding how best to supervise staff and design effective and resilient teams. One key conclusion from this study is that learning about what works along the way is important, as it provides a space for trial staff to discuss the recruitment process and both learn from and support each other during recruitment. Relationship building with clinical staff appeared to help facilitate the recruitment process, which may have important implications for credentialing, training, and supervising staff who work within clinical trials.
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Abstract

Background: As the COVID-19 pandemic has become a major public health threat worldwide, it is critical to understand what factors affect individual engagement in protective actions. Because of its authoritarian political system and state-owned media system, how Chinese individuals engaged in protective actions against COVID-19 might be different compared to other countries.

Objective: The purpose of this study is to examine how the source of information about COVID-19, Chinese individuals’ risk perception of COVID-19 (ie, perceived severity and perceived susceptibility), and their efficacy appraisal in controlling COVID-19 (ie, response efficacy and self-efficacy) affected their engagement in protective actions. Additionally, this study aims to investigate whether there is any difference in these relationships throughout the duration of this pandemic.

Methods: A six-wave repeated cross-sectional survey (N=1942) was conducted in six major cities in China between February 7 and April 23, 2020. Participants’ reliance on expert versus inexpert sources for information about COVID-19, their perceived severity of and susceptibility to COVID-19, their response efficacy and self-efficacy, and their engagement in protective actions (staying at home, wearing a face mask, and washing hands) were measured. Demographic variables (sex, age, income, education, and city of residence), knowledge of COVID-19, and self-rated health condition were controlled.

Results: Reliance on expert sources did not become the major factor that motivated these actions until wave 3, and the negative effect of inexpert sources on these actions was limited to wave 2. Perceived severity encouraged some protective behaviors but its effect varied depending on the specific behavior. In addition, perceived severity exhibited a stronger effect on these behaviors compared to perceived susceptibility. The positive effect of response efficacy was only significant at waves 1 and 2, and limited to certain behaviors.

Conclusions: Chinese individuals’ engagement in protective behaviors might not entirely be their autonomous decision but a result of compliance with executive orders. After the early outbreak, expert sources started to facilitate protective behaviors, suggesting that it might take time to develop trust in these sources. The facilitating effect of perceived severity lasted throughout the duration of the pandemic, but that of response efficacy was limited to the early stage.

(JMIR Hum Factors 2021;8(1):e23232) doi:10.2196/23232
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Introduction

Background

Having spread to 188 countries and regions [1], COVID-19 has become a serious public health threat worldwide. As of October 16, 2020, COVID-19 has caused over 38 million cases and nearly 1,100,000 deaths [1]. China is the first country where COVID-19 was discovered. As early as December 2019, COVID-19 was found in Wuhan, China [2]. The number of confirmed cases and deaths in China grew rapidly in January but started to decline in late February [3]. As of October 16, 2020, China reported 90,899 cases including 4739 deaths [1].

Despite scientific efforts, much about COVID-19 still remains uncertain, such as its origin and mutation [4]. Thus, given its high levels of risks, individuals are encouraged to take protective actions [5,6]. The extant research has explicated how individuals’ engagement in protective behavior against COVID-19 varied depending on their knowledge, fear, risk perception, morality, and internet use [7-12].

However, empirical evidence in China is still scarce. The authoritarian political system in China reduced resistance to the government’s executive orders such as locking down cities and placing citizens under quarantine [13], which controlled the spread of the pandemic [3]. In addition, the state ownership of media in China enables the government to provide large-scale health education and campaigns consistently, which might have facilitated engagement in protective actions. Thus, investigations on what factors affected Chinese individuals’ engagement in protective actions against COVID-19 may provide additional knowledge on the potential influence of a unique sociocultural environment on health behavior.

However, to the best of our knowledge, only one study was conducted on how Chinese individuals performed protective actions against COVID-19 [12]. Furthermore, that study is a one-time cross-sectional investigation at the early stage of the outbreak [12]. As it remains unknown when the pandemic might end, it is critical to examine how factors related to taking preventive measures against COVID-19 might change across different stages of its outbreak. Therefore, this study employs a repeated cross-sectional approach to address this limitation. Specifically, built on the extended parallel process model (EPPM) [13], this study aims to test the theory by examining how individuals’ risk perception of COVID-19 and their efficacy appraisal in controlling COVID-19 might affect their engagement in protective actions. Moreover, we seek to add to the extant research by investigating the role that one’s reliance on different sources for information about COVID-19 plays in performing these protective actions. Although we built our study on EPPM, other theoretical work such as the protection motivation theory [14], the health belief model [15], and the risk perception attitude framework [16] also considered variables in EPPM and made similar predictions.

EPPM

EPPM contends that whether individuals engage in protective behaviors depends on their risk perception and efficacy appraisal [17]. Risk perception is usually conceptualized as the sum of average of perceived severity and perceived susceptibility [18]. Perceived severity refers to one’s perception of the adversity of consequences if individuals do not engage in recommended actions, whereas perceived susceptibility is conceptualized as the likelihood that one is subject to the given health threat [18-20]. Additionally, efficacy appraisal is conceptualized as the sum of response efficacy and self-efficacy [18]. Response efficacy refers to the extent to which individuals think recommended protective actions can manage the given threat effectively, whereas self-efficacy is conceptualized as individuals’ confidence in performing those recommended acts [17,18].

The original research on EPPM posits that whether risk perception may facilitate engagement in protective actions depends on the level of efficacy appraisal [17,21]. Specifically, risk perception can only motivate individuals to perform protective actions at high levels of efficacy appraisal, whereas this positive relationship is absent at low levels of efficacy appraisal [17,21]. However, subsequent work demonstrated that risk perception can drive protective actions without high efficacy appraisal [22] because the innate aversion to loss prompts individuals to avoid potential risks by taking preventive measures [23]. Therefore, higher levels of perceived severity and perceived susceptibility may be associated with heightened motivation to perform protective actions [22,24-28].

In addition, individuals reporting high levels of response efficacy are more driven to engage in behaviors that can minimize the threat [26,29,30] because this confidence is often correlated with enhanced levels of hope [31]. Moreover, individuals reporting high levels of self-efficacy are more likely to follow the recommended acts because they tend to think it is less challenging to perform those behaviors [32]. Taken together, we predict that response efficacy and self-efficacy in controlling COVID-19 should exhibit positive relationships with engagement in protective behaviors.

Information Sources About COVID-19

Individuals equipped with accurate health information are usually more motivated to engage in health behaviors [9]. However, the volume of rumors about COVID-19 makes individuals vulnerable to health misinformation [33]. One factor that could potentially affect the credibility of information is its source. We categorized information sources into expert versus inexpert sources. Expert sources are conceptualized as individuals with medical expertise and organizations with professional gatekeepers that can screen information before it is published. These expert sources include expert media, government administrations, expert health organizations, and medical experts. The gatekeeping theory contends that gatekeepers, or people screening the information in these organizations, can enhance the accuracy of information [34]. Additionally, the heuristic-systematic model suggests that the public is inclined to trust the information provided through these sources because of its authority and thereby more motivated to follow the recommendations that these sources offer [35]. By contrast, inexpert sources are those lacking expertise background or professional gatekeepers, namely celebrities, social media influencers, and social contacts that are not doctors. Therefore,
individuals relying on expert versus inexpert sources for information about COVID-19 may demonstrate different patterns of protective behaviors. Given these differences, we predicted that individuals relying on expert sources for information about COVID-19 should be more driven to engage in protective actions whereas reliance on inexpert sources should be related to engagement in protective actions negatively. As mentioned earlier, a repeated cross-sectional investigation will be employed. Hence, an additional question is whether these relationships changed throughout the duration of this study. Three protective actions were assessed: staying at home, wearing a face mask, and washing hands.

Methods

Overview

A six-wave repeated cross-sectional survey was conducted between February 7 and April 23, 2020, in collaboration with a large company that provides sampling services in China. Every other week, an online survey was distributed to a convenience sample of residents in six major cities in China. These cities were Beijing, Shanghai, Guangzhou, and Shenzhen, which are the four largest cities in China, as well as Wuhan, where the first COVID-19 cases were discovered [2], and Hangzhou, another city among the cities with the most reported cases [36]. Our survey started on February 7, 2020. Although cases were first found in Wuhan in late December 2019, the Chinese government did not inform the public that COVID-19 could be transmitted between humans until January 20 [37]. On January 23, Wuhan was locked down [38], which started a series of executive orders on travel bans and wearing face mask [13].

The lift of the lockdown in Wuhan on April 7, 2020, signaled the progress of pandemic control [40]. We collected the last wave (April 16-23) of data after April 7 to examine whether the lift of Wuhan’s lockdown might have changed our participants’ responses.

Sample

Table 1 presents the characteristics of the final sample in each wave. We matched the education and age of our sample to the national population. The most recent national census available to the public shows that around 14% of Chinese people received an associate’s degree or higher [41]. We also used this census to calculate the proportion of age strata in our sample: aged 18-30 years (19%), 31-45 years (26%), and 46 years and older (55%). However, this quota of education and age did not always match our sample characteristics in all waves.

Across all waves, there was no significant difference in biological sex ($\chi^2_{5}=5.56$, $P=.35$) and city of residence ($\chi^2_{25}=6.99$, $P>.99$). However, our participants differed significantly between waves in their age ($F_{5,901.48}=5.75$, $P<.001$; one assumption of one-way variance of analysis is the homogeneity of variances in the dependent variable; however, this assumption was violated when age was compared across waves, so Welch was used to compare differences between waves), education ($\chi^2_{3}=27.49$, $P<.001$), and income ($\chi^2_{5}=44.88$, $P<.001$).
Table 1. Sample characteristics across waves.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Wave 1 (n=321)</th>
<th>Wave 2 (n=319)</th>
<th>Wave 3 (n=315)</th>
<th>Wave 4 (n=343)</th>
<th>Wave 5 (n=329)</th>
<th>Wave 6 (n=315)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>154 (48)</td>
<td>164 (51.4)</td>
<td>141 (44.8)</td>
<td>157 (45.8)</td>
<td>153 (46.5)</td>
<td>163 (51.7)</td>
</tr>
<tr>
<td>Female</td>
<td>167 (52)</td>
<td>155 (48.6)</td>
<td>174 (55.2)</td>
<td>186 (54.2)</td>
<td>176 (53.5)</td>
<td>152 (48.3)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>60 (19)</td>
<td>74 (22.5)</td>
<td>84 (24.5)</td>
<td>74 (22.5)</td>
<td>80 (25.4)</td>
<td></td>
</tr>
<tr>
<td>31-45</td>
<td>86 (27.6)</td>
<td>110 (32.1)</td>
<td>86 (26.1)</td>
<td>80 (25.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥46</td>
<td>18-30</td>
<td>31-45</td>
<td>≥46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school or lower</td>
<td>38 (11.8)</td>
<td>21 (6.6)</td>
<td>24 (7.6)</td>
<td>10 (2.9)</td>
<td>23 (7)</td>
<td>50 (15.9)</td>
</tr>
<tr>
<td>High school</td>
<td>234 (72.9)</td>
<td>252 (79)</td>
<td>249 (79)</td>
<td>265 (77.3)</td>
<td>250 (76)</td>
<td>222 (70.5)</td>
</tr>
<tr>
<td>Associate’s degree or higher</td>
<td>49 (15.3)</td>
<td>46 (14.4)</td>
<td>42 (13.3)</td>
<td>68 (19.8)</td>
<td>56 (17)</td>
<td>43 (13.7)</td>
</tr>
<tr>
<td><strong>Household monthly income (US $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤500, n (%)</td>
<td>15 (4.7)</td>
<td>9 (2.8)</td>
<td>14 (4.4)</td>
<td>7 (2)</td>
<td>14 (4.3)</td>
<td>25 (7.9)</td>
</tr>
<tr>
<td>501-714.29, n (%)</td>
<td>31 (9.7)</td>
<td>29 (9.1)</td>
<td>22 (7)</td>
<td>25 (7.3)</td>
<td>21 (6.4)</td>
<td>36 (11.4)</td>
</tr>
<tr>
<td>714.3-1142.86, n (%)</td>
<td>55 (17.1)</td>
<td>41 (12.9)</td>
<td>48 (15.2)</td>
<td>55 (16)</td>
<td>49 (14.9)</td>
<td>75 (23.8)</td>
</tr>
<tr>
<td>1142.87-1785.71, n (%)</td>
<td>81 (25.2)</td>
<td>95 (29.8)</td>
<td>87 (27.6)</td>
<td>93 (27.1)</td>
<td>93 (28.3)</td>
<td>89 (28.3)</td>
</tr>
<tr>
<td>1785.72-5500, n (%)</td>
<td>113 (35.2)</td>
<td>126 (39.5)</td>
<td>128 (40.6)</td>
<td>138 (40.2)</td>
<td>130 (39.5)</td>
<td>79 (25.1)</td>
</tr>
<tr>
<td>5500.01-11,928.57, n (%)</td>
<td>20 (6.2)</td>
<td>9 (2.8)</td>
<td>9 (2.9)</td>
<td>16 (4.7)</td>
<td>16 (4.9)</td>
<td>8 (2.5)</td>
</tr>
<tr>
<td>≥11,928.58, n (%)</td>
<td>6 (1.9)</td>
<td>10 (0.31)</td>
<td>7 (2.2)</td>
<td>9 (2.6)</td>
<td>6 (1.8)</td>
<td>3 (1)</td>
</tr>
<tr>
<td><strong>Mean (SD)</strong></td>
<td>4.03 (1.32)</td>
<td>4.15 (1.23)</td>
<td>4.1 (1.24)</td>
<td>4.21 (1.19)</td>
<td>4.14 (1.24)</td>
<td>3.63 (1.31)</td>
</tr>
<tr>
<td><strong>City of residence, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beijing</td>
<td>55 (17.1)</td>
<td>53 (16.6)</td>
<td>52 (16.5)</td>
<td>59 (17.2)</td>
<td>52 (15.8)</td>
<td>51 (16.2)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>54 (16.8)</td>
<td>53 (16.6)</td>
<td>51 (16.2)</td>
<td>58 (16.9)</td>
<td>52 (15.8)</td>
<td>52 (16.5)</td>
</tr>
<tr>
<td>Guangzhou</td>
<td>53 (16.5)</td>
<td>53 (16.6)</td>
<td>54 (17.1)</td>
<td>71 (20.7)</td>
<td>54 (16.4)</td>
<td>50 (15.9)</td>
</tr>
<tr>
<td>Shenzhen</td>
<td>53 (16.5)</td>
<td>51 (16)</td>
<td>53 (16.8)</td>
<td>51 (14.9)</td>
<td>64 (19.5)</td>
<td>53 (16.8)</td>
</tr>
<tr>
<td>Wuhan</td>
<td>52 (16.2)</td>
<td>53 (16.6)</td>
<td>52 (16.5)</td>
<td>50 (14.6)</td>
<td>53 (16.1)</td>
<td>53 (16.8)</td>
</tr>
<tr>
<td>Hangzhou</td>
<td>54 (16.8)</td>
<td>56 (17.6)</td>
<td>53 (16.6)</td>
<td>54 (15.7)</td>
<td>54 (16.4)</td>
<td>56 (17.8)</td>
</tr>
</tbody>
</table>

Measures

Table 2 presents the reliability and descriptive statistics of independent and dependent variables in this study. Reliance on expert sources was measured by asking participants to indicate the extent to which their major source of information about COVID-19 was government health departments, government administrations, official media, medical institutes, medical experts, family and friends who are doctors, or the World Health Organization and other health organizations outside China (1=strongly disagree, 7=strongly agree). Reliance on inexpert sources was assessed by the same question except that the sources were replaced with celebrities, social media influencers, family and friends who are not doctors, and other social contacts who are not doctors. The reliability of these two variables at all waves reached .7 or above, except for reliance on inexpert sources, which was .66 at wave 4.

Gore and Bracken’s [42] 7-point Likert scale (1=strongly disagree, 7=strongly agree) was adapted to measure perceived severity, perceived susceptibility, response efficacy, and self-efficacy in controlling COVID-19. Specifically, perceived severity was measured with three questions (“COVID-19 is a very serious disease/will pose a severe threat to my health/will pose a severe threat to others’ safety”), and perceived susceptibility was measured with two items (“My chance to get COVID-19 is high” and “I can get COVID-19 from others”). Response efficacy was assessed with two items (“modern medical knowledge can control COVID-19” and “COVID-19 can be cured as long as one follows doctors’ recommendations”), and self-efficacy was assessed with three items (“I can follow the recommended acts to protect myself from COVID-19,” “I have no difficulty in performing those protective behaviors that the government recommended,” “I can master how to perform recommended actions”). The reliability of these three variables reached .7 or above across all waves except for self-efficacy, which was .69 at wave 2.
Table 2. Cronbach alpha, means, and SDs of major variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Wave 1</th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>Mean (SD)</td>
<td>α</td>
<td>Mean (SD)</td>
<td>α</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Expert sources</td>
<td>.78</td>
<td>5.41 (0.85)</td>
<td>.79</td>
<td>5.61 (0.79)</td>
<td>.73</td>
<td>5.61 (0.68)</td>
</tr>
<tr>
<td>Inexpert sources</td>
<td>.70</td>
<td>4.00 (1.04)</td>
<td>.75</td>
<td>3.95 (1.04)</td>
<td>.75</td>
<td>3.84 (1.03)</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>.80</td>
<td>6.09 (1.03)</td>
<td>.83</td>
<td>6.26 (0.99)</td>
<td>.78</td>
<td>6.10 (1.00)</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>.72</td>
<td>4.24 (1.56)</td>
<td>.73</td>
<td>4.30 (1.63)</td>
<td>.79</td>
<td>3.92 (1.59)</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>.70</td>
<td>5.42 (1.18)</td>
<td>.80</td>
<td>5.28 (1.33)</td>
<td>.72</td>
<td>5.39 (1.17)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.77</td>
<td>5.89 (0.95)</td>
<td>.69</td>
<td>5.86 (0.90)</td>
<td>.71</td>
<td>5.83 (0.87)</td>
</tr>
<tr>
<td>Staying at home</td>
<td>N/Aa</td>
<td>4.10 (1.00)</td>
<td>N/A</td>
<td>4.15 (0.99)</td>
<td>N/A</td>
<td>3.99 (0.96)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>N/A</td>
<td>4.75 (0.89)</td>
<td>N/A</td>
<td>4.78 (0.81)</td>
<td>N/A</td>
<td>4.79 (0.78)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>N/A</td>
<td>4.72 (0.81)</td>
<td>N/A</td>
<td>4.80 (0.57)</td>
<td>N/A</td>
<td>4.75 (0.64)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Personal engagement in protective measures was assessed through three 5-point Likert questions. Participants were asked how often they went out during the past 7 days (1=never, 2=once or twice, 3=three or four times, 4=five or six times, 5=seven times or more). We reverse coded participants’ response to this question, so the large number indicates staying at home more often. We also asked participants how often they wore a face mask and washed their hands during the past 7 days (1=never, 2=rarely, 3=sometimes, 4=often, 5=all the time). Again, larger numbers indicate higher frequency of wearing a face mask and washing hands.

Control variables were biological sex, age, education (recoded as 1=middle school or lower, 2=high school, 3=associate’s degree or higher), household monthly income, city of residence, self-rated health condition (1=very unhealthy, 5=very healthy), and knowledge. Knowledge was measured with 17 questions on the transmission of COVID-19, its medication, vulnerable population, and prevention methods. Participants received one point whenever they made a correct option. This made the maximum score 42 points.

Data Analysis

We employed the Kruskal-Wallis H test to examine if there was any difference between engagement in the three protective behaviors and if the level of engagement in these behaviors differed across time. In addition, we conducted repeated ordinal regression through SPSS 25 (IBM Corp) to test our predictions. At each wave, the dependent variables were entered into the model separately, along with control variables and independent variables. This analysis was repeated six times. Log odds ratios (ORs) and ORs along with their 95% CIs were reported to indicate the relationship between two variables.

The ordinal regression results are shown in the tables in the next section. Given the volume of these findings, results were presented separately with different sets of independent variables. Yet, ordinal regression was conducted with all independent variables listed in the tables.

Results

Engagement in Protective Behaviors

Table 3 presents results of the comparisons between engagement in three protective behaviors. Significant differences were found in staying at home across all waves ($\chi^2=110.01, P<.001$). However, no significant differences were found in wearing a face mask ($\chi^2=8.07, P=.15$) and washing hands ($\chi^2=10.81, P=.06$) across time. In addition, across all six waves, we found significant differences consistently in the level of engagement in all three behaviors (Table 3).
Table 3. Differences in engagement in three protective behaviors across time.

<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Wave 1</th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staying at home, mean</td>
<td>4.10</td>
<td>4.15</td>
<td>3.99</td>
<td>3.76</td>
<td>3.60</td>
<td>3.57</td>
<td>110.01 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wearing a face mask, mean</td>
<td>4.75</td>
<td>4.78</td>
<td>4.79</td>
<td>4.81</td>
<td>4.80</td>
<td>4.70</td>
<td>8.07 (5)</td>
<td>.15</td>
</tr>
<tr>
<td>Washing hands, mean</td>
<td>4.72</td>
<td>4.80</td>
<td>4.75</td>
<td>4.70</td>
<td>4.74</td>
<td>4.68</td>
<td>10.81 (5)</td>
<td>.06</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td></td>
<td></td>
<td></td>
<td>331.43 (2)</td>
<td>367.66 (2)</td>
<td>344.63 (2)</td>
<td>N/Aa</td>
<td>N/A</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

The Effects of Perceived Severity and Perceived Susceptibility

Table 4 presents how perceived severity and perceived susceptibility predicted engagement in the three protective behaviors across time. Perceived severity of COVID-19 predicted staying at home positively at waves 2 and 6 (Table 4). Individuals perceiving COVID-19 as more severe were more likely to wear a face mask at waves 1 and 5 (Table 4). The effect of perceived severity on washing hands was significant at waves 2, 4, 5, and 6 (Table 4). Conversely, perceived susceptibility to COVID-19 only predicted staying at home at waves 1 and 3, and both relationships were negative (Table 4). The effects of perceived susceptibility on wearing a face mask and washing hands were not significant.
Table 4. The effects of perceived severity and perceived susceptibility on engagement in protective behaviors across time.

<table>
<thead>
<tr>
<th>Time and protective behaviors</th>
<th>Perceived severity</th>
<th>Perceived susceptibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Wave 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>-0.18 (-0.42 to 0.06)</td>
<td>0.84 (0.66 to 1.06)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.46 (0.05 to 0.87)*</td>
<td>1.59 (1.06 to 2.39)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.31 (-0.04 to 0.66)</td>
<td>1.36 (0.96 to 1.93)</td>
</tr>
<tr>
<td>Wave 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.26 (0.02 to 0.51)*</td>
<td>1.30 (1.02 to 1.66)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.34 (-0.09 to 0.77)</td>
<td>1.41 (0.92 to 2.17)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.53 (0.20 to 0.85)**</td>
<td>1.69 (1.22 to 2.35)</td>
</tr>
<tr>
<td>Wave 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>-0.12 (-0.36 to 0.11)</td>
<td>0.89 (0.70 to 1.12)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.05 (-0.36 to 0.47)</td>
<td>1.06 (0.70 to 1.60)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>-0.06 (-0.40 to 0.27)</td>
<td>0.94 (0.67 to 1.31)</td>
</tr>
<tr>
<td>Wave 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>-0.16 (-0.38 to 0.06)</td>
<td>0.85 (0.68 to 1.06)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.04 (-0.37 to 0.45)</td>
<td>1.04 (0.69 to 1.57)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.37 (0.10 to 0.64)**</td>
<td>1.45 (1.10 to 1.90)</td>
</tr>
<tr>
<td>Wave 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.11 (-0.14 to 0.36)</td>
<td>1.12 (0.87 to 1.43)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.55 (0.12 to 0.98)*</td>
<td>1.73 (1.13 to 2.66)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.41 (0.07 to 0.74)*</td>
<td>1.50 (1.07 to 2.10)</td>
</tr>
<tr>
<td>Wave 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.28 (0.04 to 0.51)*</td>
<td>1.32 (1.04 to 1.66)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.26 (-0.05 to 0.57)</td>
<td>1.30 (0.95 to 1.77)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.31 (0.03 to 0.59)*</td>
<td>1.36 (1.03 to 1.81)</td>
</tr>
</tbody>
</table>

*OR: odds ratio.  
*P<.05.  
**P<.01.

The Effects of Response Efficacy and Self-Efficacy

Table 5 shows how response efficacy and self-efficacy affected engagement in protective actions across time. At wave 1, response efficacy predicted staying at home and washing hands positively (Table 5). After wave 1, its effect on protective behaviors became weak. Individuals who reported higher levels of response efficacy were more likely to stay at home at wave 2 and wash hands at wave 4 (Table 5). Response efficacy was not significantly associated with wearing a face mask at any time. Self-efficacy did not predict any protective behavior at any time.
### Table 5. The effects of response efficacy and self-efficacy on engagement in protective behaviors across time.

<table>
<thead>
<tr>
<th>Time and protective behaviors</th>
<th>Response efficacy</th>
<th>Self-efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td><strong>Wave 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.30 (0.08 to 0.52)**</td>
<td>1.35 (1.08 to 1.68)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>–0.01 (–0.42 to 0.41)</td>
<td>0.93 (0.69 to 1.27)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.36 (0.04 to 0.68)*</td>
<td>1.43 (1.04 to 1.97)</td>
</tr>
<tr>
<td><strong>Wave 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.31 (0.11 to 0.50)**</td>
<td>1.36 (1.11 to 1.66)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.05 (–0.36 to 0.46)</td>
<td>1.05 (0.70 to 1.59)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.01 (–0.30 to 0.32)</td>
<td>1.01 (0.74 to 1.38)</td>
</tr>
<tr>
<td><strong>Wave 3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.08 (–0.13 to 0.28)</td>
<td>1.08 (0.88 to 1.32)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>–0.07 (–0.48 to 0.35)</td>
<td>0.94 (0.62 to 1.42)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>–0.14 (–0.43 to 0.15)</td>
<td>0.87 (0.65 to 1.17)</td>
</tr>
<tr>
<td><strong>Wave 4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>–0.09 (–0.27 to 0.08)</td>
<td>0.91 (0.77 to 1.09)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.25 (–0.09 to 0.58)</td>
<td>1.28 (0.92 to 1.79)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.26 (0.01 to 0.51)*</td>
<td>1.30 (1.01 to 1.66)</td>
</tr>
<tr>
<td><strong>Wave 5</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.18 (–0.04 to 0.39)</td>
<td>1.19 (0.96 to 1.48)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.15 (–0.27 to 0.58)</td>
<td>1.17 (0.76 to 1.78)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.02 (–0.29 to 0.33)</td>
<td>1.02 (0.75 to 1.39)</td>
</tr>
<tr>
<td><strong>Wave 6</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.03 (–0.20 to 0.25)</td>
<td>1.03 (0.82 to 1.28)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>–0.13 (–0.52 to 0.27)</td>
<td>0.88 (0.59 to 1.31)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>–0.09 (–0.40 to 0.23)</td>
<td>0.92 (0.67 to 1.25)</td>
</tr>
</tbody>
</table>

OR: odds ratio.  
*P<.05.  
**P<.01.

### The Effects of Reliance on Expert Versus Inexpert Sources

Table 6 demonstrates how individuals’ reliance on expert versus inexpert sources for information about COVID-19 might affect their engagement in the three protective actions across time. Reliance on expert sources did not predict engagement in any protective behaviors at wave 1, and only predicted wearing a face mask at wave 2 (Table 6). Starting from wave 3, the facilitating effect of expert sources became more prominent. Specifically, reliance on expert sources predicted staying at home positively at waves 3 and 4 (Table 6). In addition to wave 2, individuals relying on expert sources for information about COVID-19 were more likely to wear a face mask at waves 4, 5, and 6 (Table 6). The relationship between reliance on expert sources and washing hands was significant at waves 3, 4, 5, and 6 (Table 6).

The effect of reliance on inexpert sources on protective behaviors was more limited. Reliance on inexpert sources exhibited a negative effect on staying at home at wave 2 (Table 6). Individuals relying on inexpert sources were less likely to wear a face mask at wave 2 and wash hands at wave 5 (Table 6).
Table 6. The effects of reliance on expert versus inexpert sources on engagement in protective behaviors across time.

<table>
<thead>
<tr>
<th>Time and protective behaviors</th>
<th>Expert sources</th>
<th>Inexpert sources</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR* (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Wave 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.06 (–0.25 to 0.37)</td>
<td>1.06 (0.78 to 1.45)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>–0.06 (–0.71 to 0.60)</td>
<td>0.94 (0.49 to 1.81)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.33 (–0.16 to 0.82)</td>
<td>1.39 (0.85 to 2.28)</td>
</tr>
<tr>
<td>Wave 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.34 (–0.01 to 0.69)</td>
<td>1.40 (0.99 to 1.99)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.68 (0.01 to 1.34)*</td>
<td>1.97 (1.01 to 3.83)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.39 (–0.13 to 0.92)</td>
<td>1.48 (0.87 to 2.51)</td>
</tr>
<tr>
<td>Wave 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.50 (0.11 to 0.89)*</td>
<td>1.64 (1.11 to 2.42)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.64 (–0.12 to 1.40)</td>
<td>1.89 (0.89 to 4.05)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.76 (0.21 to 1.30)**</td>
<td>2.13 (1.23 to 3.68)</td>
</tr>
<tr>
<td>Wave 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.49 (0.17 to 0.82)**</td>
<td>1.64 (1.18 to 2.27)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.82 (0.20 to 1.44)*</td>
<td>2.26 (1.22 to 4.22)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.96 (0.50 to 1.42)***</td>
<td>2.61 (1.65 to 4.12)</td>
</tr>
<tr>
<td>Wave 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.01 (–0.34 to 0.35)</td>
<td>1.01 (0.71 to 1.42)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.64 (0.09 to 1.20)*</td>
<td>1.90 (1.09 to 3.30)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.59 (0.13 to 1.05)*</td>
<td>1.80 (1.14 to 2.85)</td>
</tr>
<tr>
<td>Wave 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home</td>
<td>0.08 (–0.30 to 0.46)</td>
<td>1.08 (0.74 to 1.58)</td>
</tr>
<tr>
<td>Wearing a face mask</td>
<td>0.64 (0.09 to 1.19)*</td>
<td>1.90 (1.10 to 3.28)</td>
</tr>
<tr>
<td>Washing hands</td>
<td>0.74 (0.27 to 1.22)**</td>
<td>2.10 (1.31 to 3.39)</td>
</tr>
</tbody>
</table>

*OR: odds ratio.
*P<.05.
**P<.01.
***P<.001.

The Effects of Control Variables

Knowledge did not predict staying at home at any time. Individuals equipped with more knowledge were more likely to wear a face mask at wave 3 (OR 1.14, 95% CI 1.05-1.25; P<.01). The relationship between knowledge and washing hands was only significant and positive at wave 3 (OR 1.14, 95% CI 1.05-1.25; P<.01) and wave 6 (OR 1.09, 95% CI 1.02-1.17; P<.05).

The self-rated health condition predicted wearing a face mask (OR 2.21, 95% CI 1.27-3.85; P<.01) and washing hands positively at wave 4 (OR 1.63, 95% CI 1.10-2.41; P<.05). At wave 6, the relationship between self-rated health condition and staying at home was positive (OR 1.43, 95% CI 1.02-2.00; P<.05).

Income predicted staying at home negatively at wave 3 (OR 0.77, 95% CI 0.64-0.93; P<.01), wave 4 (OR 0.81, 95% CI 0.67-0.97; P<.05), and wave 6 (OR 0.83, 95% CI 0.69-1.00; P<.01). Individuals with a greater household monthly income were more likely to wear a face mask at wave 1 (OR 1.67, 95% CI 1.19-2.35; P<.01), wave 2 (OR 1.49, 95% CI 1.02-2.17; P<.05), wave 4 (OR 1.47, 95% CI 1.00-2.16; P<.05), and wave 6 (OR 1.43, 95% CI 1.08-1.89; P<.05). The relationship between income and washing hands was positive at wave 1 (OR 1.37, 95% CI 1.04-1.79; P<.05) and wave 4 (OR 1.37, 95% CI 1.06-1.77; P<.05).

Compared to women, men washed hands less often at wave 4 (OR 0.38, 95% CI 0.20-0.72; P<.01), wave 5 (OR 0.43, 95% CI 0.23-0.80; P<.01), and wave 6 (OR 0.50, 95% CI 0.28-0.92; P<.05). Age predicted washing hands positively at wave 1 (OR 1.04, 95% CI 1.01-1.08; P<.05), wave 4 (OR 1.06, 95% CI 1.02-1.09; P<.01), and wave 6 (OR 1.04, 95% CI 1.00-1.07; P<.05). At wave 4, participants with a high school degree...
washed hands less often than those with an associate’s degree or above (OR 0.36, 95% CI 0.15-0.89; P<.05).

When it comes to city differences, residents in Wuhan, where COVID-19 cases were first discovered, were used as the reference group. No significant difference was found in wearing a face mask and washing hands across all waves, except that residents in Beijing reported to wear a face mask more often than those in Wuhan (OR 9.69, 95% CI 1.09-86.38; P<.05). However, residents in Wuhan stayed at home more often than those in the other cities at most times, as Tables 7 and 8 shows.

Table 7. City differences in staying at home waves 1, 2, and 3 (Wuhan was used as the reference group).

<table>
<thead>
<tr>
<th>City</th>
<th>Wave 1</th>
<th>Wave 2</th>
<th>Wave 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>Log OR (95% CI)</td>
</tr>
<tr>
<td>Beijing</td>
<td>–0.62 (–1.38 to 0.13)</td>
<td>0.54 (0.25 to 1.14)</td>
<td>–1.76 (–2.57 to –0.95)***</td>
</tr>
<tr>
<td>Shanghai</td>
<td>–0.99 (–1.75 to –0.22)*</td>
<td>0.37 (0.17 to 0.80)</td>
<td>–1.74 (–2.56 to –0.92)***</td>
</tr>
<tr>
<td>Guangzhou</td>
<td>–0.87 (–1.62 to –0.11)*</td>
<td>0.42 (0.20 to 0.89)</td>
<td>–1.75 (–2.58 to –0.92)***</td>
</tr>
<tr>
<td>Shenzhen</td>
<td>–0.15 (–1.93 to –0.36)**</td>
<td>0.32 (0.15 to 0.70)</td>
<td>–1.58 (–2.41 to –0.75)***</td>
</tr>
<tr>
<td>Hangzhou</td>
<td>–1.01 (–1.77 to –0.25)**</td>
<td>0.37 (0.17 to 0.78)</td>
<td>–1.33 (–2.18 to 0.47)**</td>
</tr>
</tbody>
</table>

Table 8. City differences in staying at home waves 4, 5, and 6 (Wuhan was used as the reference group).

<table>
<thead>
<tr>
<th>City</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>Log OR (95% CI)</td>
</tr>
<tr>
<td>Beijing</td>
<td>–1.26 (–2.02 to –0.51)**</td>
<td>0.28 (0.13 to 0.60)</td>
<td>–0.14 (–0.90 to 0.61)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>–1.35 (–2.11 to –0.58)**</td>
<td>0.26 (0.12 to 0.56)</td>
<td>–0.63 (–1.40 to 0.14)</td>
</tr>
<tr>
<td>Guangzhou</td>
<td>–1.35 (–2.07 to –0.64)***</td>
<td>0.26 (0.13 to 0.53)</td>
<td>–1.28 (–2.04 to –0.52)***</td>
</tr>
<tr>
<td>Shenzhen</td>
<td>–1.25 (–2.02 to –0.48)***</td>
<td>0.29 (0.13 to 0.62)</td>
<td>–0.73 (–1.44 to –0.02)*</td>
</tr>
<tr>
<td>Hangzhou</td>
<td>–1.75 (–2.52 to –0.98)***</td>
<td>0.17 (0.08 to 0.38)</td>
<td>–1.02 (–1.75 to –0.30)***</td>
</tr>
</tbody>
</table>

Summary

Despite inconsistencies, some patterns still emerged. First, reliance on expert sources encouraged protective behaviors, but this effect did not emerge until wave 3 and was stronger on wearing a face mask and washing hands. Second, the discouraging effect of reliance on inexpert sources was limited to wave 2 except that it predicted washing hands negatively at wave 5. In addition, perceived severity exhibited a stronger effect on protective behaviors than perceived susceptibility. Furthermore, self-efficacy was not associated with engaging in protective behaviors, whereas the effect of response efficacy was limited to waves 1 and 2. Among all control variables, the effect of knowledge was limited, whereas the city of residence exhibited a stronger effect on staying at home.

Discussion

Principal Findings

The COVID-19 pandemic triggered research on what factors affected individuals’ engagement in protective behaviors [7-12]. This study is built upon EPPM, a theoretical framework that explains how risk perception and efficacy appraisal might affect individuals’ engagement in protective behaviors [13]. In addition, given the volume of misinformation about preventive measures against COVID-19 [33], we extended EPPM and the...
extant research on protective actions against COVID-19 by recognizing the value of accurate information and considering Chinese individuals’ reliance on expert versus inexpert information sources. Further, differences across time and between three target behaviors were also revealed. The patterns of our findings previously summarized provide important implications on health education and suggest the intertwined relationship between one’s health behavior and the sociocultural system where these individuals reside.

First, we found that perceived severity could encourage protective behaviors, but their effects were not consistent and different depending on the specific behavior. Taken as a whole, perceived severity predicted washing hands positively at waves 2, 4, 5, and 6, more consistently than wearing a face mask (waves 1 and 5) and staying at home (waves 2 and 6). The inconsistency might be related to the executive orders that the Chinese government issued, which forced individuals to wear a face mask in public and placed them in quarantine [13]. Therefore, in this study, wearing a face mask and staying at home were not entirely autonomous decisions but more because of compliance with the executive orders. However, washing hands was not required, and it was impossible to ensure that everyone washed their hands as recommended. Thus, how often individuals washed their hands was likely derived from their evaluation of the risk.

Surprisingly, perceived susceptibility predicted staying at home negatively at waves 1 and 3. The post hoc analysis found that at both waves the common predictor of perceived susceptibility was self-rated health condition (wave 1: OR 0.72, 95% CI 0.56-0.92; P<0.05; wave 3: OR 0.65, 95% CI 0.50-0.86; P<0.01), and older participants reported a worse health condition (wave 1: OR 0.97, 95% CI 0.95-0.99; P<0.01; wave 3: OR 0.95, 95% CI 0.93-0.97; P<0.001). Therefore, among older participants, there might be a gap between risk perception and behavior. Although they realized that they could be subject to COVID-19, they still went out. This suggests that health education for seniors should focus on bridging the perception-behavior gap.

Overall, the effect of perceived susceptibility on protective behaviors was minimal. However, the impact of perceived susceptibility should not be dismissed. For example, protection motivation theory contends that human behavior is a function of the perceived severity of the threat, perceived susceptibility to the threat, and response efficacy, and no behavior is performed if any of these predictors are zero [14]. Although more empirical evidence is needed to understand whether health education in China during the pandemic lacks information on susceptibility, this result suggested that subsequent education should highlight the chance that certain populations are vulnerable to the pandemic.

In addition to risk perceptions, our results showed that response efficacy only predicted staying at home at waves 1 and 2, and washing hands at wave 1. Hence, at the early stage of the outbreak, individuals engaged in preventive measures because perhaps they believed these actions were effective to protect them against the given threat. This suggests that practitioners may want to adjust the emphasis of health education as time passes. Specifically, elevating response efficacy of the target audience may be important at the early stage of the outbreak.

By contrast, self-efficacy did not predict any protective behavior at any time. One possible reason is that our measure of self-efficacy addressed overall confidence in performing preventive measures instead of specific preventive actions. However, there might be differences in the level of difficulty in performing these three protective behaviors. Thus, our measure might not have assessed this subtle difference.

It is important to note that EPPM research tends to test the aggregate effects of perceived severity and perceived susceptibility as well as response efficacy and self-efficacy on protective behaviors [18,21,22,42,43]. However, we demonstrated the separate effects of these variables, and we found their distinct effects. This suggests that perceived severity versus perceived susceptibility (response efficacy vs self-efficacy) may be essentially different, which needs further study.

In addition to testing EPPM, our results demonstrated how reliance on expert versus inexpert sources might affect Chinese individuals’ engagement in protective actions. Our findings reveal that the positive effect of expert sources did not emerge until wave 3 when most businesses restarted [39]. The post hoc analysis found that, controlling for knowledge, self-rated health condition, and demographic variables, reliance on expert sources at wave 1 was significantly lower than all other waves (wave 2: OR 2.26, 95% CI 1.72-2.98; P<0.01; wave 3: OR 1.56, 95% CI 1.19-2.04; P<0.01; wave 4: OR 1.75, 95% CI 1.34-2.29; P<0.001; wave 5: OR 1.54, 95% CI 1.17-2.02; P<0.01; wave 6: OR 1.57, 95% CI 1.20-2.06; P<0.01). One explanation is that it took time for the Chinese public to develop trust in these expert sources and follow the messages that these sources delivered. Expert sources in China, such as official media and health departments, are under strict control by the Chinese government, which was blamed for their failure to provide timely responses to COVID-19 during its early outbreak. This might have affected Chinese individuals’ trust in these expert sources given their close connection with the government. However, the aggressive actions that the government took controlled the spread of the pandemic and made the number of cases start to decline in late February 2020 [3,13]. Therefore, at wave 3, which started in early March, Chinese individuals might have gained more trust in these expert sources, making them more willing to comply with the recommendations that these sources offered. This suggests that individuals’ trust in information sources may exhibit a critical impact on their health behavior. Furthermore, this finding suggests that the conventional approach to persuading the public to engage in protective behaviors during the pandemic, which centers on knowledge provision, may not be effective. A more important mission might be to help the public develop trust in the community of public health practitioners including those working for the government. Therefore, a perspective of public relations is needed in future research and practices on health education.

In contrast, reliance on inexpert sources did not affect protective behaviors most of the time, except that these sources discouraged preventive measures at wave 2. This shows that
our participants might have realized the risks of inexpert sources in information provision, so they did not follow this information. Although these findings are promising, information literacy should still be a focus of future health education and campaigns, especially those vulnerable to health misinformation, such as seniors and less educated individuals.

Additionally, the significant effect of reliance on inexpert sources was limited to wave 2. One possible explanation is that the public interest changed as time passed. In January and February 2020, the public may have been concerned about how to control and treat COVID-19. However, the restart of businesses might have signaled that the pandemic was under control. By then, individuals may have been more concerned about economic recession and recovery. Hence, after wave 2, the focus of the information exchanged between inexpert sources might have changed, which made reliance on these sources not significantly related to taking preventive measures.

Finally, the effects of several control variables warrant discussion. The impact of knowledge on protective behaviors was limited, and residents in Wuhan stayed at home more than participants in other cities at most times. These two findings can be explained by the influence of executive orders. The lockdown of Wuhan lasted more than 2 months, so naturally, participants from Wuhan stayed at home more. Additionally, the limited influence of knowledge suggests that Chinese individuals’ engagement in protective behaviors might not be a result of their autonomous decisions but compliance with executive orders. Although this approach to behavior change controlled the spread of COVID-19 in China [3,13], the duration of its effect is questionable, which future research needs to investigate.

### Limitations and Future Research

These findings must be interpreted with several caveats. First, the cross-sectional nature of this study makes it impossible to build causal relationships between variables. Second, our study uses self-reported data. This method relies on participants’ memory and can be subject to social desirability.

In addition, as previously explained, Chinese individuals performed these protective actions partly because of their compliance with strict law enforcement and executive orders issued by China’s government. This might explain why our participants’ responses to questions measuring their engagement in protective behaviors were skewed. Furthermore, this might affect the validity of responses that our participants provided. Hence, social desirability must be considered when results are interpreted.

Although we matched the age and the education level of our sample to the national population in China, the generalizability of our sample may still be a limitation. Moreover, the proportions of education and age did not match the national population at all waves. The significant differences in education, income, and age between waves might have introduced additional variances and affected the validity of our results.

This study was conducted in China during the COVID-19 pandemic. This particular timing and geographic location might limit the generalizability of our results. Cross-cultural comparisons and longitudinal observations can be valuable directions for future research.

Our measures of self-efficacy and knowledge could also affect the validity of our findings. As mentioned earlier, the measure of self-efficacy did not specify the preventive behavior. Moreover, we self-created our scale of knowledge based on relevant information from the media. Established measures based on a manual provided by health departments would be more valid.

It is important to note that our definition of risk perception was limited to cognitive appraisal, which may dismiss the effect of affective responses. Future inquiries are needed to understand how cognitive and affective appraisals of risks may affect individuals’ engagement in protective behaviors during the pandemic.

Finally, as argued earlier, whether Chinese individuals engaged in protective behavior might partly be a result of strict executive orders. Thus, Chinese individuals’ attitude toward the political system may play a part in their engagement in protective behaviors against COVID-19. This implication may also apply in other countries such as the United States, where pandemic control has been politicalized [44,45]. Therefore, future research may need to examine how variables such as political interest and political orientation may affect one’s health behavior.

### Conclusion

This study provides empirical evidence on what affected Chinese individuals’ engagement in protective behaviors against COVID-19 between February and April 2020. Given the authoritarian political system in the media, Chinese individuals’ engagement in protective behavior might not be an entirely autonomous decision but a result of compliance with executive orders. Our findings demonstrate that expert sources did not encourage protective behaviors until the early stage passed, suggesting that it might take time to develop trust in expert sources. Therefore, the effect of health education may depend on information as well as the relationship between practitioners and the public. This suggests that a perspective of public relations should be considered in future research. In addition, perceived severity could motivate some protective measures, but its effect differed depending on the specific behavior. Furthermore, the facilitating effect of perceived severity lasted throughout the duration of the pandemic but that of response efficacy was limited to the early stage. Hence, practitioners may want to adjust the emphasis of health campaigns depending on the stage of the pandemic.
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Abstract

Background: Multiple sclerosis (MS) is a chronic, neurodegenerative disease that causes a range of motor, sensory, and cognitive symptoms. Due to these symptoms, people with MS are at a high risk for falls, fall-related injuries, and reductions in quality of life. There is no cure for MS, and managing symptoms and disease progression is important to maintain a high quality of life. Mobile health (mHealth) apps are commonly used by people with MS to help manage their health. However, there are limited health apps for people with MS designed to evaluate fall risk. A fall risk app can increase access to fall risk assessments and improve self-management. When designing mHealth apps, a user-centered approach is critical for improving use and adoption.

Objective: The purpose of this study is to undergo a user-centered approach to test and refine the usability of the app through an iterative design process.

Methods: The fall risk app Steady-MS is an extension of Steady, a fall risk app for older adults. Steady-MS consists of 2 components: a 25-item questionnaire about demographics and MS symptoms and 5 standing balance tasks. Data from the questionnaire and balance tasks were inputted into an algorithm to compute a fall risk score. Two iterations of semistructured interviews (n=5 participants per iteration) were performed to evaluate usability. People with MS used Steady-MS on a smartphone, thinking out loud. Interviews were recorded, transcribed, and developed into codes and themes. People with MS also completed the System Usability Scale.

Results: A total of 3 themes were identified: intuitive navigation, efficiency of use, and perceived value. Overall, the participants found Steady-MS efficient to use and useful to learn their fall risk score. There were challenges related to cognitive overload during the balance tasks. Modifications were made, and after the second iteration, people with MS reported that the app was intuitive and efficient. Average System Usability Scale scores were 95.5 in both iterations, representing excellent usability.

Conclusions: Steady-MS is the first mHealth app for people with MS to assess their overall risk of falling and is usable by a subset of people with MS. People with MS found Steady-MS to be usable and useful for understanding their risk of falling. When developing future mHealth apps for people with MS, it is important to prevent cognitive overload through simple and clear instructions and present scores that are understood and interpreted correctly through visuals and text. These findings underscore the importance of user-centered design and provide a foundation for the future development of tools to assess and prevent scalable falls for people with MS. Future steps include understanding the validity of the fall risk algorithm and evaluating the clinical utility of the app.

(JMIR Hum Factors 2021;8(1):e25604) doi:10.2196/25604

https://humanfactors.jmir.org/2021/1/e25604
Introduction

Multiple sclerosis (MS) is a chronic, neurodegenerative disease of the central nervous system (CNS) that affects over a million people in the United States [1]. MS may affect the brain, spinal cord, brainstem, and/or optic nerves and can result in a range of sensory (ie, pain and loss of proprioception), motor (ie, spasticity, muscle weakness, and balance or gait impairments), and/or cognitive (ie, slowed processing speed and memory loss) symptoms [2,3]. Symptoms vary on an individual basis, depending on which areas of the CNS are affected [2]. Furthermore, new symptoms may arise, or current symptoms may worsen throughout the course of the disease [4]. There is currently no cure for MS; however, treatments developed over the last two decades have slowed the disease progression and improved symptoms. Disease-modifying treatments, including injectable and oral drugs, have shown to be beneficial in ameliorating damage to the CNS, and trials using monoclonal antibodies and myelin restoration strategies suggest the potential for novel forms of MS therapy [5]. Although treatments have helped minimize the disease progression, the heterogeneity of MS makes this a complex disease to manage.

Mobile health (mHealth) apps have rapidly evolved in recent years to help individuals track, manage, and treat their health [6]. Due to the complexity of MS, there is increasing use of mHealth apps to support disease monitoring and symptom management [7,8]. More than 85% of people with MS own a mobile device, and 45% of people with MS use an mHealth app to help manage or treat their MS [7]. The most common MS apps help with disease management or provide information about MS and MS treatment [9]. Other apps allow people with MS to connect with one another to share information and socialize, and others allow users to track their symptoms, mood, and energy over time [7].

Despite the number of MS-related apps, there are limited health apps developed to evaluate fall risk. Falls are a significant health concern for people with MS, with half of those falling in a 6-month period and up to 50% of falls resulting in an injury [4]. Current fall-related apps for aging and chronic disease populations focus on fall detection [10,11], whereas others measure movement tasks (ie, walking and sit to stand) as a proxy of fall risk [12-14]. Current fall-related apps, however, are not designed for people with MS who have unique risk factors and movement patterns compared with other chronic disease populations. In addition, they did not examine the multiple factors that cause falls in people with MS [4].

Risk factors for falls stem from multiple MS symptoms, including impaired walking and balance, cognitive decline, and fatigue [15]. Although fall risk assessments can be performed clinically, clinicians have time constraints, may not have the necessary equipment, and commonly only assess a single aspect of fall risk, usually asking for previous fall history [16]. Assessing fall risk, however, should include measuring multiple risk factors. Clinical fall risk assessments can include walking and balance tasks such as the Timed up and Go or Short Physical Performance Battery or falls self-efficacy and self-confidence questionnaires [17,18]. A fall risk app incorporating these tasks and measuring multiple risk factors can increase access to fall screening for people with MS and encourage the adoption of fall prevention strategies before a fall occurs. In addition, because MS symptoms fluctuate throughout the course of the disease [4], changes in symptoms lead to changes in fall risk. A fall risk app can help people with MS to measure and track these changes in their homes.

A fall risk mHealth app for people with MS offers access to fall assessment in the home setting, potentially improving fall risk self-management and reducing fall-related injuries. An mHealth app can measure fall risk by leveraging smartphone accelerometry to objectively measure postural control [19] and assess MS symptoms related to falls through self-reported questionnaires. A critical step in the development of an mHealth app is understanding the usability of the app for its intended users [20]. Usability testing ensures that those with MS can easily use and understand an app to improve their overall health. Moreover, a review of MS health apps indicated that most apps do not meet the needs of those with MS because they are not designed for the intended users, leading to poor adherence and use [9]. As people with MS have unique symptoms that may influence their technology use, applying a user-centered approach in the development of health apps can help improve their adoption and use [21]. Therefore, the purpose of this study is to develop a fall risk app for people with MS and to test the usability of the app through an iterative design process. A user-centered approach will improve the development of an app to facilitate the needs of those with MS to increase fall screening and ultimately reduce fall-related injuries [22].

Methods

App Development

This app, Steady-MS, was developed in Android Studio 3.1.2 and was developed as an extension of a validated fall risk app for older adults, Steady [23]. Modifications were made to the questionnaire, balance tasks, and algorithm of Steady to apply specifically to the MS population. Steady-MS consists of 2 components: the first includes 25 questions targeting demographic information and MS symptoms (Multimedia Appendix 1). These questions include age, sex, past history of falls, type of MS, history of MS, the 12-item Multiple Sclerosis Walking Scale (MSWS-12) [24], and the short form of the Activities Balance Confidence Scale (ABC-6; Figure 1) [25]. These questions were specifically chosen because they are associated with falls in people with MS [17,26-28]. The second component, following the 25 questions, is a series of progressive balance tasks, in which the app guides users through 5 progressively difficult standing balance tasks. In the following order, the tasks are as follows: (1) eyes open, (2) eyes closed, (3) semitandem, (4) tandem, and (5) single leg. A text description and image guide users through each task (Figure 2).
Each task takes 30 seconds, beginning with a 5-second countdown and the word start and ending with the word stop. The phone also vibrates at the start and end of each task. Users were instructed to hold the phone against their chest for the duration of the task to measure their postural sway. These tasks were chosen because worse performance on these tasks is associated with falls in people with MS [29,30]. After each task, users were asked to report if they (1) completed the task, (2) attempted but did not complete, or (3) did not attempt. Steady-MS measures postural sway by measuring acceleration in the mediolateral, anteroposterior, and vertical directions [19]. The Romberg ratio, the ratio between eyes open and closed, of the root mean square acceleration measured and recorded as the increased Romberg ratio, is associated with increased fall risk in people with MS [31]. The number of balance tasks completed, the root mean square Romberg ratio, and the responses to the 25-item questionnaire were inputted into a weighted algorithm and converted into a score ranging from 0 to 100, in which higher scores represent a higher risk for falls.

**Figure 1.** Screenshots of Steady-MS app asking users to answer 25 questions related to their health, past falls, multiple sclerosis symptoms, and perceived balance. MS: multiple sclerosis.

**Figure 2.** Screenshots of Steady-MS app guiding users to safely perform 5 standing balance tasks while holding the phone against their chest.
Steady-MS was also developed considering common MS symptoms that may influence usability. For instance, fatigue is a common symptom that affects approximately 70% of people with MS [32]. To prevent fatigue, we limited the total number of questions to 25 questions that were needed for the fall risk algorithm and asked only important additional questions (ie, MS duration and type of assisted device) that relate to falls. We also limited the balance tasks to 1 trial of the 5 tasks. Vision impairments are also an MS symptom affecting approximately 30% of people with MS and may influence reading questionnaires and instructions [33]. Therefore, the font size was at least 14, and we emphasized the high contrast between text and background. Cognitive impairment, including reduced processing speed and memory decline, affects between 40% and 70% of people with MS [34]. We aimed to prevent cognitive overload by presenting one set of instructions per screen and maintaining consistency throughout the app.

**Participants**

A total of 10 people with MS participated in 2 usability rounds. It has been recommended that small groups (n=5) are suitable for identifying usability issues [35]. People with MS (n=5) interacted with Steady-MS and identified usability issues. Using their feedback, we improved the design of the app, and then, another group of people with MS (n=5) interacted with the app to identify any additional usability issues. This iterative design approach centered around the user is most effective for identifying user challenges when developing health apps [21,22]. Inclusion criteria for participants included (1) physician confirmed diagnosis of MS, (2) age 18 years or older, (3) self-reported ability to use a touchscreen device, and (4) ability to stand independently for at least 1 minute. Individuals with neurological disorders other than MS were excluded from the study. All procedures were approved by the Institutional Review Board, and all participants provided informed consent before participation.

**Procedures**

An iterative design evaluation process of videotaped semistructured interviews was used to determine the optimal usability of Steady-MS. Participants were presented with a smartphone (Samsung Galaxy S6) and asked to open the app and follow all instructions as they completed both the in-app questionnaires and balance tasks. Participants first completed these steps independently, with as little assistance as possible. They then completed the in-app tasks a second time, but this time thinking aloud and narrating their thoughts. They were also encouraged to discuss their likes, dislikes, and recommendations for improvement. After receiving their fall risk score, participants were also asked to identify and draw different graphics of how they wanted to receive their score, such as on a circular chart or linear scale.

Following the semi-structured interview, participants completed the Systematic Usability Scale (SUS) to understand the overall usability of the app. The SUS is widely used to quantify the usability of user-machine interfaces, consisting of 10 standard questions on a 5-point Likert scale [36]. The SUS ranges from 0 to 100, with higher scores representing greater usability. Previous work has indicated that the average technology SUS score is 60, and scores of 80 or above indicate that users are more likely to recommend the device to others [37]. Participants also completed the Mobile Device Proficiency Questionnaire (MDPQ) to understand their general proficiency in using mobile devices. The MDPQ ranges from 5 to 40, with higher scores representing greater technological proficiency [38]. Participants then completed the Expanded Disability Status Scale, a self-reported measure of disability that ranges from 0 to 10, with higher scores indicating greater disability [39].

After the first iterative cycle, changes were made to the app design based on the issues identified from the interviews. The second cycle of semi-structured interviews was performed on 5 new participants with MS. Owing to COVID-19 restrictions on in-person research, interviews in the second round were performed remotely. The procedures followed the same format as the first round; however, participants were delivered a smartphone with Steady-MS installed, and interviews were conducted over a video call. This format allowed us to understand how Steady-MS is used in the home environment.

**Data and Statistical Analysis**

All videotapes and field notes taken during the interviews were transcribed verbatim on a computer. Qualitative data from videotapes and field notes were analyzed to develop a coding system using MAXQDA (Version 12.3.3). On the basis of their content, data were assigned codes, and codes with similar content were grouped into themes. The codes and themes were reviewed and discussed by 2 researchers.

**Results**

**Iteration 1**

**Overview**

Participant characteristics are displayed in Table 1. From the semistructured interviews and coding analysis, 3 main themes were identified: (1) intuitive navigation, (2) efficiency of use, and (3) perceived value. Table 2 summarizes the main issues identified from the interviews and the subsequent changes made to Steady-MS.
Table 1. Demographic information of all participants in the first and second iterations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Iteration 1</th>
<th>Iteration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.2 (13.1)</td>
<td>54.6 (8.7)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4 (80)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>EDSS</strong>, median (IQR)</td>
<td>3 (2.5-6)</td>
<td>2.5 (2.5-6)</td>
</tr>
<tr>
<td><strong>MS duration (years), mean (SD)</strong></td>
<td>16.2 (9.2)</td>
<td>16.2 (9.2)</td>
</tr>
<tr>
<td><strong>MS type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary progressive</td>
<td>1 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secondary progressive</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Relapse remitting</td>
<td>4 (80)</td>
<td>4 (80)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-school diploma</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>2 (40)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>3 (60)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>0 (0)</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Mobile device use, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owns smartphone</td>
<td>5 (100)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Owns tablet</td>
<td>2 (40)</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Mobile device proficiency scale, mean (SD)</strong></td>
<td>36.8 (3.3)</td>
<td>38.3 (1.1)</td>
</tr>
</tbody>
</table>

*aEDSS: Expanded Disability Status Scale.

*bMS: multiple sclerosis.

Table 2. Summary of the main issues identified in the first round of interviews, sample quotes from each issue, and solutions implemented to improve the app.

<table>
<thead>
<tr>
<th>Domain and issue</th>
<th>Sample quotes</th>
<th>Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intuitive navigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unclear if eyes are open or closed for balance tests</td>
<td>“I have to keep my eyes closed, don’t I?”</td>
<td>Added eyes to icons to depict if eyes are open or closed.</td>
</tr>
<tr>
<td>Confusion between semitandem and tandem stances</td>
<td>“Maybe a picture or description because the one that said balance beam made more sense”</td>
<td>Modified pictures to clarify semitandem and tandem stances. Reworded description of each stance.</td>
</tr>
<tr>
<td>Reentering ID before balance tests</td>
<td>“I just hit the Get Started again?”</td>
<td>After completing About Me, users are no longer prompted to reenter their ID.</td>
</tr>
<tr>
<td>Redundant option of completing test</td>
<td>“I don’t understand I did not attempt to complete the test because if you didn’t attempt to complete it, why wouldn’t you just skip it?”</td>
<td>The I did not attempt to complete the test option was removed, as users are able to skip any balance task.</td>
</tr>
<tr>
<td>Assisted device use</td>
<td>“This was to think about this as if I’m using my crutch, right?”</td>
<td>Added instructions to answer the activities balance confidence scale as if you were to have your assisted device.</td>
</tr>
</tbody>
</table>

**Efficiency of use**

Easy to use

“I find [Steady-MS] easy to use on my own”

No solutions were needed.

**Perceived value**

Tracking score over time

If they can learn and improve their score, it would help them feel confident.

No solutions were needed.

*aMS: multiple sclerosis.*
Intuitive Navigation

The most common usability issue during the first iteration was related to intuitive navigation. When participants completed their self-reported questionnaires and moved onto the balance tasks, they were prompted to reenter their ID, a feature that was added to assist in testing several individuals simultaneously. Of the 5 participants, 2 had asked for clarification if they had to reenter their ID or if the app was finished. It was not intuitive for these participants to reenter their ID before moving onto the balance tasks. To address this issue, participants were no longer required to enter their ID to complete the balance tasks. In addition, participants who used an assistive device asked for clarification whether the questionnaires referred to using their assistive device or not. Therefore, for questions such as those from the short form of the ABC, we included instructions regarding assisted device use.

There was also difficulty in navigating through the 5 balance tests. Two of the participants asked for clarification if their eyes were open or closed, whereas 2 different participants performed the semitandem and tandem conditions incorrectly based on observation and video recording from the research staff (Table 3). Although there was a text description instructing each balance stance, these participants reported that they preferred to have a clearer image rather than reading text. In addition, following each balance task, participants were asked to rate if they completed each test with 1 of the 3 options. Of these options, participants reported that the last option, “I did not attempt to complete the test,” was not intuitive. Participants indicated that if they were to select this option, they would have chosen to skip the test. To address these issues, we modified the images to indicate that the eyes should be open or closed for each task (Figure 3). We also eliminated the option “I did not attempt to complete the test.”

For the final fall risk score, participants also reported that they liked receiving an overall score; however, using a scale to present their score would be the most intuitive to improve their understanding. A total of 3 participants preferred using a horizontal or vertical scale, as opposed to a circular chart. They reported that they understood their score better on a linear scale with low risk on one end and high risk at the opposite end. Therefore, we added a horizontal scale depicting the user’s final fall risk score (Figure 4). The score ranges from 0 to 100, with a green color corresponding to lower fall risk and a red color corresponding to higher fall risk:

![Image of color scale]

I’m a visual person, and when I have to read something, I will default to looking at the picture. I mean, I can read an instruction manual all day and, but if you show me a picture or video on how to do it, I’ll probably pick it up faster. [Participant, male, 36 years old]

You know, like they do on emojis. You just have those little circles for your eyes if they are closed or open. Maybe it’s just me, but it’s reading all these words or looking at the picture. I could see what I was supposed to do without reading all that. [Participant, female, 57 years old]

I don’t understand ‘I did not attempt to complete the test’ because if you didn’t attempt to complete it, why wouldn’t you just skip it? [Participant, female, 46 years old]

I enter my ID again and hit the ‘Get Started’? [Participant, female, 76 years old]

Table 3. Description, order, and number of participants who correctly performed each of the 5 balance tasks in Steady—multiple sclerosis.

<table>
<thead>
<tr>
<th>Task order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual task</td>
<td>Eyes open</td>
<td>Eyes closed</td>
<td>Eyes open</td>
<td>Eyes open</td>
<td>Eyes open</td>
</tr>
<tr>
<td>Feet position</td>
<td>Shoulder width apart</td>
<td>Shoulder width apart</td>
<td>Semi tandem</td>
<td>Tandem</td>
<td>Single leg</td>
</tr>
<tr>
<td>Iteration 1 correct performance, n (%)</td>
<td>5 (100)</td>
<td>5 (100)</td>
<td>3 (60)</td>
<td>3 (60)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Iteration 2 correct performance, n (%)</td>
<td>5 (100)</td>
<td>5 (100)</td>
<td>4 (80)</td>
<td>5 (100)</td>
<td>5 (100)</td>
</tr>
</tbody>
</table>
Figure 3. Screenshots of Steady-MS app guiding users through progressive balance tasks. The top panel of screenshots depict the first iteration of images and text, and the bottom panel depicts the second iteration of images and text. Images of eyes and rewording of text were edited to improve clarity and reduce cognitive overload.
Figure 4. After completing the balance tests, Steady-MS app outputs an overall fall risk score ranging from 0 to 100, with higher scores representing a higher risk of fall.

Efficiency of Use

Overall, all participants found that Steady-MS was efficient and easy to use. Participants reported that the app walks them through each question and balance test and that they could use it independently. One participant reported that the MSWS-12 questionnaire felt redundant; however, none of the participants felt that the total number of questions or number of balance tasks needed to be reduced:

*I mean, it is pretty easy and seems to walk you through it, in my opinion. It’s pretty straightforward.*

[Participant, male, 36 years old]

*Everything was quite clear when I was going through that.*

[Participant, female, 51 years old]

*I could do that on my own.*

[Participant, female, 57 years old]

Perceived Value

The last theme was related to the value of having a fall risk app. All participants reported that having an app would be beneficial for them to understand their risk of falling. Two of the participants found that having a fall risk score can provide confirmation or reassurance in their perceived changes in symptoms, especially during a relapse. These participants said that they would want to use Steady-MS to gauge their changes before seeing a physician. Participants with a higher fall risk found value in learning about their scores; however, they also wanted exercises or other prevention strategies. One participant also reported that she sees value in monitoring her fall risk at home rather than having to travel to a clinician.

Other participants reported that going through the app helped them realize the factors related to falls. One participant, for instance, learned the importance of vision for fall risk and could be more aware of this in the future. Another participant reported that the tandem stance was a balance task that she wanted to improve on:

*I guess I didn’t realize the factors if your eyes open or closed or your stance can increase your fall risk. I guess I can be more conscious about those types of things because it seems to me now with that feedback about my vision, it plays a pretty important role in my balance.*

[Participant, female, 57 years old]

*But when I get feeling bad, boy, that number [the fall risk score] shoots up. You know? It’s not just my mind, you know, the app kind of confirms it. So maybe I’ll use a cane instead.*

[Participant, male, 36 years old]

*I like to gauge without having to go all the way to the doctor.*

[Participant, female, 46 years old]

Iteration 2

After the second round of interviews, transcript analysis and coding revealed 3 themes related to intuitive navigation, efficiency of use, and perceived value.
Intuitive Navigation

After modifying Steady-MS, participants in the second round of interviews reported little difficulty navigating through the app. After editing the images and text for the balance tasks, 4 of the 5 participants performed all of the balance tasks correctly based on observation and video analysis. One participant asked for clarification of the semitandem stance to confirm if she was standing correctly. After completing the About Me questions, 1 participant returned to the questionnaires again, realized that there were no additional questions, and proceeded to complete the balance questions. To indicate that this section is completed, we dimmed the About Me section after users finished the questions (Figure 5). Overall, the participants reported that Steady-MS was intuitive and easy to navigate:

I didn’t know if there was more about me, like if there were more categories within it. So I chose it again and then I kind of knew enough to be able to scroll through and go back. [Participant, female, 56 years old]

[Referring to the fall risk scale] The green and the red colors [were] pretty self-explanatory to me. [Participant, female, 53 years old]

Figure 5. After completing the “About Me,” this section is dimmed and users are prompted to click on the “Test” section.

Efficiency of Use

Similar to the first round of interviews, participants reported that Steady-MS was efficient and simple to use. They found that navigating through the questions and balance tasks was straightforward. Participants reported that if there was any confusion on the balance tasks or questionnaires, they understood the instructions after rereading a second time. The participants also reported that they could use Steady-MS independently without additional guidance:

It seems simple enough to use and I’m not tech savvy as some are. There wasn’t anything if I read through it twice I wouldn’t understand. [Participant, male, 61 years old]

It’s very easy to read. I liked that part, and the contrast is good too. I’m actually reading without my reading glasses, so that’s a good sign. [Participant, female, 53 years old]

I thought it was pretty good and straightforward. [Participant, male, 64 years old]

Perceived Value

All participants reported that Steady-MS can provide many benefits. Participants indicated that the most beneficial component was seeing their fall risk score. For instance, one participant said that when she sees her neurologist, she may be asked to perform static balance tasks but does not receive feedback on her performance. With Steady-MS, she can see a score that gives her measurable feedback. Another participant reported that Steady-MS may be useful in understanding her changes in fall risk with lifestyle changes. Due to COVID-19, her yoga classes have been canceled. She can feel changes in her balance and walking as a result; however, seeing a score to confirm these changes may motivate her to try online yoga:

I think it’s neat to gauge your risk. Like when I go to the neurologist, she’ll have me do stuff, and she’ll say hmm or uh huh. And I don’t know what any of that means. So it’s kind of nice to have it be like, oh, your score is this. [Participant, female, 39 years old]

They’re doing a lot of yoga online and whatnot. But we all know we don’t do those, or I don’t anyway, as much as I would if I were going to class. So it might
be a way for me to say, hey, you need to do a little bit more with your yoga because your balances are getting a little bit more, you know, unstable, I suppose. [Participant, female, 43 years old]

You live with yourself all day, every day, and sometimes it’s hard to tell if you feel like, you know, like I’m not getting around as well. And if you could look at [the app] and would it show you, oh yeah, it does say I have more of a fall risk. [Participant, female, 56 years old]

**System Usability Scale**

In the first iteration, the average SUS score was 95.5, with a standard deviation of 3.3. In the second iteration, the average SUS score was 95.5, with a standard deviation of 2.9. Although the SUS score did not change between iterations, this is likely because of a ceiling effect with a maximum score of 100. These high scores suggest that participants are likely to recommend Steady-MS to others [37].

**Discussion**

**Principal Findings**

The purpose of this study is to test and refine the usability of a fall risk health app for individuals with MS through a user-centered design approach. After the first round of usability testing, participants identified issues navigating through the app but reported that it was easy to use and found value in undergoing a fall risk assessment. We modified the app to improve navigation, and after the second round of testing, participants reported that the app was easy to navigate and could use the app on their own. These results, complemented with high SUS scores, suggest that Steady-MS is a usable health app that people with MS can use to self-assess their risk of falling.

Importantly, our results underscore the need for a user-centered design during the development of health apps. Indeed, the main issues identified from semistructured interviews were related to intuitive navigation, and a health app with poor navigation is unlikely to be used. These issues were related to understanding the entire instructions of a balance task (ie, the position of the feet and if eyes are open or closed). Cognitive impairment is a common symptom in people with MS [40], and the instructions for each balance task may result in cognitive overload in people with MS. To reduce cognitive overload, we improved the visuals and text to depict each balance task. Indeed, during the second round of testing, 4 participants completed all balance tasks correctly without asking for clarification. For future developments, it is important to consider the cognitive demands of people with MS to prevent cognitive overload.

Participants in both rounds of testing reported that they found the app clear, simple to use, and useful in learning their risk of falling. This suggests that people with MS can independently use carefully designed health apps such as Steady-MS and learn about their fall risk. Participants also reported that they value receiving a fall risk score because they can identify whether their score improves with exercise or declines with the onset of symptoms. Steady-MS offers the potential for people with MS to self-assess and self-monitor their fall risk using a smartphone.

As MS symptoms fluctuate throughout the course of the disease, their risk of falls also changes [4]. Therefore, tracking and monitoring fall risk can help people with MS increase their awareness of their fall risk and take part in prevention strategies before a fall occurs. Unlike traditional fall risk assessments performed in clinics or laboratory-based settings, Steady-MS provides a tool to increase access to fall risk assessments that can be performed at home.

**Lessons Learned**

When developing future mHealth apps for people with MS, there are important aspects to ensure high usability. First, it is important to prevent cognitive overload in people with MS, as cognitive impairment is a common symptom of MS [40]. Within Steady-MS, cognitive impairment was found when participants were asked to follow 2 separate instructions for a balance task. Using clear visuals and simple text is important to avoid cognitive overload. Second, when presenting a score or number to people with MS, it is important to ensure that the score is easily understandable. Participants in the study reported that they preferred receiving a number because it was measurable, and they could track improvements over time. However, it is important that people with MS accurately interpret scores. When using a scale from 0 to 100, it was important to depict, both visually and through text, that 0 represents low risk and 100 represents high risk. These 2 guidelines can improve the development of future health apps to maximize the usability of people with MS. Third, using a user-centered, iterative approach in designing Steady-MS resulted in users effectively and efficiently understanding new instructions. This approach may also apply to other clinical populations with physical and cognitive impairments when designing a health app.

**Limitations**

This is the first study to develop and test an MS fall risk mHealth app; however, there are also limitations to this study. The participants in this study had high mobile technology use and scored high on the MDPQ. Those with less technology experience may have additional usability issues that were not identified in this study. However, MS commonly affects younger adults, and more than 80% of people with MS own a smartphone [7]. Therefore, it is likely that a person with MS will already have mobile device experience. Additionally, while Steady-MS measures overall fall risk, it currently does not offer fall prevention strategies. Seeking treatment after understanding individual risk is the next step to prevent falls, and future steps should aim to include tailored fall prevention strategies and understand if people with MS adopt these strategies. Future steps should also understand the validity of the algorithm and display the results of individual components that contribute to fall risk. This may help guide people with MS with specific fall prevention strategies. Saving fall risk scores may also help people with MS monitor their changes over time. In addition, future work should aim to understand how fall risk apps such as Steady-MS can be incorporated into clinical care. Although Steady-MS was designed for use at home, integrating fall risk apps with clinical guidance in a safe manner can increase access to fall prevention strategies. This study of 10 participants is also a small sample size, and future steps should include a larger,
diverse sample to understand usability needs across the heterogeneous MS population. Finally, although participants reported high perceived value in learning about their fall risk score and offered suggestions to improve how the displaying the score, future interviews, and studies should understand how to present individualized fall risk information to prevent negative, unintended consequences.

Conclusions
In conclusion, the purpose of this study is to determine the usability of a fall risk health app for people with MS. After one round of semistructured interviews, we made modifications to improve users’ intuitive navigation when answering their health-related questionnaires and performing 5 balance tasks. After a second round of interviews, users reported that the app was straightforward to use and easy to navigate and that they found value in learning about their fall risk. SUS scores averaged 95.5 after the second round of testing, suggesting high usability. These results supported the use of a fall risk app to provide people with MS a tool to self-assess and self-manage their fall risk. Moreover, these results underscored the importance of using a user-centered design approach to identify usability challenges when developing mobile apps for individuals with chronic diseases.
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**Abbreviations**

- **ABC**: Activities Balance Confidence Scale
- **CNS**: central nervous system
- **MDPQ**: Mobile Device Proficiency Questionnaire
- **mHealth**: mobile health
- **MS**: multiple sclerosis
- **MSWS-12**: The 12-item Multiple Sclerosis Walking Scale