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Abstract

Background: The use of artificial intelligence (AI) in the medical industry promises many benefits, so AI has been introduced
to medical practice primarily in developed countries. In Japan, the government is preparing for the rollout of AI in the medical
industry. This rollout depends on doctors and the public accepting the technology. Therefore it is necessary to consider acceptance
among doctors and among the public. However, little is known about the acceptance of AI in medicine in Japan.

Objective: This study aimed to obtain detailed data on the acceptance of AI in medicine by comparing the acceptance among
Japanese doctors with that among the Japanese public.

Methods: We conducted an online survey, and the responses of doctors and members of the public were compared. AI in
medicine was defined as the use of AI to determine diagnosis and treatment without requiring a doctor. A questionnaire was
prepared referred to as the unified theory of acceptance and use of technology, a model of behavior toward new technologies. It
comprises 20 items, and each item was rated on a five-point scale. Using this questionnaire, we conducted an online survey in
2018 among 399 doctors and 600 members of the public. The sample-wide responses were analyzed, and then the responses of
the doctors were compared with those of the public using t tests.

Results: Regarding the sample-wide responses (N=999), 653 (65.4%) of the respondents believed, in the future, AI in medicine
would be necessary, whereas only 447 (44.7%) expressed an intention to use AI-driven medicine. Additionally, 730 (73.1%)
believed that regulatory legislation was necessary, and 734 (73.5%) were concerned about where accountability lies. Regarding
the comparison between doctors and the public, doctors (mean 3.43, SD 1.00) were more likely than members of the public (mean
3.23, SD 0.92) to express intention to use AI-driven medicine (P<.001), suggesting that optimism about AI in medicine is greater
among doctors compared to the public.

Conclusions: Many of the respondents were optimistic about the role of AI in medicine. However, when asked whether they
would like to use AI-driven medicine, they tended to give a negative response. This trend suggests that concerns about the lack
of regulation and about accountability hindered acceptance. Additionally, the results revealed that doctors were more enthusiastic
than members of the public regarding AI-driven medicine. For the successful implementation of AI in medicine, it would be
necessary to inform the public and doctors about the relevant laws and to take measures to remove their concerns about them.

(JMIR Hum Factors 2022;9(1):e24680) doi: 10.2196/24680
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Introduction

Background
The use of artificial intelligence (AI) in the medical industry
promises many benefits. For example, it can yield new
diagnostic and therapeutic methods, provide the groundwork
for introducing cutting-edge medical technology, and reduce
the workload of doctors and care workers [1-3]. AI has been
introduced to medicine primarily in developed countries [4].
The United States made an early start in this respect. In April
2018, the country’s Food and Drug Administration (FDA)
authorized the first medical device to use AI. The device, named
IDx-DR, detects greater than a mild level of the eye disease
diabetic retinopathy in patients with diabetes. As the FDA states,
IDx-DR provides a screening decision “without the need for a
clinician to also interpret the image or results” [5]. Like the
United States, Japan wants to drive forward the use of AI in
medicine. The country’s Ministry of Health, Labour, and
Welfare (MHLW) has designated six health care fields where
AI is to be developed. Under the MHLW’s plan, AI will be
rolled out relatively early in four of these fields (genome
medicine, diagnostic imaging, diagnosis and treatment, and
drug development) and then in a more phased manner in the
remaining two (long-term care and dementia, surgery) [1].
Despite the MHLW’s efforts, however, Japan lags other
developed countries in rolling out AI in health care.

As the shift toward AI in medicine continues apace, there is an
urgent need to consider the ethical, legal, and social issues
(ELSIs) of this trend [6]. For example, insofar as clinical data
are used to develop AI applications, an issue arises regarding
patients’ personal data [7]. This issue has not escaped the
attention of Japan; in June 2018, the MHLW released an
announcement on AI-guided diagnosis, stating that AI will only
ever assist a human doctor in forming a final diagnosis and that
no matter how advanced AI becomes, decision-making
responsibility will always lie with the human doctor [8]. Despite
such reassurances, many members of the public remain
concerned about where accountability lies in AI-driven
medicine. Such misgivings may hinder the rollout of AI in
medicine.

A new application can only fulfill its potential if people use it.
Exemplifying this principle are South Korea’s mobile electronic
medical records (EMRs) [9]. Mobile EMRs are effective for
streamlining medical work and minimizing hospital costs, but
staff feel strongly disinclined to use them, and the uptake rate
is low; this is because the functions are poorly tailored to the
user’s needs. This situation demonstrates, according to Kim [9],
that an application can only fulfill its true potential if the
developers consider user feedback. The success of a technology
rollout depends on the technology’s features, but it also depends
on popular trends and the broader sociocultural milieu. Toward
ensuring successful rollout, trends in public acceptance of the
technology and the determinants of such would need to be
identified [10,11]. When it comes to AI in medicine, there may

be a gap in acceptance between the doctors, who would actually
use the AI, and the public, who would receive AI-driven medical
services. It is, therefore, necessary to consider acceptance among
doctors and among the public. However, in Japan, the
acceptance of AI in medicine has not been investigated.

Therefore, the purpose of this study was to obtain detailed data
on the acceptance of AI in medicine by comparing the
acceptance among Japanese doctors with that among the
Japanese public.

Theoretical Background
In recent years, AI has been developed in the medical industry.
For example, AI can detect pulmonary nodules, tuberculosis,
and pneumonia in chest radiographs, detect and quantify
pulmonary nodules in chest computed tomography (CT) [12],
detect suspected large vessel occlusion strokes based on CT
images [13], and screen for breast cancer [14].

The technology acceptance model (TAM) is used to investigate
the acceptance of new technologies. TAM is a model that
explains the process by which users accept and use information
systems. There are many extended models, among which the
unified theory of acceptance and use of technology (UTAUT),
proposed by Venkatesh et al [15] by integrating eight models,
explains 70% of the variance in individual intention to use
technology while the existing technology acceptance models
explain 40%. In UTAUT, the user's intention to use an
information system and subsequent use is explained by four
components (performance expectancy, effort expectancy, social
influence, and facilitating conditions).

Literature Reviews
Oh et al [16] found that 83.4% of respondents considered that
AI would be useful in the medical field, indicating that doctors
have a positive attitude toward AI in medicine in a survey of
doctors and medical students in Korea. Jonmarker et al [17]
investigated participants' confidence in the introduction of AI
into a breast cancer screening program in Sweden. Participants
in a breast cancer screening program trusted the computer-aided
decision-making of their doctors the most. Jutzi et al [18] also
conducted a survey of patients with and without a diagnosis of
melanoma to investigate the acceptance of AI for melanoma
diagnostics in Germany. The results showed that only 41%
agreed with the use of AI as a stand-alone system, and 94%
agreed with the use of AI as a support system for doctors.

In Japan, a number of studies have polled attitudes regarding
the rollout of AI in health care. In one survey by the Ministry
of Internal Affairs and Communications (MIC), 81.5% of the
polled experts said that they would welcome the use of AI in
analyzing biometrics, lifestyle, disease history, genetic data,
and other factors to detect precisely symptoms of health
conditions or the onset of disease [19]. Another attitudes survey
on AI in health care was conducted by Ema et al [20]. In the
survey, the respondents agreed strongly with the idea of
entrusting AI with driving, disaster management, military
matters, and other functions where the rollout of AI requires
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institutional and social consent. However, they felt that humans
should remain the primary actor in matters involving individual
choice, such as health management and important life decisions.
As insightful as its findings are, the study had examined
participants’ views on the use of AI in a number of fields, not
only health care. A focus on AI in medicine would present a
more detailed picture of the public and expert trust in such. One
study that did so was Yokoi and Nakayachi [21]; the study
reported that sharing treatment plans resulted in higher trust
toward AI but also that this effect was modest. However, they
are investigating the reliability of AI in medicine, and there has
been no investigation of acceptance focused on AI in medicine
in Japan. For the successful implementation of AI in medicine
in Japan, it is necessary to investigate not only the reliability
but also the acceptance and factors related to acceptance.

In addition, although clarifying the differences in acceptance
of AI in medicine between doctors and the public would allow
us to consider approaches suitable for each of them in promoting
the introduction of AI, most previous studies have focused on
either doctors or the public (patients).

Our research question was to what extent AI in medicine has
been accepted in Japan and whether there are differences in the
acceptance of AI in medicine between doctors and the public.

Methods

Survey
For the purposes of the study, AI in medicine was defined as
the use of AI to determine diagnosis and treatment without
requiring a doctor.

The survey questions were divided into two sections. The first
section consisted of items on the respondents’general attributes,
such as sex and whether the respondent was a doctor.

The second section measured the respondents’ acceptance of
AI in medicine with questions referred to the UTAUT [15].
Generally, a survey is conducted for people who directly use
the system, assuming a specific system in UTAUT. However,
in this study, the respondents include the public who does not
use the system directly. Also, we assume no specific systems
because the AI in medicine was not widespread at the time the
survey was conducted in Japan, and the only description of AI
was “the use of AI to determine diagnosis and treatment without
requiring a doctor” in the questionnaire. Therefore, we modified
the questions through discussion to make them suitable for this
study. Specifically, questions that are difficult to answer without
assuming a specific system were deleted, and we added
alternative items for four key components. In addition, since
attitude and uneasiness have been verified as a factor influencing
intention to use in previous studies, we added a question on
attitude and uneasiness in this study [15,22]. Then, we thought
it would be difficult to analyze the data by fitting the UTAUT
model because we modified the questionnaire for this study, so
we measured one element for all items.

There were 20 such items (Textbox 1), each representing a factor
of acceptance. Each item was rated on a five-point scale (1 =
completely false, 2 = somewhat false, 3 = cannot say either way,
4 = somewhat true, 5 = completely true). A question item about
medical costs was rated on a different five-point scale, where
1 = costs will decrease, and 5 = costs will increase.
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Textbox 1. Question items measuring acceptance factors

Usefulness: Do you think that AI in medicine will be useful?

Efficiency: If AI is used in medicine, do you think doctors could provide services more efficiently?

Better medical services: Would using AI in medicine lead to better medical services?

Mastery: Could doctors quickly master the use of AI in medicine?

User-friendliness: Could doctors easily operate AI in medicine settings?

Expectations of others: Do you think people around you are optimistic about the potential of AI in medicine?

Expectations among patients: Do you think patients are optimistic about the potential of AI in medicine?

Brand impact: Are your views on AI in medicine shaped by the businesses (or brands of such businesses) that developed the AI for medicine?

Knowledge of AI in other contexts: Do you know much about the use of AI in contexts other than medicine?

Knowledge of AI in medicine: Do you know much about the use of AI in medicine?

Medical costs: How do you think AI in medicine will affect medical costs?

Necessity of legislation: Do you think the use of AI in medicine should be regulated by legislation?

General impression: Do you have a generally favorable impression of the use of AI in medicine?

Interest in topic: Are you interested in the topic of AI in medicine?

Accuracy: Do you think AI in medicine will deliver accurate diagnoses?

Concern about data leakage: Are you concerned that using AI in medicine might lead to the leakage of personal data?

Concern about accountability: Are you concerned about who would be accountable for any accident resulting from the use of AI in medicine?

Intention to use: Would you be willing to use AI-driven medicine?

Relevance to life: Do you think that AI in medicine will play an important role in your life in the future?

Necessity in medicine: Do you think that AI will be essential in medicine in the future?

The survey was conducted over three days, from November 13
to 15, 2018. The authors did not obtain Institutional Review
Board approval for this study because we used Rakuten Insight
to conduct the survey, and we did not obtain any personal
information from the respondents. In Japan, researchers do not
have to obtain Institutional Review Board approval when
subjects can voluntarily decide to participate in a study, there
is no intervention in the collection of data, and individuals
cannot be identified from the collected data [23]. Respondents
were told the length of time to answer the questions, the purpose
of the survey, and who conducted the survey on the screen just
before they started to answer. Respondents were allowed to stop
answering at any time until they answered all the questions. We
took the completed responses as respondents’ consent to
participate in the survey and used the responses for analysis. In
Multimedia Appendix 1, each item in the Checklist for
Reporting Results of Internet E-Surveys (CHERRIES) is shown
[24].

After the questionnaire survey, the reliability of the
questionnaire was examined. First, Cronbach alpha was
calculated to confirm the reliability of the entire questionnaire
(Cronbach α=.88). Cronbach α values of .70 to .80 or more are
regarded as satisfactory [25], the questionnaire of this study
was considered to be reliable.

The public and doctor responses for the 20 items were compared
using a t test. We further calculated Cohen d for each item. In
general, Cohen d of 0.2 is considered small, 0.5 is considered
medium, and 0.8 is considered large [26]. In addition, the
opposite scale was inverted so that a positive response to the
use of AI was 5 and a negative response was 1 (eg, concern
about data leakage). The total mean score of the whole scale
was calculated for doctors and the public respectively and
compared using a t test. The statistics were processed using R
(version 3.5.1; R Core Team).

Respondents
An online survey was conducted among the public and among
doctors. The sample representing the public survey consisted
of 600 individuals across six age cohorts, each of which included
50 men and 50 women. The cohorts were aged 15 to 24, 25 to
34, 35 to 44, 45 to 54, 55 to 64, and 65 years and older. The
sample representing doctors consisted of 400 individuals aged
25 years or older. Of these, 350 were men and 50 were women.
One doctor was excluded from analysis because he answered
that his highest education attainment was “vocational
school/junior college,” though doctors needed university
education to get a license.

Regarding the respondents’ general attributes, Table 1 shows
the sex and age, and Table 2 shows the educational attainment
of the doctors and members of the public.
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Table 1. Sex and age distribution.

PublicDoctorsAge (years)

TotalFemaleMaleTotalFemaleMale

1005050N/AN/AN/Aa15–24

10050502013725–34

100505061194235–44

10050501341112345–54

1005050147514155–64

10050503823665 or older

60030030039950349Total

aN/A: not applicable.

Table 2. Highest educational attainment.

PublicDoctorsHighest educational attainment

80Junior high school

1770High school

127(1)aVocational school/junior college

282398University

61Other

600399Total

aOne doctor was excluded from analysis because doctors needed university education to get a license.

Results

Table 3 shows the sample-wide results of 999 respondents for
the 20 items on acceptance of AI in medicine. For the following
items, under 20% of the responses were negative (“completely
false” or “somewhat false”), and over 50% were positive
(“completely true” or “somewhat true”): usefulness, efficiency,
better medical services, expectations of others, expectations
among patients, general impression, relevance to life, and
necessity in medicine. The most positively rated of these items
were “usefulness” and “necessity in medicine,” the number of
positive responses for which were 657 (65.8%) and 653 (65.4%),

respectively. One item with a relatively low positive response
rate was “intention to use”; only 447 (44.7%) of the respondents
indicated that they were willing to use AI-driven medicine (“I
would be moderately willing to” or “I would be very willing
to”).

Regarding the necessity of legislation and whether there is
concern about accountability, only 360 (36.0%) and 315 (31.5%)
of the respondents gave a strong affirmative response,
respectively. However, when the strong and moderate responses
were combined, as many as 730 (73.1%) and 734 (73.5%) gave
an affirmative response, respectively.
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Table 3. Sample-wide results for factors of acceptance.

Mean (SD)Items

3.66 (0.91)Usefulness

3.47 (0.89)Efficiency

3.66 (0.97)Better medical services

3.02 (0.91)Mastery

2.97 (0.91)User-friendliness

3.44 (0.92)Expectations of others

3.48 (0.99)Expectations among patients

3.05 (1.07)Brand impact

2.82 (1.04)Knowledge of AI in other contexts

2.34 (1.01)Knowledge of AI in medicine

2.88 (0.99)Medical costs

3.99 (0.88)Necessity of legislation

3.64 (1.00)General impression

3.52 (0.81)Interest in topic

3.08 (1.10)Accuracy

3.30 (1.00)Concern about data leakage

3.92 (0.96)Concern about accountability

3.31 (0.91)Intention to use

3.64 (0.92)Relevance to life

3.70 (0.42)Necessity in medicine

Table 4 shows the comparative results for the doctors and the
public. Responses for eight of the items exhibited a significant
intergroup difference at the 5% level of significance: better
medical services, mastery, expectations of others, knowledge
of AI in medicine, medical costs, interest in the topic, concerns
about data leakage, and intention to use. Intergroup difference
was particularly notable in “expectations of others” and
“intention to use.” Among the public, the median response for
both items was neutral (3. “cannot say either way).” Among
doctors, the median was a moderately affirmative response (4.

“I moderately agree that people around me are optimistic about
AI in health care” for the former, and 4. “I would like to use
AI-driven medicine in the future” for the latter). Another notable
item was “knowledge of AI in medicine.” The median response
for this item among doctors was neutral, whereas that among
the public was moderately negative (2. “I don’t know all that
much about it”). In addition, Cohen d for mastery, expectations
of others, medical costs, intention to use was small, and Cohen
d for knowledge of AI in medicine was medium.

JMIR Hum Factors 2022 | vol. 9 | iss. 1 | e24680 | p. 6https://humanfactors.jmir.org/2022/1/e24680
(page number not for citation purposes)

Tamori et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. Comparison between doctors and the public regarding factors associated with acceptance.

P value95% CICohen dPublicDoctorItems

Mean (SD)MedianMean (SD)Median

.09–0.02 to 0.210.113.62 (0.90)43.72 (0.93)4Usefulness

.30–0.17 to 0.05–0.073.50 (0.86)43.44 (0.89)4Efficiency

.020.02 to 0.240.153.61 (0.91)43.73 (0.85)4Better medical services

<.0010.10 to 0.340.232.93 (0.97)33.15 (0.95)3Mastery

.98–0.12 to 0.11–0.0012.97 (0.90)32.97 (0.91)3User-friendliness

.0010.08 to 0.300.213.37 (0.92)33.56 (0.88)4Expectations of others

.46–0.07 to 0.160.053.46 (0.94)43.50 (0.89)4Expectations among patients

.82–0.14 to 0.11–0.023.06 (0.99)33.04 (0.98)3Brand impact

.13–0.03 to 0.240.102.78 (1.11)32.88 (1.00)3Knowledge of AIa in other contexts

<.0010.41 to 0.670.542.12 (1.01)22.66 (1.00)3Knowledge of AI in medicine

<.001–0.35 to –0.10–0.232.79 (1.04)33.01 (0.93)3Medical costs

.76–0.11 to 0.150.023.99 (0.97)44.01 (1.01)4Necessity of legislation

.13–0.02 to 0.200.103.60 (0.89)43.69 (0.85)4General impression

.020.02 to 0.280.153.46 (0.99)43.61 (1.01)4Interest in topic

.32–0.05 to 0.160.073.06 (0.79)33.11 (0.84)3Accuracy

.046–0.28 to –0.0020.133.24 (1.11)33.38 (1.08)3Concern about data leakage

.81–0.11 to 0.140.0153.93 (0.99)43.91 (1.01)4Concern about accountability

.0020.07 to 0.320.213.23 (0.92)33.43 (1.00)4Intention to use

.49–0.16 to 0.08–0.043.66 (0.92)43.62 (0.90)4Relevance to life

.24–0.05 to 0.180.073.67 (0.97)43.74 (0.84)4Necessity in medicine

aAI: artificial intelligence.

The total mean score of the whole scale was 65.5 (SD 10.4) for
doctors and 64.1 (SD 10.6) for the public, with a difference of
1.4 (95% CI 0.10-2.77). Cohen d was 0.14.

Discussion

Principal Results
Regarding the sample-wide results, the respondents were
generally receptive toward AI in medicine. Particularly
respondents have confidence in AI’s usefulness and a belief in
its future necessity in medicine. In the MIC survey [19], experts
expressed optimism on the use of AI in diagnosis and other
aspects of health care. This study revealed that optimism on AI
in health care is present among the public and doctors alike,
implying that such optimism is broadly held.

Despite their tendency to see AI as useful and necessary in
medicine, the respondents were less enthusiastic about the
prospect of actually using AI-driven medicine, with only 44.8%
of the respondents giving a moderate or strong affirmative
response for intention to use. According to a previous study,
41% of respondents in Germany were in favor of using AI alone
to diagnose melanoma [18]. In Sweden, 38% of participants in
a breast cancer screening program preferred computer-only
reading [17]. Furthermore, 35.4% of Korean doctors agreed that
AI could replace them in their jobs [16]. The acceptance of

AI-driven medicine in Japan seems to be generally consistent
with previous studies. The UTAUT model assumes that some
factors encourage acceptance of technology, whereas other
factors hinder such [22]. The presence of a hindering factor may
be the reason that belief in AI’s usefulness and necessity in
medicine did not translate directly into a desire to use AI-driven
medicine personally.

The majority of the sample expressed a moderate or strong
concern regarding the issues of regulatory legislation and
accountability. About half of the respondents expressed
moderate or strong concern about data leakage. These three
items describe ELSIs, which require solutions from a policy
perspective. Given that so many of the respondents were
concerned about these ELSIs, the ELSIs in question are likely
major determinants of acceptance for both doctors and members
of the public. In particular, the issue of accountability attracted
concern from as many as three-fourths of the respondents,
despite the MHLW’s attempts to reassure people that human
doctors will always be responsible for the final diagnosis. The
causes of such uncertainty are unclear from this study’s results;
further research is necessary to identify the causes and derive
ways to alleviate the concerns among doctors and the public.

Discussed below is the comparison between doctors and the
public. The results revealed significant intergroup differences
in eight items. One such difference was in “intention to use”;
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doctors were more enthusiastic than the public about using
AI-driven medicine in the future. Ema et al [20] surveyed the
public and 10 other stakeholders on the use of AI in eight areas,
one of which was health management. In all eight areas, the
study found the public to be more likely than the other
stakeholders to answer that humans should remain in control.
However, any comparison with this study requires some
qualifications owing to salient differences. Ema et al [20] did
not include doctors among the ten stakeholders and used a
definition of AI different from that used in this study.
Nonetheless, Ema et al’s [20] observation that experts are more
willing to trust AI than members of the public echoes this
study’s observation that doctors, compared with the public,
were more receptive to the idea of using AI.

Doctors’ comparative enthusiasm for using AI may be related
to the fact that they were also more likely than members of the
public to give positive responses to better medical services,
mastery, expectations of others, and interest in the topic. That
is, the doctors’ intention to use AI may have been motivated by
their greater expectations (compared with those held by
members of the public) about the potential of AI in medicine.
Additionally, members of the public were more likely than
doctors to indicate a lack of knowledge about AI in medicine.
The fact that members of the public tended to be rather
uninformed about AI in medicine may have contributed to their
weak (compared with doctors) intention to use AI.

Meanwhile, the responses to the items on medical costs and
concern about data leaks present a paradox. Specifically,
members of the public were more likely than doctors to believe
that AI would lead to lower medical costs, whereas doctors were
more likely than members of the public to express concern about
the risk of data leakage. The results for these two items seem
to imply that the members of the public, not the doctors, are
more inclined to use AI. However, it was the doctors who gave
the more affirmative responses to the actual question on the
intention to use AI-driven medicine. A possible explanation for
this paradox could be that the items “usefulness” and “better
medical services” impact “intention to use” more than they do
“medical costs” and “concern about data leakage.”

Although doctors’ total mean scores were significantly higher
than those of the public, the effect size was negligible. This
would be because a slight difference in the total mean score was
detected by t test due to the large sample size.

Limitations
Regarding the limitations of the study, one limitation concerns
the possibility of sampling bias in the online survey. Because
participation in the online survey was limited to individuals
who could use a personal computer, smartphone, or similar
device, the sample may have been biased toward the digitally
literate. Moreover, as the survey was titled “Survey on AI in
medicine,” the sample may have been biased toward individuals
who were interested in medicine and AI. Given that people are

generally more likely to express a clear opinion for or against
a proposition when they are knowledgeable about the topic in
question [27], a more unbiased sample may have yielded more
neutral (“cannot say either way”) responses. In view of these
possible biases, caution is advised when interpreting the results.

Further research is necessary to explore the relations between
items. This study ascertained population trends by analyzing
sample-wide responses and then comparing the responses
between doctors and the public. What this approach failed to
clarify was the matter of which item most affects intention to
use. Accordingly, future research should explore how the
responses to one item correlate with those to another. In this
study, we were not able to conduct an analysis using the UTAUT
model. However, since AI in medicine is now starting to be
used in Japan, we would like to analyze the acceptance of AI
in medicine by the UTAUT model assuming a specific system
in the future study.

Since this study surveyed a large sample of 399 doctors and
600 citizens, it can be considered to have at least some validity.
However, it should be noted that the questionnaire was not
carried out validation.

In this study, we did not investigate the health status of the
public or the duration of the professional experience of doctors.
In the future, it will be necessary to conduct a survey that takes
this into account.

Conclusions
To the best of our knowledge, this is the first survey on the
acceptance of AI in medicine in Japan. This study aimed to
obtain detailed data on the acceptance of AI in medicine by
comparing the acceptance among Japanese doctors with that
among the Japanese public. An online survey was conducted,
and the results were analyzed to determine sample-wide trends
and trends specific to doctors and to the public.

In the 999 respondents, the results indicated that around
two-thirds of the sample believed that AI would be useful in
(657/999, 65.8%) and necessary to medicine (653/999, 65.4%).
However, such beliefs did not directly translate to intention to
use AI-driven medicine; only 447 (44.7%) of the sample
expressed such a desire. The results also showed that 730
(73.1%) believed that regulatory legislation was necessary, and
734 (73.5%) were concerned about accountability, suggesting
that these factors are important in terms of acceptance among
doctors and the public alike. The comparison of the two groups
revealed that doctors were more likely than members of the
public to express intention to use AI-driven medicine (P<.001).
This trend may be related to the responses for the items “better
medical services,” “mastery,” “expectations of others,” and
“interest in the topic.”

In this study, we did not analyze with the UTAUT model;
however, the analysis with UTAUT should be done assuming
a concrete system in the future.

JMIR Hum Factors 2022 | vol. 9 | iss. 1 | e24680 | p. 8https://humanfactors.jmir.org/2022/1/e24680
(page number not for citation purposes)

Tamori et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Acknowledgments
HT, MM, and KO considered the conception and design of this research. HT and HY made an initial version of the questionnaire,
and all authors revised the questionnaire. TS contributed to the acquisition of data. HT and YM analyzed the data. HT drafted
the manuscript. All authors interpreted the results and revised the paper.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Report on the Checklist for Reporting Results of Internet E-Surveys.
[PDF File (Adobe PDF File), 69 KB-Multimedia Appendix 1]

References

1. Ministry of Health, Labour and Welfare.. AI utilization promotion meeting in the preservation of health medical field. (in
Japanese). 2017. URL: https://www.mhlw.go.jp/file/05-Shingikai-10601000-Daijinkanboukouseikagakuka-Kouseikagakuka/
0000169230.pdf [accessed 2020-09-25]

2. Okuno Y. Data-driven drug discovery using artificial intelligence. The medical frontline. (in Japanese) 2019;74(3):374-378.
3. Seetharam K, Kagiyama N, Sengupta P. Application of mobile health, telemedicine and artificial intelligence to

echocardiography. Echo Res Pract 2019 Jun 01;6(2):R41-R52 [FREE Full text] [doi: 10.1530/ERP-18-0081] [Medline:
30844756]

4. Ministry of Health, Labour and Welfare. An artificial intelligence utilization investigation report in fiscal year (the outline
edition). 2017. URL: https://www.mhlw.go.jp/content/10601000/000337600.pdf [accessed 2020-09-25]

5. U.S. Food and Drug Administration. 2018. FDA permits marketing of artificial intelligence-based device to detect certain
diabetes-related eye problems. URL: https://www.fda.gov/news-events/press-announcements/
fda-permits-marketing-artificial-intelligence-based-device-detect-certain-diabetes-related-eye [accessed 2020-09-25]

6. Japan medical association. 2018. Artificial intelligence (AI) and medicine. URL: http://dl.med.or.jp/dl-med/teireikaiken/
20180620_3.pdf [accessed 2020-09-25]

7. Vellido A. Societal Issues Concerning the Application of Artificial Intelligence in Medicine. Kidney Dis 2018 Sep
3;5(1):11-17. [doi: 10.1159/000492428]

8. Ministry of Health, Labour and Welfare. 2018. Preservation of health medical field AI development acceleration consortium.
URL: https://www.mhlw.go.jp/content/10601000/000337597.pdf [accessed 2020-09-25]

9. Kim S, Lee K, Hwang H, Yoo S. Analysis of the factors influencing healthcare professionals' adoption of mobile electronic
medical record (EMR) using the unified theory of acceptance and use of technology (UTAUT) in a tertiary hospital. BMC
Med Inform Decis Mak 2016 Jan 30;16:12 [FREE Full text] [doi: 10.1186/s12911-016-0249-8] [Medline: 26831123]

10. Jeon YS, Kaneda R, Kano S. A study on behavioral intention for the adoption of smart phone: A survey on mobile
telecommunication service users in Japan and South Korea. The Journal of Japanese Society for Global Social and Cultural
Studies (in Japanese) 2010;7:27-39. [doi: 10.11424/gscs.7.1_27]

11. Rahimi B, Nadri H, Lotfnezhad Afshar H, Timpka T. A Systematic Review of the Technology Acceptance Model in Health
Informatics. Appl Clin Inform 2018 Aug 15;09(03):604-634. [doi: 10.1055/s-0038-1668091]

12. Chassagnon G, Vakalopoulou M, Paragios N, Revel M. Artificial intelligence applications for thoracic imaging. Eur J
Radiol 2020 Feb;123:108774. [doi: 10.1016/j.ejrad.2019.108774] [Medline: 31841881]

13. Petrone JJ. FDA approves stroke-detecting AI software. Nat Biotechnol 2018 Apr 05;36(4):290. [doi: 10.1038/nbt0418-290]
[Medline: 29621226]

14. McKinney SM, Sieniek M, Godbole V, Godwin J, Antropova N, Ashrafian H, et al. International evaluation of an AI system
for breast cancer screening. Nature 2020 Jan;577(7788):89-94. [doi: 10.1038/s41586-019-1799-6] [Medline: 31894144]

15. Venkatesh V, Morris MG, Davis GB, Davis FD. User Acceptance of Information Technology: Toward a Unified View.
MIS Quarterly 2003;27(3):425. [doi: 10.2307/30036540]

16. Oh S, Kim JH, Choi S, Lee HJ, Hong J, Kwon SH. Physician Confidence in Artificial Intelligence: An Online Mobile
Survey. J Med Internet Res 2019 Mar 25;21(3):e12422 [FREE Full text] [doi: 10.2196/12422] [Medline: 30907742]

17. Jonmarker O, Strand F, Brandberg Y, Lindholm P. The future of breast cancer screening: what do participants in a breast
cancer screening program think about automation using artificial intelligence? Acta Radiol Open 2019
Dec;8(12):2058460119880315 [FREE Full text] [doi: 10.1177/2058460119880315] [Medline: 31839989]

18. Jutzi TB, Krieghoff-Henning EI, Holland-Letz T, Utikal JS, Hauschild A, Schadendorf D, et al. Artificial Intelligence in
Skin Cancer Diagnostics: The Patients' Perspective. Front Med (Lausanne) 2020;7:233 [FREE Full text] [doi:
10.3389/fmed.2020.00233] [Medline: 32671078]

19. Ministry of Internal Affairs Communications. 2016. White paper information and communications in Japan. URL: http:/
/www.soumu.go.jp/johotsusintokei/whitepaper/ja/h28/pdf/n4200000.pdf [accessed 2020-09-25]

JMIR Hum Factors 2022 | vol. 9 | iss. 1 | e24680 | p. 9https://humanfactors.jmir.org/2022/1/e24680
(page number not for citation purposes)

Tamori et alJMIR HUMAN FACTORS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=humanfactors_v9i1e24680_app1.pdf&filename=25b9cf3f39d75bf1b752c91590a8134f.pdf
https://jmir.org/api/download?alt_name=humanfactors_v9i1e24680_app1.pdf&filename=25b9cf3f39d75bf1b752c91590a8134f.pdf
https://www.mhlw.go.jp/file/05-Shingikai-10601000-Daijinkanboukouseikagakuka-Kouseikagakuka/0000169230.pdf
https://www.mhlw.go.jp/file/05-Shingikai-10601000-Daijinkanboukouseikagakuka-Kouseikagakuka/0000169230.pdf
https://erp.bioscientifica.com/doi/10.1530/ERP-18-0081
http://dx.doi.org/10.1530/ERP-18-0081
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30844756&dopt=Abstract
https://www.mhlw.go.jp/content/10601000/000337600.pdf
https://www.fda.gov/news-events/press-announcements/fda-permits-marketing-artificial-intelligence-based-device-detect-certain-diabetes-related-eye
https://www.fda.gov/news-events/press-announcements/fda-permits-marketing-artificial-intelligence-based-device-detect-certain-diabetes-related-eye
http://dl.med.or.jp/dl-med/teireikaiken/20180620_3.pdf
http://dl.med.or.jp/dl-med/teireikaiken/20180620_3.pdf
http://dx.doi.org/10.1159/000492428
https://www.mhlw.go.jp/content/10601000/000337597.pdf
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-016-0249-8
http://dx.doi.org/10.1186/s12911-016-0249-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26831123&dopt=Abstract
http://dx.doi.org/10.11424/gscs.7.1_27
http://dx.doi.org/10.1055/s-0038-1668091
http://dx.doi.org/10.1016/j.ejrad.2019.108774
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31841881&dopt=Abstract
http://dx.doi.org/10.1038/nbt0418-290
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29621226&dopt=Abstract
http://dx.doi.org/10.1038/s41586-019-1799-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31894144&dopt=Abstract
http://dx.doi.org/10.2307/30036540
https://www.jmir.org/2019/3/e12422/
http://dx.doi.org/10.2196/12422
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30907742&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/2058460119880315?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/2058460119880315
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31839989&dopt=Abstract
https://doi.org/10.3389/fmed.2020.00233
http://dx.doi.org/10.3389/fmed.2020.00233
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32671078&dopt=Abstract
http://www.soumu.go.jp/johotsusintokei/whitepaper/ja/h28/pdf/n4200000.pdf
http://www.soumu.go.jp/johotsusintokei/whitepaper/ja/h28/pdf/n4200000.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


20. Ema A, Akiya N, Osawa H, Hattori H, Oie S, Ichise R, et al. Future Relations between Humans and Artificial Intelligence:
A Stakeholder Opinion Survey in Japan. IEEE Technol Soc Mag 2016 Dec;35(4):68-75. [doi: 10.1109/mts.2016.2618719]

21. Yokoi R, Nakayachi K. Does shared policy of medical treatment improve trust in artificial intelligence? In: The Proceedings
of the Annual Convention of the JPA. 2018 Presented at: The 82nd Annual Convention of the Japanese Psychological
Association; September 25, 2018 to September 27, 2018; Sendai International Center p. 1AM-021-1AM-021. [doi:
10.4992/pacjpa.82.0_1am-021]

22. Bao S, Hoshino S, Hashimoto S, Shimizu N. Factors influencing Internet adoption in rural areas of Hubei province, China.
Journal of Rural Planning Association 2014;33(1):54-62. [doi: 10.2750/arp.33.54]

23. Ministry of Education, Culture, Sports, Science and Technology and Ministry of Health, Labour, and Welfare. Ethical
Guidelines for Medical and Health Research Involving Human Subjects (in Japanese). 2017 Feb 28. URL: https://www.
mhlw.go.jp/content/10600000/000757206.pdf

24. Eysenbach G. Improving the quality of Web surveys: the Checklist for Reporting Results of Internet E-Surveys (CHERRIES).
J Med Internet Res 2004 Dec 29;6(3):e34 [FREE Full text] [doi: 10.2196/jmir.6.3.e34] [Medline: 15471760]

25. Bland JM, Altman DG. Cronbach's alpha. BMJ 1997 Feb 22;314(7080):572 [FREE Full text] [Medline: 9055718]
26. Cohen J. Statistical Power Analysis. Current Directions in Psychological Science 1992 Jun;1(3):98-101. [doi:

10.1111/1467-8721.ep10768783]
27. Kinoshita T. The structure of risk perception and its cultural difference. Journal of Japan Society for Safety Engineering

(in Japanese) 2002;41(6):356-363. [doi: 10.18943/safety.41.6_356]

Abbreviations
AI: artificial intelligence
CT: computed tomography
ELSI: ethical, legal, and social issue
EMR: electronic medical record
FDA: Food and Drug Administration
MHLW: Ministry of Health, Labour, and Welfare
MIC: Ministry of Internal Affairs and Communications
TAM: technology acceptance model
UTAUT: unified theory of acceptance and use of technology

Edited by A Kushniruk; submitted 02.10.20; peer-reviewed by R Watson, J Offermann-van Heek; comments to author 02.12.20; revised
version received 23.03.21; accepted 29.12.21; published 16.03.22

Please cite as:
Tamori H, Yamashina H, Mukai M, Morii Y, Suzuki T, Ogasawara K
Acceptance of the Use of Artificial Intelligence in Medicine Among Japan’s Doctors and the Public: A Questionnaire Survey
JMIR Hum Factors 2022;9(1):e24680
URL: https://humanfactors.jmir.org/2022/1/e24680
doi: 10.2196/24680
PMID:

©Honoka Tamori, Hiroko Yamashina, Masami Mukai, Yasuhiro Morii, Teppei Suzuki, Katsuhiko Ogasawara. Originally published
in JMIR Human Factors (https://humanfactors.jmir.org), 16.03.2022. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in JMIR Human Factors, is properly
cited. The complete bibliographic information, a link to the original publication on https://humanfactors.jmir.org, as well as this
copyright and license information must be included.

JMIR Hum Factors 2022 | vol. 9 | iss. 1 | e24680 | p. 10https://humanfactors.jmir.org/2022/1/e24680
(page number not for citation purposes)

Tamori et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://dx.doi.org/10.1109/mts.2016.2618719
http://dx.doi.org/10.4992/pacjpa.82.0_1am-021
http://dx.doi.org/10.2750/arp.33.54
https://www.mhlw.go.jp/content/10600000/000757206.pdf
https://www.mhlw.go.jp/content/10600000/000757206.pdf
http://www.jmir.org/2004/3/e34/
http://dx.doi.org/10.2196/jmir.6.3.e34
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15471760&dopt=Abstract
http://europepmc.org/abstract/MED/9055718
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9055718&dopt=Abstract
http://dx.doi.org/10.1111/1467-8721.ep10768783
http://dx.doi.org/10.18943/safety.41.6_356
https://humanfactors.jmir.org/2022/1/e24680
http://dx.doi.org/10.2196/24680
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

