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Abstract

Background: Health professionals’ perceptions of persuasive design techniques for use in technological solutions to improve health workforce capability have not been previously explored.

Objective: This study aims to explore rural health professionals’ perceptions of health workforce capability and persuasive design techniques; and translate these into recommendations for designing a health workforce capability app to increase their impact and usefulness.

Methods: Qualitative interviews with 13 rural health professionals were conducted. Subsequently, 32 persuasive techniques were used as a framework to deductively analyze the data. Persuasive design technique domains were Primary Task Support, Dialog Support, System Credibility Support, Social Support, and Cialdini’s Principles of Persuasion.

Results: Persuasive design techniques can be applied across the factors that influence health workforce capability including health and personal qualities; competencies and skills; values, attitudes, and motivation; and factors that operate outside of work and at the team, organizational, and labor market levels. The majority of the 32 persuasive design techniques were reflected in the data from the interviews and led to recommendations as to how these could be translated into practice, with the exception of scarcity. Many suggestions and persuasive design techniques link back to the need for tailored and localized solutions such as the need for country-specific--based evidence, the wish for localized communities of practice, learning from other rural health professionals, and referral pathways to other clinicians. Participants identified how persuasive design techniques can optimize the user experience to help meet rural health professionals needs for more efficient systems to improve patient access to care, quality care, and to enable working in interprofessional team-based care. Social inclusion plays a vital role for health professionals, indicating the importance of the Social Support domain of persuasive techniques. Overall, health professionals were open to self-monitoring of their work performance and some professionals used wearables to monitor their health.

Conclusions: Rural health professionals’ perceptions of health workforce capability informed which persuasive design techniques can be used to optimize the user experience of an app. These were translated into recommendations for designing a health workforce capability app to increase likelihood of adoption. This study has also contributed to the further validation of the Persuasive Systems Design model through empirically aligning elements of the model to increase persuasive system content and functionality with real-world applied data, in this case the health workforce capability of rural health professionals. Our findings confirm that these techniques can be used to develop a future prototype of an app that may assist health professionals in improving or maintaining their health workforce capability which in turn may increase recruitment and retention in rural areas. Health professionals need...
to be central during the design phase. Interventions are needed to provide a supportive environment to rural and remote health professionals to increase their rural health workforce capability.

(JMIR Hum Factors 2022;9(2):e35094) doi:10.2196/35094
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Introduction

Background
Globally, people in rural areas are disadvantaged when it comes to seeking health care [1,2]. This manifests as poorer health outcomes and has, in part, been directly attributed to persistent recruitment and retention challenges in rural areas [3]. Additionally, high levels of burnout are reported among rural health professionals across the globe [4,5]. For example, 47.6% of rural Chinese primary health care workers reported moderate burnout and 3% severe burnout [5].

Health Workforce Capability
There is a growing body of evidence that aims to address the barriers to, and enablers of, recruiting and retaining a rural health workforce [3,6]. For example, multiple initiatives are aimed at incentivizing work in rural areas for health professionals [7], and others demonstrate the potential effectiveness of regulatory change such as increased scope of practice for nurse practitioners [8]. Specifically, workforce capability plays a significant role in the attraction, recruitment, and maintenance of health practitioners in a rural setting [9]. Health workforce capability describes “a health professional’s overall ability to fulfil their health care role” [9]. Health workforce capability can be defined as “the intersection between individual capacity and ability to adapt to work considering the whole of health care context, including the labor market, population needs, family, schools, partner, education, and social options.” Thus, health workforce capability is a complex construct that consists of much more than just clinical competence. It is a holistic concept that considers the multidirectional interactions both internal and external to the individual practitioner [9-11]. Internally, it considers interactions between an individual practitioner’s personal and professional spheres, both of which are complicated domains that vary greatly between individuals. Externally, workforce capability takes into account the interactions between the professional and their environment, including their employer, co-workers, and social circles. For rural health professionals, it also takes into account patients, clients, and the communities they serve. Despite the clear importance of understanding capability in the context of the rural health workforce, it is an underexplored area.

Digital Technology and Health Workforce Capability
Before the role of technology in the clinical context was forced into the limelight due to COVID-19 [12], rural health professionals globally had long been using digital solutions [12] to bridge large geographical distances. Complementary to this, recent studies have demonstrated technology’s role in supporting the workforce capability of the rural health workforce [13]. Indeed, it has been suggested that employing technology solutions in the rural context can improve the capability and retention of rural health professionals [13]. What then are the appropriate solutions to improve health workforce capability? To answer this question, the authors of this paper undertook 2 previous studies [10,11].

The first study investigated the wants and needs of the rural health workforce to improve their capability and the potential role of technology in assisting them [10]. Theories around the acceptability of information technology solutions, including the Mobile Application Rating Scale (MARS) [14], the Technology Acceptance Model (TAM) [15], and the Health Information Technology Acceptance Model (HITAM) [16] were used to address this question. The study identified 7 factors that had the greatest influence on health workforce capability: health and personal qualities; competencies and skills; values, attitudes, and motivation; and factors that operate outside of work and at the team, organizational, and labor market levels.

The second study consisted of reviewing apps in Google Play Store and technical design elements that allow the technology solution to fulfill the wants and needs of health professionals [11]. Persuasive design techniques can be used to encourage people to use a product or to take certain actions or to make certain positive decisions. Persuasion is a complex concept and can use computer-human or computer-mediated approaches. Computer-human approaches are computer driven, yet need to be programmed, so the developer has a critical role to play and has a large impact on design. Computer-mediated persuasion [17] occurs through using digital social communication tools. In the health context, this could include, for example, chats, interactive webinars, and virtual clinics where health professionals would persuade each other. Specifically, this second study investigated persuasive design techniques used to improve use of existing capability-building-related apps, and offered some basic suggestions for incorporating these techniques into a health workforce capability app to increase its persuasiveness. It used theories on persuasive design elements that influence behavioral change, including the Persuasive System Design Model (PSD Model) [17] and Cialdini’s Principles of Persuasion [18,19]. A total of 32 persuasive design techniques were studied clustered by 5 design features categories: Primary Task Support, Dialog Support, System Credibility Support, Social Support, and Cialdini’s Principles. The design techniques are further explained in Tables 1-5. While several studies have tried to understand the 2 questions independently [20,21], to our knowledge, none have examined improving health workforce capability on their own, let alone
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mapping the 2 together. To fill this gap, this study will map persuasive design techniques with the health workforce capability needs and perspectives of rural health professionals within the context of improving health workforce capability.
Table 1. Persuasive design techniques—definitions and implementation examples for developing a health workforce capability app (Domain: Primary Task Support).

<table>
<thead>
<tr>
<th>Primary task support</th>
<th>Persuasive design technique definition$^a$</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction</td>
<td>A system that reduces complex behavior into simple tasks helps users perform the target behavior, and it may increase the benefit-to-cost ratio of a behavior.</td>
<td>● Because there’s no complications of magic &lt;online course&gt;. I just put in my password and that of course, comes up. It comes up where I left off. It tells me what I’ve done. It goes through everything logically. It has videos and writings and readings and downloads. And it’s all so simple. [ID number 13, female, GP]$^b$</td>
<td>● Predetermined pathways to work on health workforce capability. ● List of useful services. ● GP can book an appointment for an allied health professional with an online booking system so the patient does not have to do that, which ensures the patient is booked in and holistic care is provided.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● So maybe an app or any support to give you this feeling, you are confident, you didn’t leave anything behind. Maybe to add the patient’s data or - Patient X, for example, had this and that, and he needs to be checked before this date. [ID number 2, male, GP]</td>
<td>● An app that guides the health professional (eg, a remote nurse) through a health care protocol.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● There’s already heaps of computer stuff. Best Practice had a lot of various functionalities and so forth already embedded in it, for instance, the system for reminding patients’ appointments. That’s not the difficulty. The difficulty is more on - for us anyway - is more on the side of if someone needs a physio or that sort of - it’s probably case management is the thing that helps a lot, having that sort of thing and having someone refer to an allied health person easily so they can be dealt with easy, that’s where to my mind, that holistic approach, that’s, to me, the capabilities thing I guess. [ID number 14, male, GP]</td>
<td></td>
</tr>
<tr>
<td>Tunneling</td>
<td>Using the system to guide users through a process or experience provides opportunities to persuade along the way.</td>
<td>● But there are workouts that are categorised by all kinds of things, by duration, by difficulty, by area that it targets, that kind of thing, and it’s also got – if you’re a paying member you’ve also got different plans. So one of them might be a two-week plan you can follow or a six-week plan that you can follow, and you can schedule them in your calendar and they’ll send alerts saying, “Your workout’s due to start in 12 hours.” [ID number 10, female, speech pathologist]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Some of those, particularly lipid screening, that that throw out a whole range of different investigations and numbers. I’m still trying to work my way through and I don’t have time, although it’s not high on my to do list, to sit down and do a template to work out the flags that I have all these things. It’d be great if there was already a resource to say, here it is. If it’s just two points out, tell them investigate whether they’re dehydrated. If it’s five points out, you need to get them to the hospital, I have my own clinical judgement that I can also use to say you need to get to the hospital. Particularly since these clinics are nurse led clinics, the buck stops with me, I’m very keen to pass the buck on if I am unsure. So, it’s something that I’m having to work out by myself. As I say that, another clinician showed me a website that I can go to that’s a pathology website that I need to go through and pick out what I need. I don’t always have web access, either. [ID number 18, female, remote nurse]</td>
<td></td>
</tr>
<tr>
<td>Tailoring</td>
<td>Information provided by the system will be more persuasive if it is tailored to the potential user’s needs, interests, personality, usage context, or other factors relevant to a user group.</td>
<td>● It’s got to be very carefully tailored. [ID number 7, male, specialist]</td>
<td>● Journal articles are tailored to health professional’s selected needs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● Something that would update me with some areas of interest maybe, related journal stuff, so you tick literacy or whatnot and some related journal articles would pop up. [ID number 10, female, speech pathologist]</td>
<td></td>
</tr>
<tr>
<td>Personalization</td>
<td>A system that offers personalized content or services has a greater capability for persuasion.</td>
<td>● So having either an unlimited time or a flexible amount of time to complete it in is great. [ID number 15, male, GP]</td>
<td>● Having a system that provides personalized offers to work on health workforce capability such as: ● Australian guidelines ● links to an online community of practice ● Opt-in approaches.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>● That would be something that someone else might say, “Oh, I’d like to opt out of that. Once a week is fine.” [ID number 15, male, GP]</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Definition taken from Persuasive Design Techniques and Technologies: A Systematic Literature Review (Pit et al, 2018).

$^b$ Sample size: 50 participants, 30 female, 20 male.
<table>
<thead>
<tr>
<th>Primary task support</th>
<th>Persuasive design technique definition</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-monitoring</td>
<td>A system that keeps track of one’s own performance or status supports the user in achieving goals.</td>
<td>You get burnout from being overworked and undervalued. And you can track that. You can track the being overworked. And you can track the value in the sense of outcomes. [ID number 17, female, occupational therapist]</td>
<td>Graphs or trends and analyses showing self-rated health workforce capability level over time and time of day.</td>
</tr>
<tr>
<td>Simulation</td>
<td>Systems that provide simulations can persuade by enabling users to observe immediately the link between cause and effect.</td>
<td>That’s very valuable to me, to see how other people actually put it into practice. So videos are quite good for that, those kind of demonstration-based things. But yeah, some summaries of research in terms of articles is also helpful. [ID number 10, female speech pathologist]</td>
<td>Videos of health professionals performing certain procedures and impact on patient outcomes.</td>
</tr>
<tr>
<td>Rehearsal</td>
<td>A system providing means with which to rehearse a behavior can enable people to change their attitudes or behavior in the real world.</td>
<td>There’s been a lot of initiative from other clinicians in my region who have wanted to use telehealth or technology for training and also professional support in regards to home visits, so things outside of the hospital environment when you’re geographically isolated. [ID number 17, female, occupational therapist]</td>
<td>Simulation courses are listed and accessible to health professionals to enable rehearsal of real-world practice.</td>
</tr>
</tbody>
</table>

*aSource: Oinas-Kukkonen and Harjumaa Marja [17].

bGP: general practitioner.
<table>
<thead>
<tr>
<th>Dialog support</th>
<th>Persuasive design technique definition</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Praise</td>
<td>By offering praise, a system can make users more open to persuasion.</td>
<td>You’ve got to…encourage good behaviours and not bad behaviours. [ID number 7, male, pain specialist]</td>
<td>A system can send a positive image and message when health professionals reach part of their own set goal.</td>
</tr>
<tr>
<td>Rewards</td>
<td>Systems that reward target behaviors may have great persuasive powers.</td>
<td>It’s got to be interactive, yeah, or else it’s just – you’ve got to give people a little encouragement, yeah. [ID number 7, male, pain specialist]</td>
<td>Health care professionals get Continuing Professional Development points for completing a medical case during online training.</td>
</tr>
<tr>
<td>Reminders</td>
<td>If a system reminds users of their target behavior, the users will more likely achieve their goals.</td>
<td>I think just a prompt can definitely make something - there’s so many strategies and things that we’re trying to remember. If someone else could remind you or prompt you, that’s one less thing to try and remember. [ID number 6, female, occupational therapist]</td>
<td>A reminder to take a break to recover.</td>
</tr>
<tr>
<td>Suggestion</td>
<td>Systems offering fitting suggestions will have greater persuasive powers.</td>
<td>Think it could be a pain in the neck [Daily test message or alert]. [ID number 13, female, GP]</td>
<td>Suggestions that the users are more capable when they are relaxed with a link to a 2-minute relaxation video.</td>
</tr>
<tr>
<td>Similarity</td>
<td>People are more readily persuaded through systems that remind them of themselves in some meaningful way.</td>
<td>And I loved linking in to the rural webinars, conferences, that have happened. Because I’m listening to all the, I would have to say, fantastic innovations that some of these clinicians have come up with, and it is inspiration to you as a clinician. It’s like, “Oh, I can actually do that”, or, “I have the capacity to do this”. [ID number 17, female, occupational therapist]</td>
<td>Using medical terminology for target audience. Health professionals lead discussion groups. Health professionals demonstrate innovations that others feel can be replicated.</td>
</tr>
<tr>
<td>Liking</td>
<td>A system that is visually attractive for its users is likely to be more persuasive.</td>
<td>And I did the preventing dementia one, and that was fantastic because it was very professional, and it was multiple modules over four weeks. They did - very professionally presented videos, fancy PowerPoints, and they would have videos that would open up where they would have question and answer sessions with the researchers. [ID number 6, female, occupational therapist]</td>
<td>An app has professionally developed and visually attractive content.</td>
</tr>
<tr>
<td>Social role</td>
<td>If a system adopts a social role, users will more likely use it for persuasive purposes.</td>
<td>We work on supporting each other that way. We just have conversations – we use Skype a lot rather than emails. Microsoft Teams I think is going to be the next step, but we actually really like that. It’s a bit like being able to pop into a room and just go, “What do you think about this? or, ‘Can you tell me what I could do about this?’ without having to have all the formality of an email. [ID number 9, female, physiotherapist]</td>
<td>An app that has communities of practices or social events. An organization supports the members if in need.</td>
</tr>
</tbody>
</table>

*aSource: Oinas-Kukkonen and Harjumaa Marja [17].

bGP: general practitioner.*
Table 3. Persuasive design techniques—definitions and implementation examples for developing a health workforce capability app. Domain: System Credibility Support.

<table>
<thead>
<tr>
<th>System credibility support</th>
<th>Persuasive design technique definition(^a)</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
</table>
| Trustworthiness            | A system that is viewed as trustworthy will have increased powers of persuasion. | - As long as there’s a privacy umbrella over it, that’s acceptable. [ID number 7, male, pain specialist]  
- When I think about those things [privacy], I do feel concerned. But we’re just so enmeshed in it that it’s like it’s too late. So I feel like what’s the point of worrying about it, it’s just another thing to worry about. [ID number 15, male, GP\(^b\)] | - App provides links to reputable websites such as Beyond Blue.  
- Privacy statements. |
| Expertise                  | A system that is viewed as incorporating expertise will have increased powers of persuasion. | - They [the developers] need to have extensive clinical knowledge and they have to update it on a regular basis. So, Russel Harris is, of course, that’s different. But, but the GPnotebook is regularly updated, so you feel you can rely on it. It uses guidelines. And they research and they make sure that they’re following that. [ID number 13, female, GP]  
- And also to collect clinically-actionable data that’s important data that we know makes a difference to the outcomes. [ID number 7, male, pain specialist] | - App provides extensive clinical knowledge based on latest evidence and specialist contributions. |
| Surface credibility        | People make initial assessments of the system credibility based on a firsthand inspection. | - It doesn’t look so professional when your phone’s going, “buzz, buzz, buzz” on your desk the whole time. [ID number 15, male, GP]  
- Like pharmaceutical ads...I think it’s going to the dark side really a bit. [ID number 13, female, GP] | - App is updated regularly and there are no failing links or out-of-date information.  
- No or carefully selected commercial ads.  
- Content portion of the app is derived from reputable sources and relevant credentials of authors are displayed prominently. |
| Real-world feel            | A system that highlights people or organization behind its content or services will have more credibility. | - Absolutely, if I was feeling really low and I thought that someone would ring and check on me, absolutely, I think that would be a really good thing to do. I’d be okay with that. [ID number 9, female, physiotherapist] | - App provides information about the organization or rural health professionals or both.  
- App supports members to contact real people within the organization.  
- Organization provides real-time support to improve health workforce capability. |
| Authority                  | A system that leverages roles of authority will have enhanced powers of persuasion. | - So I probably tap into all the pillar organisations that provide training as well. [ID number 9, female, physiotherapist]  
- Yes, and I wish that we have something like this which is Australian, with Australian guidelines or something like that, because mostly of course the guidelines will be American guidelines, but I will have a quick idea and then try to find the Australian guidelines to match those. [ID number 2, male, GP] | - Australian government website reference or guidelines.  
- Link to an official government-recognized network. |
| Third-party endorsements   | Third-party endorsements, especially from well-known and respected sources, boost perceptions on system credibility. | - I kind of am tapping more into <Government Network> that I work with as well. So I’m part of that and that’s a really great resource, and there’s another couple of rural physios and we keep a voice for rural health in that space and also support each other. [ID number 9, female, physiotherapist] | - An official government agency has endorsed the app and this is displayed on the app. |
| Verifiability              | Credibility perceptions will be enhanced if a system makes it easy to verify the accuracy of site content via outside sources. | - I think things that have a specific, kind of Australian – specific information that’s definitely going to be relevant to what our local health services can provide and is available locally is important as well. [ID number 15, male, GP] | - Offer access to Australian-based information.  
- References lists and clear links to original sources. |

\(^a\)Source: Oinas-Kukkonen and Harjumaa Marja [17].  
\(^b\)GP: general practitioner.
Table 4. Persuasive design techniques—definitions and implementation examples for developing a health workforce capability app. Domain: Social Support.

<table>
<thead>
<tr>
<th>Social support</th>
<th>Persuasive design technique definitiona</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
</table>
| Social learning      | A person will be more motivated to perform a target behavior if (s)he can use a system to observe others performing the behavior. | • whatever we can get into in terms of progression or development and try and share that amongst ourselves and invite each other to that kind of gatherings as well. [ID number 10, female speech pathologist]  
• “I mean I certainly when I’m travelling to other locations for work, then I use podcasts for educational purposes, which are extremely useful while I’m driving. Now on a regular basis <small town> unit run for just 30 minutes a weekly professional development, where clinicians throughout the state present on a particular topic. So you’ve got the <small town> therapist presenting, you’ve got the <small town> therapist presenting, and everyone has an opportunity to throw their ideas, have group discussion. Fantastic, and that happens at the same time every week. For professional development it’s really good, and that professional isolation, it’s an excellent tool.” [ID number 17, female, occupational therapist]. | • Online meetings with rural health professionals to discuss health workforce capability.  
• Use of podcasts to listen to other health professionals when driving long distances.  
• Display number of views for content.  
• Allow feedback and comments on content.  
• A discipline-specific unit (eg. occupational therapy) coordinates weekly professional development sessions, occurring at the same time, which are accessible to all clinicians across the whole state. The coordination unit can be set up in a rural area rather than a city. |
| Social comparison    | System users will have a greater motivation to perform the target behavior if they can compare their performance with that of others. | • We do cross professional stuff too, so if there’s physios that have come across something they might forward to you. [ID number 10, female speech pathologist]  
• “We just have conversations – we use Skype a lot rather than emails. Microsoft Teams I think is going to be the next step, but we actually really like that. It’s a bit like being able to pop into a room and just go, “What do you think about this? or, ‘Can you tell me what I could do about this?’ without having to have all the formality of an email.” [ID number 13, female, GP]. | • Use chatrooms to allow for real-time discussions to compare how to improve health workforce capability.  
• Digital badges and milestones (eg, 50 articles read). |
| Normative influence  | A system can leverage normative influence or peer pressure to increase the likelihood that a person will adopt a target behavior. | • I feel that at the moment, I could do with a bit of help in motivation. It would be really good to discuss things with somebody, just to kind of….Almost like a careers advisor, really, in my State or somebody who would sit and say, “Well, these are the options.” Or perhaps give me new ideas. [ID number 13, female, GP]. | • App provides access to career tips, and career advisors or coaches who may have a normative influence by increasing the likelihood of the health professional being motivated to work on their capability. |
| Social facilitation  | System users are more likely to perform target behavior if they discern via the system that others are performing the behavior along with them. | • Our team communicates about training opportunities. [ID number 9, female, physiotherapist] | • Allow colleagues to share and discuss online training opportunities easily. |
| Cooperation          | A system can motivate users to adopt a target attitude or behavior by leveraging human beings’ natural drive to cooperate. | • The benefits that I find telehealth really good for and which is actually starting to really come about is linking in to professional developments and interest groups. [ID number 17, female, occupational therapist]. | • App is linking in to collaborative professional development activities and interest groups.  
• App allows creation of community of practice.  
• Community of practice permits creation of subgroups based on interest. |
### Social Support

**Persuasive design technique definition**

A system can motivate users to adopt a target attitude or behavior by leveraging human beings' natural drive to compete.

**Quote qualitative interviews health professionals**

- Like you can do the team things on that <exercises> and they're much more positive in. You've got to do more than – to beat your whatever in the team. [ID number 7, male, pain specialist]

**Implementation examples**

- Key performance indicator tracker for individual tracking of exercise or work activities or other personalized set goals that improve health workforce capability over a period (competition with self or others).
- Digital badges.
- Recognition of best practices.
- Mini-competitions.

### Recognition

**Persuasive design technique definition**

By offering public recognition for an individual or group, a system can increase the likelihood that a person/group will adopt a target behavior.

**Quote qualitative interviews health professionals**

- So that recognition of skills and being valued is a huge one for senior therapists. [ID number 17, female, occupational therapist]

**Implementation examples**

- Published stories of people being publicly recognized to demonstrate members are being valued for displaying capability.
- Digital badges.

### Competition

**Persuasive design technique definition**

A system can motivate users to adopt a target attitude or behavior by leveraging human beings' natural drive to compete.

**Quote qualitative interviews health professionals**

- And if there was an app that actually tracked what you were doing, tracked your KPIs, then that information could be funnelled back through middle management, but also the higher levels as well [ID number 17, female, occupational therapist]

**Implementation examples**

- App allows for registering own KPIs (commitment) with set periods (eg, weekly, monthly [consistency]).
- KPIs can be communicated to supervisors and higher as requested.
- Circulation of grant opportunities with an emphasis on deadlines.

### Scarcity

**Persuasive design technique definition**

Causes people to almost panic out of the fear that something will disappear or become unavailable, so they make an intent effort to acquire or preserve it.

**Quote qualitative interviews health professionals**

- But I was thinking...that when we couldn't save the little boy that died in front of our eyes, could digitally, or through Zoom or something, could we have gotten a trauma counsellor, instead of us driving over to <rural town>, a 200 Ks. And I didn't want to drive that day, but I needed to de-brief. [ID number 3, female, remote nurse]

**Implementation examples**

- Shows number of members in a chat group or in a specific geographical location.
- Online support to assist in emergencies.
- People in a community of practice help each other with clinical problems or capability-related issues.

### Social Proof

**Persuasive design technique definition**

Explains the human tendency to look around at others in society for reinforcement and direction in taking action.

**Quote qualitative interviews health professionals**

- So it's also very interesting just clinically – seeing what people are doing or their approaches to similar cases, so we encourage that kind of discussion a lot. [ID number 10, female speech pathologist]

**Implementation examples**

- Online support to assist in emergencies.
- People in a community of practice help each other with clinical problems or capability-related issues.

### Reciprocity

**Persuasive design technique definition**

Describes a human desire to make others feel appreciated by responding in ways that return good gestures.

**Quote qualitative interviews health professionals**

- So it's also very interesting just clinically – seeing what people are doing or their approaches to similar cases, so we encourage that kind of discussion a lot. [ID number 10, female speech pathologist]

**Implementation examples**

- People in a community of practice help each other with clinical problems or capability-related issues.

### Objectives

This study aims to:

1. explore rural health professionals' perceptions of health workforce capability and persuasive design techniques;
2. translate these into recommendations for designing a health workforce capability app to increase their impact and usefulness.

---

**Source:** Oinas-Kukkonen and Harjumaa Marja [17].

**GP:** general practitioner.

**Table 5.** Persuasive design techniques—definitions and implementation examples for developing a health workforce capability app. Domain: Cialdini’s Principles.

<table>
<thead>
<tr>
<th>Cialdini</th>
<th>Persuasive design technique definition</th>
<th>Quote qualitative interviews health professionals</th>
<th>Implementation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commitment/consistency</td>
<td>Are a pair of interrelated attributes in the sense that people often adhere (consistently) to their significant choices (commitments).</td>
<td>And if there was an app that actually tracked what you were doing, tracked your KPIs, then that information could be funnelled back through middle management, but also the higher levels as well [ID number 17, female, occupational therapist]</td>
<td>App allows for registering own KPIs (commitment) with set periods (eg, weekly, monthly [consistency]). KPIs can be communicated to supervisors and higher as requested.</td>
</tr>
<tr>
<td>Scarcity</td>
<td>Causes people to almost panic out of the fear that something will disappear or become unavailable, so they make an intent effort to acquire or preserve it.</td>
<td><em>—&lt;sup&gt;c&lt;/sup&gt;.</em></td>
<td>Shows number of members in a chat group or in a specific geographical location. Online support to assist in emergencies.</td>
</tr>
<tr>
<td>Social proof</td>
<td>Explains the human tendency to look around at others in society for reinforcement and direction in taking action.</td>
<td>But I was thinking...that when we couldn't save the little boy that died in front of our eyes, could digitally, or through Zoom or something, could we have gotten a trauma counsellor, instead of us driving over to &lt;rural town&gt;, a 200 Ks. And I didn't want to drive that day, but I needed to de-brief. [ID number 3, female, remote nurse]</td>
<td></td>
</tr>
<tr>
<td>Reciprocity</td>
<td>Describes a human desire to make others feel appreciated by responding in ways that return good gestures.</td>
<td>So it's also very interesting just clinically – seeing what people are doing or their approaches to similar cases, so we encourage that kind of discussion a lot. [ID number 10, female speech pathologist]</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Oyebode et al [20].

**KPI:** key performance indicator.

<sup>a</sup>Source: Oinas-Kukkonen and Harjumaa Marja [17].

<sup>b</sup>GP: general practitioner.

<sup>c</sup>No matching quote or data found.
Methods

Data Collection

A qualitative analysis of interview data used in the 2 previous studies was conducted to evaluate how persuasive design techniques can be used to build a health workforce capability app. As outlined in Ramsden et al [10], 13 rural health professionals were interviewed about their understanding of health workforce capability, their perceived needs to improve health workforce capability, and how technological solutions can assist in improving rural health workforce capability and intentions to remain in rural practice.

Interview questions were informed by the work of Anderson and co-workers [22] and Jeffrey and colleagues [23] in terms of focusing on technology acceptance and behavior change. Persuasive strategy questions were informed by the work of Oyebode and co-workers [20] as described above.

Recruitment occurred via the telephone, in person, or through the Rural Health Pro newsletter. Rural Health Pro is a digital platform that links health professionals and organizations interested in rural health [24]. A plain language statement was emailed to participants expressing interest. An interview time was established after consent. Telephone interviews were conducted by RR and SP, digitally recorded, and transcribed. Transcripts were not returned to participants for comment, verification, or correction. Upon transcription, identifying information was removed. The transcribed interviews were managed in MS Word. Both RR and SP have extensive experience in conducting qualitative interviews. SP has lived rurally since 2005 and worked in rural health research since 2006. RR has worked in rural health since 2012. These experiences have shaped the interviewers desire to improve rural health workforce.

Participants included general practitioners (GPs), a pain specialist, nurses, and allied health practitioners. The group comprised 4 males and 9 females. Age ranged between 39 and 65 years, with an average age of 51 years. Interviews took on average 46 minutes (range 29-98 minutes). The interviewers had no previous existing relationship with the participants. RR and SP undertook reflexivity exercises during the data collection to ensure rigor, in addition to the checks during analysis listed below. RR and SP recognized that they have an interest in rural health [24]. A plain language statement was emailed to participants expressing interest. An interview time was established after consent. Telephone interviews were conducted by RR and SP, digitally recorded, and transcribed. Transcripts were not returned to participants for comment, verification, or correction. Upon transcription, identifying information was removed. The transcribed interviews were managed in MS Word. Both RR and SP have extensive experience in conducting qualitative interviews. SP has lived rurally since 2005 and worked in rural health research since 2006. RR has worked in rural health since 2012. These experiences have shaped the interviewers desire to improve rural health workforce.

Participants included general practitioners (GPs), a pain specialist, nurses, and allied health practitioners. The group comprised 4 males and 9 females. Age ranged between 39 and 65 years, with an average age of 51 years. Interviews took on average 46 minutes (range 29-98 minutes). The interviewers had no previous existing relationship with the participants. RR and SP undertook reflexivity exercises during the data collection to ensure rigor, in addition to the checks during analysis listed below. RR and SP recognized that they have an interest in improving rural health workforce capability using technology. Both ethical and practical issues that arose during the interviews were discussed between the 2 interviewers to ensure alignment and rigor when conducting the interviews.

Analyses

Our systematic review of persuasive apps that are related to health workforce capability generated examples of how the various techniques can be used in practice to develop a health workforce capability app. Subsequently, the 32 persuasive techniques [11,17-19] were used as a framework to deductively analyze the data. Descriptions of the 32 persuasive design techniques are listed in Tables 1-5.

Verbatim transcripts were coded manually. The first 2 recordings were coded separately by 2 authors (KP and RR). The remaining 11 interviews were coded primarily by authors KP and SP. RR and AT were involved in coding transcripts and reaching consensus. SP and KP subsequently used the coded data to analyze and identify quotes to support the development of suggestions for how persuasive design techniques can be used to build a health workforce capability digital tool. The findings were discussed and checked by RR and AT to ensure validity of the data. JB provided specific feedback on user design and discussions were held to further shape the data interpretation.

Ethical Approval

The study was approved by the North Coast NNSWLHD Human Research Ethics Committee (2020/ETH03020).

Results

Tables 1-5 show how health professionals’ needs and suggestions are reflected in the 32 persuasive design techniques that can be used when building a health workforce capability online support tool.

The results are displayed by the main domains in persuasive design techniques: Primary Task Support, Dialog Support, System Credibility Support, Social Support, and Cialdini’s Principles of Persuasion. The researchers analyzed the qualitative data to identify how health professionals’ perspectives could be translated into recommendations for designing a health workforce capability app to increase their persuasiveness. The majority of the 32 persuasive design techniques were reflected in the quotes from the interviews and led the researchers to a recommendation as to how these could be translated into practice, with the exception of competition and scarcity.

Primary Task Support techniques, for example, may be utilized to guide health professionals through a clinical protocol or professional development activity by reducing complex behaviors into simple tasks, tailoring evidence-based information to needs, and personalizing content (eg, Australian guidelines). Further, techniques such as simulation would enable health professionals to observe other clinicians performing procedures and rehearse behaviors themselves, accommodating health professionals’ ideas of how they would like to use an app to build capability.

Health professional perspectives also highlighted the importance of credibility for app design. For example, under the domain System Credibility Support (Table 3) a GP mentioned “Like pharmaceutical ads...I think it’s going to the dark side really a bit” [ID number 13, female, GP], suggesting that consideration should be given to developing criteria about which type of ads would be acceptable. Simultaneously, given the importance placed by the participants on addressing various social needs to improve health workforce capability, designers would need to consider eligibility criteria for joining online communities to safeguard the quality of online community members (System Credibility Support).

Giving feedback to support health professionals to move toward their goals, such as rewards and praise in the form of continuing professional development points or encouragement for
goal-directed behaviors, is a suggested design feature. Further, reminders about target behavior, such as taking a break, and suggestions related to capability-supporting behaviors that are suitable or appropriate to health professionals were examples provided that align with Dialog Support techniques.

Further analyses revealed that health professional needs and digital solutions mapped against persuasive techniques broadly align with the factors affecting health workforce capability. The analyses are summarized in Table 6. Based on health practitioners’ insights and suggestions, practical recommendations have also been presented in Table 6. It is noted that the findings are not necessarily mutually exclusive given the complexity. For example, depending on the level and governance, the recommendation about communities of practices on team level can also be viewed as Primary Task Support and Social Support if, for example, a national or state body would manage the communities of practice. The recommendation relating to organizational level refers to the fact that referrals and closed-loop communication are professional activities that form part of the practitioner’s primary scope of work. Thus, this function would be simplifying a process that already takes place and falls within the definition of reduction. The design techniques appear acceptable to rural health professionals and can be incorporated into future apps that focus on improving or maintaining health workforce capability across several areas.

Table 6. Factors influencing health workforce capability mapped against persuasive design techniques (design feature category).

<table>
<thead>
<tr>
<th>Factors influencing health workforce capability and persuasive design technique</th>
<th>Persuasive design feature domain</th>
<th>Recommendations provided by participants that can be linked with health workforce capability factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health and personal qualities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-monitoring</td>
<td>Primary Task Support</td>
</tr>
<tr>
<td></td>
<td>Reminder</td>
<td>Dialog Support</td>
</tr>
<tr>
<td><strong>Competencies and skills</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expertise</td>
<td>System Credibility Support</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Values, attitudes, and motivation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Surface credibility</td>
<td>System Credibility Support</td>
</tr>
<tr>
<td></td>
<td>Recognition</td>
<td>Social Support</td>
</tr>
<tr>
<td></td>
<td>Social learning</td>
<td>Social Support</td>
</tr>
<tr>
<td></td>
<td>Social facilitation</td>
<td></td>
</tr>
<tr>
<td><strong>Factors outside of work</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Social comparison</td>
<td>Social Support</td>
</tr>
<tr>
<td></td>
<td>Social learning</td>
<td></td>
</tr>
<tr>
<td><strong>Team level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reciprocity</td>
<td>Cialdini’s principles</td>
</tr>
<tr>
<td><strong>Organizational level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reduction</td>
<td>Primary Task Support</td>
</tr>
<tr>
<td><strong>Labor market</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tailoring</td>
<td>Primary Task Support</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.
Discussion

Principal Findings

A qualitative analysis of semistructured interviews with rural health professionals was undertaken to investigate the alignment of user perceptions of health workforce capability with persuasive design techniques. These findings were then translated into recommendations for designing a health workforce capability app to increase their impact and usefulness (Tables 1-6). The authors found that the persuasive design techniques can be applied across the factors that influence health workforce capability including health and personal qualities, competencies and skills, values, attitudes, and motivation, as well as factors that operate outside of work, and at the team, organizational, and labor market levels. There is alignment between the needs of health professionals and persuasive design techniques. The health professionals’ interviews clearly identified the persuasive design techniques that were appealing. Many suggestions link back to the need for credible, tailored, and localized solutions such as having Australian-based evidence, localized communities of practice, access to learning from other rural health professionals, and referral pathways to other clinicians.

It was also clear that rural health professionals in our study aspired to have more efficient systems to improve patient access to care, quality care, and to enable working in interprofessional team-based care. Persuasive design techniques that can assist here are, for example, tailoring, reduction, social roles of digital technology, and authority. These techniques can influence team and organizational factors to improve health workforce capability. Indeed, the need for team-based care is an old adage, and barriers and facilitators to this have been explored over time [25]. Notably, our previous work [10] demonstrated that COVID-19 has accelerated the capability and willingness for team-based care arrangements in primary and remote care through using digital solutions. This study has clear recommendations as to how persuasive design techniques can be used in digital solutions to further improve patient access, quality care, and promote team-based care. For example, one GP recommended that GPs should be able to book an appointment with a local allied health professional with an online booking system (Primary Task Support) so the patient does not have to do that. This ensures the patient is booked in (tunneling) and reduces the risk of the patient not following up with their allied health appointment, thereby enhancing the quality of care as well as the GPs own health workforce capability. Ways in which this system may improve a GPs and allied health professional’s workforce capability are reduced red tape and less inconvenience in making referrals; improved close loop communication that reduces the workload for the GP and the allied health professional; better outcomes for patient that leads to further reduction in the future workload; positive feedback to GPs and allied health professionals (recognition); and improved job satisfaction for both allied health professionals and GPs as closer relationships may be developed overtime.

Overall, health professionals were open to self-monitoring of their work performance and some already regularly use wearables to monitor their health. Although using wearables to measure work performance and stress levels at work has potential [26], it is still in its infancy. A 2019 randomized controlled trial showed that using wearables to improve emergency physicians’ well-being through monitoring their pulse rate while at work was feasible but not recommended [27]. The authors found that the biosensor could not provide reliable estimates of metrics of interest in their study context. However, Ferdous and colleagues [28] found that patterns of smartphone app usage were correlated with stress levels in work environments and thus recommended that these could be used to measure stress at work. Alhasani et al [29] presented the possibility of an app that creates behavioral data, based on self-report and sensors, that can be analyzed in real-time to predict users’ needs and provide tailored interventions for the user. In the case of rural health workforce capability, if a health professional’s heart rate variability indicates high stress levels derived from a sensor, the app can recommend a predetermined meditation session. The behavioral data can also be merged with self-reports generated by in-app journals or self-report. Synthesizing and interpreting this information using machine learning could improve the accuracy of predictions and hence provide more targeted and personalized recommendations for the user.

Social inclusiveness is a known contributing factor for improved health workforce capability [10]. Therefore, computer-mediated persuasion [17] using digital social communication tools that have a real-world feel and demonstrate that there are real people and experts (surface credibility) behind a digital tool or content is important. Health professionals will be more likely to engage with a digital system if they know that real people and respected experts are involved. In a study of nurses, Mayer and colleagues [30] found that approximately half of the nurses used apps for their work and stressed the importance of apps being validated by credible bodies before they can be used in practice. Expert design, content, and involvement will lead to greater system credibility and also improved social connections and support channels for rural health professionals. This stresses the importance of policies to ensure high-quality membership of digital communities and, thus, system credibility (persuasive design technique) to guarantee impact and engagement with the tool. Ultimately, the quality of the online membership can have an impact on usage and engagement of health workforce capability apps. Therefore, factors to consider when developing an app are closed or open membership; verification of credentials; potential publication of credentials; role and credentials of moderators; and rules of participation.

Validation of Persuasive Systems Design Model and Persuasive Design Theories

Our work has contributed to the further validation of the Persuasive Systems Design model [17] through empirically aligning elements of the model to increase persuasive system content and functionality with real-world applied data, in this case the health workforce capability of rural health professionals. We analyzed the use context through identifying problem domain–dependent features which are the factors that influence health workforce capability [10]. We also analyzed the user context that are the user-dependent features such as goals or
motivations of health professionals [10]. Subsequently, we analyzed the technology context through identifying the technology-dependent features for health workforce capability–related apps [11]. In this paper, we then described example software apps and implementations. Some of these examples are relatively novel in addressing health workforce capability needs such as geolocation of health professionals in a rural area to reduce social isolation [10] and some are already used in varying capability building–related apps such as easy access to clinical guidelines to increase medical performance [31] in apps such as UptoDate [11] or online communities such as Rural Health Pro [24]. Rural Health Pro is a digital platform that connects people and organizations who care about keeping rural communities healthy. Notably, we found that sometimes comments made by health professionals could apply to several persuasive design techniques. This is confirmed by feedback from user experience designers that, for example, tailoring and personalization are often the same in practice.

Study Strengths and Limitations

Overall, the alignment between the needs of health professionals and persuasive design techniques to improve health workforce capability through optimizing the user experience means that we can support rural health professionals which may lead to greater retention [9,11,13]. The above findings are important as they confirm that these techniques can be used to develop a future prototype that may assist health professionals in improving or maintaining their health workforce capability which in turn may increase recruitment and retention in rural areas. However, we stress that it is unlikely that a single app could cover all persuasive design techniques explored in this paper, nor do we imply a health workforce capability app should do so. For example, if we built a health workforce capability app for GPs, it likely would not have the ability to book appointments for allied health professionals as that may not make sense from a product or commercial perspective to bundle and market those features together. Additionally, a system itself needs to provide enough value and solve a problem for health professionals, regardless of the number of persuasive techniques built into the app. A very useful system without any or a limited number of persuasive techniques could still improve health professional capability. Persuasive design techniques are only one element to consider in the development process of a health workforce capability app. For example, usability heuristics are useful to develop an easy-to-use interface, marketing campaigns may be necessary to promote uptake of a health workforce capability app, and service blueprinting can be used to guide the whole process.

Ethical Considerations

It is important to consider the ethic factors in using persuasive strategies. Jacobs [32] explored the use and ethical concerns of persuasive technology for vulnerable people. While health professionals are not considered vulnerable overall, they can be vulnerable when working in isolation for long periods and this may be exacerbated by the COVID-19 pandemic and other natural disasters such as bushfires, droughts, and floods. Their strong sense of responsibility and commitment to their patients and community make health professionals potentially more vulnerable over time as their energy levels and resources are depleted [33]. However, the point of using persuasive design techniques in digital solutions is to make health professionals feel more capable when they are feeling overstretched or underconfident. The implication is that thorough consideration of, and trialing of, appropriate strategies is important.

Vulnerability can be caused by intrinsic factors (within a person) or can be caused by external factors that are situational specific [32]. An example of situational vulnerability is that an app may be designed for support but reduces the health professional’s privacy, and increases feelings of being watched. It may also increase their feelings of anxiety about the potential for negative consequences if their capability goes down, and they could potentially start to feel powerless. The ethical concept of autonomy may be violated in this example.

The design should ensure that the user, in this case, the health professional, can easily retract their consent to take part to avoid coercion [32]. This should include the ability to withdraw any data already submitted or collected about them. This will have the secondary function of improving engagement as the participants are assured of the ability to cease their involvement at any time. For example, a rural health professional when highly capable may be willing to partake in an app that measures their capability; however, if they feel less capable for any reason, it may well be that they become increasingly vulnerable. Completing a rating on a regular basis can make people aware of their shortcomings and have unintended consequences [32], such as exacerbated feelings of incompetence or reinforcing unconscious incompetence.

Jacobs [32] recommends that to safeguard against unintended consequences, technology designers should understand the experiences, interests, and needs of prospective users through inclusion of vulnerable populations at every stage of the design process. Our study described here has done that and is the first step in the co-design process. Designers need to ensure they understand the values, needs, and interests that are important to the users. A second safeguard is to take into account real-life contexts, which can reduce unintended negative consequences [32]. The latter issue demonstrates the importance of considering a digital tool as part of an integrated approach that includes a real-life support component. Finally, there must be a clear and continuous feedback mechanism where users can identify and raise issues of concern for the developers to remedy.

Organizations developing or managing apps or online communities would need to ensure high-quality online membership. Ethical principles, membership criteria, and policies will need to be developed to ensure mechanisms are in place to ensure members or users genuinely represent the purpose and values of the community.

To design a digital health workforce capability solution, it is important to select and apply an ethical framework that fits the health workforce capability needs and assists in carefully weighing up risks and benefits. Many ethical frameworks exist in the medical research field. They can be disease specific or goal specific such as an ethical framework for COVID-19 contact tracing [34] or more general such as the work conducted by Tokgöz and co-workers [35] who developed an ethical
framework for health and medical apps based on a systematic review and expert interviews. However, it is ultimately recommended to use an ethical framework that aligns with international standards. Several international standards are available and selection of a standard will depend on the context of the app such as ‘ISO/TS 82304-2:2021 Health software — Part 2: Health and wellness apps — Quality and reliability’ [36] or ‘the ISO/TS 17033:2019 Ethical claims and supporting information — Principles and requirements’ [37]. The latter can be used when specific standards are not available or can complement existing standards. It covers principles and requirements for developing and declaring ethical claims.

Given that rural health professionals are often subject to burn out due to isolation, high stress, long working hours, lack of local staff, and limited resources, being able to provide a technology solution with persuasive strategies to boost capability is a positive aspect.

Conclusions
Rural health professionals’ perceptions of health workforce capability informed which persuasive design techniques can be used to optimize the user experience of an app. These were translated into recommendations for designing a health workforce capability app to increase likelihood of adoption. This study has also contributed to the further validation of the Persuasive Systems Design model through empirically aligning elements of the model to increase persuasive system content and functionality with real-world applied data, in this case the health workforce capability of rural health professionals. Our findings confirm that these techniques can be used to develop a future prototype of an app that may assist health professionals in improving or maintaining their health workforce capability, which in turn may increase recruitment and retention in rural areas. Health professionals need to be central during the design phase. Interventions are needed to provide a supportive environment to rural and remote health professionals to increase their rural health workforce capability.
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Abstract

Background: When caring for patients with chronic conditions such as chronic obstructive pulmonary disease (COPD), health care professionals (HCPs) rely on multiple data sources to make decisions. Collating and visualizing these data, for example, on clinical dashboards, holds the potential to support timely and informed decision-making. Most studies on data-supported decision-making (DSDM) technologies for health care have focused on their technical feasibility or quantitative effectiveness. Although these studies are an important contribution to the literature, they do not further our limited understanding of how HCPs engage with these technologies and how they can be designed to support specific contexts of use. To advance our knowledge in this area, we must work with HCPs to explore this space and the real-world complexities of health care work and service structures.

Objective: This study aimed to qualitatively explore how DSDM technologies could support HCPs in their decision-making regarding COPD care. We created a scenario-based research tool called Respire, which visualizes HCPs’ data needs about their patients with COPD and services. We used Respire with HCPs to uncover rich and nuanced findings about human-data interaction in this context, focusing on the real-world challenges that HCPs face when carrying out their work and making decisions.

Methods: We engaged 9 respiratory HCPs from 2 collaborating health care organizations to design Respire. We then used Respire as a tool to investigate human-data interaction in the context of decision-making about COPD care. The study followed a co-design approach that had 3 stages and spanned 2 years. The first stage involved 5 workshops with HCPs to identify data interaction scenarios that would support their work. The second stage involved creating Respire, an interactive scenario-based web app that visualizes HCPs’ data needs, incorporating feedback from HCPs. The final stage involved 11 one-to-one sessions with HCPs to use Respire, focusing on how they envisaged that it could support their work and decisions about care.

Results: We found that HCPs trust data differently depending on where it came from and who recorded it, sporadic and subjective data generated by patients have value but create challenges for decision-making, and HCPs require support in interpreting and responding to new data and its use cases.

Conclusions: Our study uncovered important lessons for the design of DSDM technologies to support health care contexts. We show that although DSDM technologies have the potential to support patient care and health care delivery, important sociotechnical and human-data interaction challenges influence the design and deployment of these technologies. Exploring these considerations during the design process can ensure that DSDM technologies are designed with a holistic view of how decision-making and engagement with data occur in health care contexts.

(JMIR Hum Factors 2022;9(2):e32456) doi:10.2196/32456
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Introduction

Background

Chronic obstructive pulmonary disease (COPD) is one of the most common chronic respiratory conditions in the world [1]. COPD typically arises from long-term exposure to airway irritants, such as cigarette smoke or air pollution [2-5]. It causes nonreversible chronic obstruction of the airways, resulting in breathlessness, fatigue, and frequent chest infections [6-8]. These symptoms can make it difficult to engage in daily activities, such as leaving home, socializing, and getting dressed [9,10]. Exposure to respiratory infections, physical exertion, smoke inhalation, and environmental factors such as air pollution can worsen symptoms [4,11-13]. COPD is a considerable challenge for millions of people and many health care services around the world [14,15]. It is estimated that ≥200 million people have COPD worldwide [16], with approximately 16 million people in the United States and 1.2 million in the United Kingdom [16,17]. In the United Kingdom specifically, COPD generates ≥140,000 hospital admissions annually, with 97% of these admissions being for emergency care [17,18].

When caring for patients with COPD, health care professionals (HCPs) must make timely and informed decisions to treat patients effectively. Clinical decision-making is a complex process that involves using medical knowledge to make decisions about care [19]. Making informed clinical decisions about patients with chronic conditions such as COPD requires quick access to a range of information about the patient and their medical history [14,20,21]. Insight into symptoms, quality of life, medications, past interventions, and results of recent clinical tests can add important context to inform decisions [21,22]. For example, by knowing the frequency and context of a patient’s respiratory exacerbations (ie, flare-ups of their COPD), HCPs can suggest more personalized interventions that may be more effective.

However, data relevant for chronic condition care are heterogeneous and often buried across paper notes or electronic records or held by other HCPs involved in the patient’s care [14,22-24]. Effectively collating and visualizing data about a patient’s chronic condition has the potential to support timely and informed care decisions [23-25]. This presents an opportunity to explore how digital technology can be designed to provide timely data-driven support for HCPs. Digital technology, which provides data that support decision-making, is termed data-supported decision-making (DSDM) technology. Designing DSDM technologies to support demanding health care contexts requires us to work closely with HCPs to explore their needs and expectations. An appreciation of the broader complexities of health care work is also needed [23].

In response, our research aimed to actively engage HCPs in considering how DSDM technologies could support clinical decision-making in the context of COPD care. Through extensive engagement with HCPs, we identified a set of data interaction scenarios relevant to their practice. We then created an interactive web application as a tool to visualize these scenarios and facilitate discussion about how DSDM technologies might support their work.

DSDM Technologies in Health Care

Electronic health records [26], dashboards [27,28], and clinical decision support systems [29,30] are types of DSDM technologies used across health care. They present pertinent information to inform clinical decision-making. Dashboards are a prominent form of DSDM technology that can improve patient care [27,28,31-34]. Dashboards aggregate and visualize data in ways that produce insights to users. For instance, to support users to increase the number of patients undergoing health screening [31], identify possible high-risk medication prescribing scenarios [32], track in-patients in mental health wards [33], and effectively use patient-reported outcome data for cancer care [34].

While reviewing the literature on how DSDM technologies are designed and used in health care, we found that many studies focused on measuring the clinical effectiveness or quantified outcomes achieved using the technology [25,28,29,31,32,35,36]. Although these studies are crucial for establishing the quantitative impact of DSDM technologies on health care, they do not document the design process or provide detailed user insights about the technology. This knowledge is crucial to inform how DSDM technologies should be designed for real-world contexts from a human-centered perspective [37-40]. Collaborating with HCPs during the design process can unearth important sociotechnical and human-data interaction considerations required to build successful technologies [41-43]. Sociotechnical considerations investigate the design and implementation of systems based on technical and social dimensions [44]. Human-data interaction investigates how people interact with, interpret, and understand data [45,46]. Legibility, agency, and negotiability are key human-data interaction challenges [46]. Legibility refers to making data and algorithms transparent and comprehensible. Agency is the capacity to act on data and data implications. Negotiability relates to re-evaluating decisions about data and data processing as contexts change.

We found that a small number of studies have investigated the challenges involved in designing DSDM technologies for specific clinical contexts [47-49]. Bardram and Nørskov [48] and Sarcevic et al [47,49] took a user-centered approach to inform the design of context-aware dashboards for high-risk settings. Their prototypes focused on patient safety in operating theaters [48] and trauma resuscitation [47,49] and were evaluated with staff during a simulated clinical scenario. The researchers then revised how the data were presented to effectively support decision-making in these contexts, for instance, supporting dynamic information visualization in the fast-paced setting [48] and excluding audio feedback that could startle patients [49]. The nuances of clinical work were
understood by engaging hospital staff during the design process, highlighting the value of partnering with end users when designing DSDM technologies [44,50]. However, there is more to learn about designing DSDM technologies outside the specific use case of high-risk settings [47-49]. Crucially, we need to explore wider everyday data interactions to inform the design of DSDM technologies in health care settings. This can enhance our understanding of the possibilities for DSDM technologies in health care.

Scenario-Based Design in Health Care

Scenario-based design has been used in previous studies to evaluate health care technologies [43,48,49,51,52]. Scenarios, which are task-driven descriptions of work instances, focus on how a system can support human activities [51,53]. They are effective for the qualitative systematic evaluation of usability, suitability, and user experience of a technology or prototype [51,53]. This involves users completing tasks presented as scenarios on the proposed tool, presented as scenarios, and evaluating their experience.

Scenarios are particularly effective in eliciting detailed feedback from users without deploying a full system in clinical practice [52]. For example, Bardram [51] used scenarios to approach the redesign of an information system used in hospitals. Using scenarios allowed the hospitals’ existing activities to remain central to the design and evaluation, helping to focus on how the system could support both current and future activities. Scenarios are a creative thinking tool for envisaging how systems can support work and how it is organized [51]. Given our desire to capture rich details about how DSDM technologies could support HCPs with COPD care, scenario-based design was an appropriate method for this study.

Study Aims

This study explored how DSDM technologies could support HCPs in their decision-making regarding COPD care. We achieved this by presenting an exploration of a scenario-based research tool called Respire. Respire is an interactive web app that presents HCPs with data interaction scenarios to support their decision-making about their patients with COPD and service. We designed Respire with input from 9 respiratory HCPs over 2 years and subsequently explored the output with 11 respiratory HCPs (9 of which were involved in the design process).

Our findings uncover the challenges faced when HCPs interact with health care data in context. From this, we reveal novel insights and lessons regarding the design of DSDM technologies to support the real-world complexities of clinical decision-making. Our paper makes three main contributions: (1) we provide insights into how DSDM technologies can support respiratory care by exploring HCPs’ data needs; (2) we uncover key barriers that impact HCPs’ engagement with data for decision-making; and (3) we provide novel and translatable [50] design implications that inform the creation of future DSDM technologies for health care.

Study Structure

This study was divided into 3 stages. The first stage explores HCPs’ data needs related to COPD care, with a view to understanding how DSDM technology could support these requirements. The second stage involves the selection of key data requirements identified from the first stage and developing them into digital data interaction scenarios (presented in Respire). The third stage explores Respire with HCPs to understand how each data scenario could support their decision-making regarding COPD care.

Methods

Overview

This was a co-design study involving HCPs from 2 collaborating National Health Service organizations in North West England. Co-design involves embedding users in the design process, which is appropriate, given our desire to explore HCPs’ needs and experiences at each stage in detail [54]. The first organization we worked with, the hospital, has a respiratory ward with patients with COPD under the care of specialists. The specialists also visit respiratory outpatients in clinics, including those recently discharged from the hospital after an exacerbation. The second organization, community care, provides services that enable patients with COPD to manage their condition in the community. Services include routine clinics to assess a patient’s condition and management, pulmonary rehabilitation classes that use exercise and education to improve self-management [55], and home support services in which on-call specialized nurses support acute patients in their homes [56]. Patients are referred to community care by their general practitioner (GP) if they require advanced support or by the hospital to help stabilize their management after a hospitalization.

We have previously worked with HCPs from both organizations to explore their challenges with lack of access to data and effective visualizations for COPD care [24]. In a study by Tendedez et al [24], we found that (1) HCPs used multiple clinical systems that were inflexible, (2) existing data lacked required detail and quality, and (3) HCPs rarely had time for extensive training on clinical systems and needed intuitive user interfaces. Following Tendedez et al [24], we worked with them to explore how DSDM technology could support their needs by creating Respire. Respire is a web app designed to effectively visualize COPD data that are routinely collected across both organizations (contained in digital systems or paper notes). Crucially, it also aimed to visualize data that are not yet available in clinical practice to envision how decision-making could be supported in the future. The current and future data needs were identified through an iterative process.

We had no access to the organization’s data during this study. Therefore, Respire used test data sets that were created by the research team and based on the data requirements elicited during the study. A researcher experienced in large-scale hospital data advised on the content and structure of the test data sets. For instance, they advised on (1) the typical data fields that hospitals collect for patients with COPD and (2) the range of data within those fields. For scenarios that displayed medical data, we used...
web-based resources regarding medical readings to inform clinically realistic test values [57]. The researcher then checked that the test data sets we had produced were realistic for the purposes of the activity. The test data were created solely to populate Respire for this study; they were not intended to be used beyond this purpose. We stored the data in a MySQL database, which was read by Respire via a custom REST (Representational State Transfer) application programming interface.

An outline of the study methodology is presented in Figure 1.

Figure 1. The 3 stages of the study methods.

Participants
This study involved 11 HCPs across both organizations (6 from community care). Each participant (except for C6 and H5) was involved in the design process. Snowball sampling was used to recruit participants, with HCPs informing their colleagues about the project [58]. Details of the participants is presented in Table 1, showing their experience in their current role and using clinical information systems.

Table 1. Details of study participants.

<table>
<thead>
<tr>
<th>Participant identifier a</th>
<th>Role</th>
<th>Years in current role</th>
<th>Experience using clinical information systems (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>COPD b nurse</td>
<td>&lt;1</td>
<td>3</td>
</tr>
<tr>
<td>H2</td>
<td>COPD nurse</td>
<td>&lt;1</td>
<td>17</td>
</tr>
<tr>
<td>H3 c</td>
<td>Respiratory consultant</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>H4 c</td>
<td>Respiratory consultant</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>H5 d</td>
<td>Respiratory consultant</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>C6 e</td>
<td>Respiratory service manager</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>C7 c</td>
<td>Lead COPD nurse</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>C8</td>
<td>COPD nurse</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>C9 c</td>
<td>Lead physiotherapist</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>C10</td>
<td>Assistant practitioner</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>C11</td>
<td>COPD nurse</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

aIdentifiers prefixed with H are from the hospital and C are from community care.
bCOPD: chronic obstructive pulmonary disease.
cStudy champions were contact points that helped to coordinate research sessions.
dH5 was invited to participate in the study by H3 after Respire was designed.
eC6 was involved in early discussions but was unavailable to participate in the design process.

Data Analysis
This qualitative study followed an interpretivist approach that emphasizes the social construction of individuals’ knowledge based on their lived experiences [59]. This approach was appropriate because of the exploratory nature of this study, which focused on HCPs’ experiences providing COPD care. We used 2 techniques for data analysis.

Stages 1 and 2 used content analysis to determine the presence and frequency of specific themes within discussions [60]. Content analysis was selected because of the volume and nature of the data collected. We carefully read the transcripts and assigned codes to references to specific types of data, reasons the data are needed, and comments about data visualization. Stage 3 used inductive thematic analysis to analyze the interview data. We used bottom-up open coding to assign codes to the data at the sentence level based on what the data described. We then grouped those codes to create broader themes that described the entire data set [61]. This analytical approach was chosen given our desire to be more exploratory in stage 3, focusing on capturing the nuances of interacting with Respire.
Understanding Data Needs (Stage 1)

The first stage involved 5 workshops to explore the data needs for Respire. There were 2 separate workshops with the hospital (H1, H3, and H4) and community HCPs (C7, C8, C9, C10, and C11) each before uniting in the final workshop. Sessions were organized to suit HCPs’ availability and lasted between 30 and 90 minutes in quiet rooms at the clinical sites. Plans for workshops 1 and 2 are provided in Multimedia Appendix 1. We analyzed workshop transcripts after each session.

The first workshop aimed to understand the data needs and develop a shared language between HCPs and researchers. The discussions focused on their patients with COPD and services. We asked, “What data do you want to see about your COPD patients/service?” and “How would you want to interact with that?” In addition to verbal discussions about data needs, to stimulate discussion, HCPs created basic sketches of how data might be visualized. Basic sketching was used as a visual communication tool, enabling researchers to understand HCPs’ mental model of how the data might be tangibly presented. After the sessions, we used the sketches to create wireframes of basic user interfaces and to complement the data analysis. We provided the wireframes in later workshops as stimulus materials.

Subsequent workshops explored the data needs in detail using the wireframes to structure discussions. The HCPs revised the way the data were visualized on the wireframes and refined the included data. For instance, they supplemented the tables with graphs and removed data that they no longer saw as a priority on reflection. We updated the wireframes after the session.

The final workshop gave HCPs from both organizations the opportunity to discuss one another’s wireframes. Two business intelligence staff members, who had been involved in earlier stages of the project [24], attended to share knowledge about the general existence of the included data within both organizations.

Developing Respire (Stage 2)

We reviewed the data needs captured in stage 1 and chose 5 key use cases to expand into data interaction scenarios for Respire (Figures 2-10). We decided to focus on the needs common to both organizations, as these appeared to be most impactful. For example, we created a scenario based on viewing a patient’s spirometry test result history, as this was an unmet need voiced by both organizations. Spirometry tests require the patient to blow into a device used to diagnose and monitor respiratory conditions. Both organizations discussed these data as being a prominent pain point in practice; thus, it was an important scenario to explore further.

Figure 2. Scenario 1: respiratory ward overview (annotated). This view lists the patients with chronic obstructive pulmonary disease (COPD) in hospital for a COPD-related reason. (A) lists the ward that the patient is on, (B) details each patient’s current length of stay in days, (C) details the number of COPD hospital admissions each patient has had in the past 12 months.
Figure 3. Scenario 2: Admissions and Exacerbation Reports (annotated) showing overall hospital admissions. (A) shows whether the admission was chronic obstructive pulmonary disease (COPD) related or not (B) shows COPD-related hospital admissions split between patients previously known to have COPD and those newly diagnosed because of the admission.

Figure 4. Scenario 2: Admissions and Exacerbation Reports (annotated) with a tab for overall reported infective exacerbations and chronic obstructive pulmonary disease (COPD) hospital admissions. (A) shows which service reported the exacerbation. GP: general practitioner.
**Figure 5.** Scenario 3: patient-generated data overview (annotated). (A) Patients’ latest symptom status (green indicates asymptomatic, amber indicates symptomatic, and red indicates severe symptoms); (B) the traffic light system depicting patients’ 7-day status (gray indicates no data have been entered by the patient).

<table>
<thead>
<tr>
<th>Status</th>
<th>Name</th>
<th>Last Entry</th>
<th>7 Day Status</th>
<th>Telephone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>patient0</td>
<td>22/01/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>patient1</td>
<td>22/01/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>patient2</td>
<td>22/01/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>patient3</td>
<td>22/01/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>patient4</td>
<td>21/01/2020</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 6.** Scenario 3: patient-generated data individual entries (annotated). (A) A log of a patient’s symptom entries and (B) the logged entries in graph format.
Figure 7. Scenario 4: example patient’s exacerbation history. The table shows a history of a patient’s clinically reported chronic obstructive pulmonary disease (COPD) exacerbations; (A) shows which service has managed each exacerbation. GP: general practitioner.

<table>
<thead>
<tr>
<th>Date</th>
<th>Type</th>
<th>Managed by</th>
<th>Outcome</th>
<th>NIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>14/05/2019</td>
<td>Infective</td>
<td>Community Care</td>
<td>Doxycycline</td>
<td>No</td>
</tr>
<tr>
<td>04/02/2019</td>
<td>Infective</td>
<td>Hospital</td>
<td>Doxycycline</td>
<td>Yes</td>
</tr>
<tr>
<td>20/01/2019</td>
<td>Infective</td>
<td>Community Care</td>
<td>Doxycycline</td>
<td>No</td>
</tr>
<tr>
<td>03/09/2018</td>
<td>Non Infective</td>
<td>GP</td>
<td>Steriods</td>
<td>No</td>
</tr>
<tr>
<td>01/08/2018</td>
<td>Infective</td>
<td>Hospital</td>
<td>Doxycycline</td>
<td>No</td>
</tr>
</tbody>
</table>

Figure 8. Scenario 4: example patient’s exacerbation history. The graph represents the frequency of the clinically reported exacerbations of a patient with chronic obstructive pulmonary disease over time; (A) shows how health care professionals can filter by year; (B) shows which service has reported the exacerbation. GP: general practitioner.
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Following this, we confirmed with H4 and C7 if the 5 chosen scenarios (Table 2) were an important focus. We then created Respire, which is an interactive digitization of the 5 data scenarios. Respire is a web app populated with test data to support dynamic interaction. During development, we met with available HCPs (H2, H3, H4, C7, C8, and C9) for feedback on the early versions. For example, ensuring that the wording of headings and the test data made sense for each scenario. Table 2 details the 5 shortlisted scenarios, including a description of the scenario and where the data contained within the scenario would be reported from. A snapshot of each scenario on Respire is shown in Figures 2-10.
Table 2. The 5 shortlisted data scenarios.

<table>
<thead>
<tr>
<th>Number</th>
<th>Scenario name</th>
<th>Scenario description</th>
<th>Data reported by</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Respiratory Ward Overview</td>
<td>List of in-patients with COPD&lt;sup&gt;a&lt;/sup&gt;, the ward they are on, length of stay, and their number of previous COPD-related admissions</td>
<td>Hospital</td>
</tr>
<tr>
<td>2</td>
<td>Admissions and Exacerbation Reports</td>
<td>Reports on population-level COPD hospital admissions and exacerbations. Live and historical data can be viewed</td>
<td>Hospital, community care, and GP&lt;sup&gt;b&lt;/sup&gt; practices</td>
</tr>
<tr>
<td>3</td>
<td>Patient-Generated Data Overview</td>
<td>View of patients using a mobile app to self-monitor their cough, breathlessness, sputum production and color, and actions in response to symptoms</td>
<td>Patients with COPD</td>
</tr>
<tr>
<td>4</td>
<td>Example Patient’s Exacerbation History</td>
<td>Overview of clinically reported exacerbations of a patient with COPD and which service reported them</td>
<td>Hospital, community care, and GP practices</td>
</tr>
<tr>
<td>5</td>
<td>Example Patient’s Spirometry Results</td>
<td>A full history of spirometry test results of a patient with COPD and which service the test was taken at</td>
<td>Hospital, community care, and GP practices</td>
</tr>
</tbody>
</table>

<sup>a</sup>COPD: chronic obstructive pulmonary disease.

<sup>b</sup>GP: general practitioner.

Exploration of Respire (Stage 3)

The final stage explored Respire with 11 HCPs (Table 1). We gathered feedback about their interaction with the scenarios, exploring how they might support their decision-making regarding COPD care. A total of 11 one-to-one sessions were held in quiet rooms at both clinical sites, lasting between 60 and 90 minutes. HCPs were tasked with walking through each scenario and imagining that they had access to it in practice. We asked HCPs to interact with each scenario freely by exploring different tabs, reviewing and interacting with the visualizations, and examining the (test) data. They were asked to think aloud [62]. The semistructured session plan is contained in Multimedia Appendix 2. During the sessions, we asked, “How could the data presented to you in this format influence your decision-making?” “Are there any challenges that you could envisage when using this scenario?” “Who do you think needs to be involved in the collection and maintenance of this data to ensure it is useful?” These questions would provide insight into how HCPs envisage digital tools, such as Respire, might be used in practice.

After reviewing each scenario, HCPs rated (on a 7-point Likert scale, with 1 representing strongly disagree and 7 representing strongly agree) how realistic they perceived the digital data scenario to be (“the scenario responds in a way that you would expect when using a system to complete this task”) and its relevance to their job (“this scenario is something you would use in your role”). The former was asked to understand if the scenarios were presented realistically to inform them how well they could engage with them and respond to questions. The latter was asked to understand whether there were scenarios that were more relevant to the responsibilities of some HCPs compared with others. Both these responses would add further framing to the discussion.

To conclude the sessions, HCPs ranked the 5 scenarios against each other in order of usefulness (with a score of 1 being the most useful). This would help to discuss the respective strengths and weaknesses of each scenario in context with another.

Ethical Considerations

This study received ethics approval from both Lancaster University’s Faculty of Science and Technology Ethics Committee and the Health Research Authority (reference: 17/HRA/3092). All participants were required to read an information sheet and sign an informed consent form before participation. All sessions were audio-recorded, with full permission from the participants.

Results

Understanding Data Needs (Stage 1)

The data requirements shared by both the hospital and community care were identified from the stage 1 workshop and are summarized in Textbox 1. They largely focused on (1) understanding the severity of a patient’s condition and (2) managing the demands of both health care services. A full list of the data requirements captured from the stage 1 workshop is provided in Multimedia Appendix 3.
Patient’s spirometry result history

- “To know if it’s definitely COPD. Then if it is, then what was it [the result] before, does it mean that it’s getting worse [now]?” [H4]
- “The shape of the curve [trace]...will tell you potentially a bit more about their airways. We generally just have the numbers.” [C9]

Patient’s previous chronic obstructive pulmonary disease (COPD) hospital admissions and exacerbations

- “When you see patients from admission to admission you might not necessarily join everything together.” [H3]
- “In a certain timeframe how often have they been admitted? Three plus exacerbations, then I would consider that is a suitable patient for us [to manage as opposed to the GP].” [C9]

Patient-generated data about their COPD symptoms

- “What has the patient’s perspective been of their illness...we need to understand what the patient understands about their illness.” [H3]
- “Capturing exacerbations and deterioration earlier to avoid potential hospital admissions and potential deterioration.” [C9]

Patient’s respiratory medications and breathlessness rating

- “[It] impacts upon how we might manage them...have they been getting more breathless...have their treatments changed?” [H3]
- “If they’d been given a rescue pack of antibiotics and steroids [to take at the onset of exacerbations at home]...[and] to know if they’ve had, say, 6 antibiotics in the last 3 months.” [C8]

Respiratory interventions a patient has had

- “[You say] this patient has had 2-3 admissions needing non-invasive ventilation (NIV), have you thought about domiciliary NIV? Or they’ve not done pulmonary rehab in over a year...could you do that?” [H4]
- “You could see what’s been offered or if they’ve been referred [for interventions] and declined.” [C9]

Live list of COPD-related admissions at the hospital

- “How many have been there [on the ward] since last week that we need to target first so we can facilitate their discharge?” [H4]
- “[Currently the system] brings up a list of COPD patients...it won’t say whether the particular admission is because of their COPD.” [H3]
- “We actually need to be targeting some of these [admitted] patients that aren’t accessing us [in community care].” [C7]

Exploration of Respire (Stage 3)

The following sections outline the findings from the stage 3 interviews, including Likert questionnaires, scenario ranking, and qualitative feedback.

Table 3. Results from the stage 3 Likert questionnaires.

<table>
<thead>
<tr>
<th>Scenario number and scenario</th>
<th>Realism score</th>
<th>Relevance score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode</td>
<td>Frequency of mode</td>
</tr>
<tr>
<td>1 Respiratory Ward Overview</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>2 Admissions and Exacerbation Reports</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>3 Patient-Generated Data Overview</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>4 Example Patient’s Exacerbation History</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>5 Example Patient’s Spirometry History</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

a “The scenario responds in a way that you would expect when using a system to complete this task.”

b “This scenario is something you would use in your role.”

c7 indicates strongly agree, 4 indicates neither agree nor disagree, and 1 represents strongly disagree.

The most common realism rating was strongly agree (score=7) across all scenarios. Scenarios that commonly received the highest relevance ratings were scenario 1 (Respiratory Ward Overview), scenario 4 (Example Patient’s Exacerbation History), and scenario 5 (Example Patient’s Spirometry History). Scenario 2 was commonly rated the lowest for relevance (Admissions...
and Exacerbation Reports). Usefulness scores are presented alongside the qualitative findings in the following sections for context.

**Qualitative Scenario Feedback**

**Scenario 1: Respiratory Ward Overview**

Scenario 1 was ranked as the most useful (ranked first place by 6 participants), with the main benefit being that HCPs could quickly identify patients who required support. Hospital HCPs believed that the length-of-stay indicator would help identify patients who have been in the hospital the longest to prioritize during ward rounds. It would also help assign senior staff to patients with the longest stays, as these patients are likely to have complex health needs. Similarly, viewing the number of each patient’s previous COPD hospital admissions would allow them to be supported in specific ways. For example, patients without previous admissions may benefit from education on managing their condition. Patients with many previous admissions may require end-of-life care. Community care HCPs felt that the scenario could help identify patients who were in the hospital for their COPD to offer support on discharge. Currently, to achieve this, they must “trawl” [C7] through a list of discharged patients known to have COPD without easily seeing why the patient had been in hospital.

Knowing the data source that would populate scenario 1 was key for HCPs to consider its drawbacks when making their decisions. HCPs explained that the 2 existing data sources that could show which patients with COPD were in hospital had inaccuracies. The first data source was a list of patients with COPD from their data flag system. This system flags patients diagnosed with COPD by local GP practices, hospitals, or community care. However, it is not a “true list” [C7] as (1) patients on the list sometimes “have other respiratory conditions” [C11] and are incorrectly diagnosed with COPD and (2) the system is “not utilized very well” [C7] as flagging patients is a manual process and some patients “probably slip through the net” [C7]. The second data source was the hospital’s clinical coding department. The initial coding of a patient’s hospital admission reason is done by emergency department staff, who are usually “generalists” [C6], and their working diagnosis does not always reflect the final reason for admission. In addition, “very umbrella type codes” [C6] within current classification systems (such as International Classification of Diseases, Tenth Revision [63]) indicate that multiple codes can describe a single hospital admission. For example, COPD may be coded as either COPD or breathlessness. This means that admissions coded as breathlessness could have been missed from the data set that populates scenario 1.

**Scenario 2: Admissions and Exacerbation Reports**

Scenario 2 was ranked the fourth most useful scenario (ranked fourth place by 5 participants), with the main benefit around supporting service planning. For example, to see “where people are referring themselves [when they are unwell]...that first presentation [of symptoms]” [C9], so that the service can identify where they may need extra resources. Forecasting hospital admissions was another way to plan services based on the data as “GP [appointment] spikes normally occur slightly before admission spikes, so if there is starting to be a GP spike then you can follow the trend” [H5]. HCPs discussed how this scenario would be checked on a “monthly” [H4] basis.

However, a key challenge for scenario 2 was the perceived lack of a consistent understanding of COPD exacerbations across hospitals, community care, and GP practices. The HCPs strongly believed this affected the quality and reliability of reporting, as exacerbations are labeled “too easily” [C9]. H4 described this in detail:

> It’s easy to label them [patients] as having an exacerbation and give them a little bit of steroids and a little bit of antibiotics...it comes back to how much do you trust the person who is saying they have taken it seriously and taken it to say this is an actual exacerbation?

Which was echoed by C11:

> I also do feel like from a professional side that medics are like “well we’ll give you this [treatment for an exacerbation] because it’ll move you on through and out the system”...I do think there’s a bit of discrepancy [about what exacerbations are]

The differences in exacerbation reporting were thought to exist because not all HCPs who see patients with COPD are specialists in COPD. The hospital’s and community care’s specialism in COPD makes their identification of exacerbations more reliable, compared with GP practices and emergency department staff who generally do not have COPD “expertise” (H1). Furthermore, HCPs without COPD expertise could assume the patient “knows their condition best” (H1) when approached about a suspected exacerbation and thus provide treatment for an exacerbation.

**Scenario 3: Patient-Generated Data Overview**

The usefulness ranking for scenario 3 was bimodal, ranked least useful by 3 participants and second most useful by 3 participants. This scenario was seen as valuable for understanding the overall patient experience of living with COPD. HCPs felt that it could be used as a tool to educate patients on their condition. In the clinic, the data could be “an entry to a conversation” [C6] about what actions the patient could take when experiencing certain symptoms. For example, when looking at the (test) data, H4 saw a patient in contact with their health care team despite reporting no symptoms (Figure 11). They felt the patient could have anxiety about their COPD and need “assurance,” with discussions focusing on how the patient could help themselves when they feel anxious. C6 discussed using the data similarly to suggest to the patient “some breathing techniques to help,” so they could distinguish breathlessness caused by anxiety versus an exacerbation. This is important, as anxiety can influence feelings of breathlessness, which patients might not differentiate from a respiratory exacerbation [64-66].
However, identifying the right patient group for self-monitoring is crucial for scenario 3 to be “constructive” [C6]. For patients stable in their management, self-monitoring may be “medicalizing their condition” [C6] and be a reminder “that they are ill” [H5]. However, HCPs felt that acutely ill patients with several previous hospital admissions could benefit from self-monitoring. Newly diagnosed patients could also self-monitor to become familiar with their symptoms. HCPs talked about patients using this platform for a specified period of time for encouragement rather than indefinitely. For example, C9 suggested that patients “could be put on it for a month and monitored by the community care team” to combat 30-day hospital readmissions that occur with COPD [67]. In addition to identifying the right patient group, it was also important for patients to input the required data. Consistent data entry would provide a “true overall reflection” [C10] of a patient’s condition, to be “sure about the day-to-day changes” [C8]. Others felt that sporadic data entries could be acceptable as long as the data are entered when the patient is symptomatic. For example, H5 discussed how:

- if you have loads of grey [no input] and then three red [severe symptoms], you know you need to phone them...but there will also be patients who just don’t put data in until they are unwell. What you don’t want is patients who put greens [asymptomatic] but don’t put the red.

Some HCPs discussed how, in certain contexts, asymptomatic days could be “hidden” [C9] from view as “there’s no need to worry about them” [C9]. Despite this, HCPs stressed the importance of recognizing a patient’s symptom-free period, which could be challenging to reinforce if there is a focus on recording only when symptomatic.

Following the need to receive enough data to support decisions, HCPs felt concerned about what missing data might mean and the resources required to investigate. C7 felt missing data could indicate that a patient may “potentially be at home isolated or be dead.” C6 described the likely process of investigating missing data:

You ring them [patient] up and they don’t answer, really common...you maybe try every day for a month. At some point, you are gonna have to send them a letter or do something else” which eventually leads to “generating a whole heap of work...you’ll get through to the patient who will say ‘ah yeah I didn’t bother, I’m not bothered about it anymore’.

There were also concerns about investigating the data that had been received. HCPs raised a key issue about feeling responsible for the data that the patient reports. C6 highlighted that remote setups are “implying somebody is monitoring it [the data]” and patients “may become dependent” on the idea that the HCP is continually “looking at that [data] and acting.” However, HCPs lack time and resources to instantly detect health concerns from the data. C6 was further concerned that scenario 3 could encourage patients to take less responsibility for their health concerns as “in reality it means a clinician managing them...they aren’t fully self-managing under this scenario.”

Finally, trust concerns were raised regarding the self-assessed symptom data versus quantitative physiological data. Although self-assessed data were valuable to understand quality of life and patient experience, it was not reliable as “some patients will overreport their symptoms and some will under-report” [H6]. For instance, breathlessness and fatigue have a “huge psychological element” [H2] that can influence how patients perceive their symptom severity. The benefit of physiological data is “you’ve got a guidance that you can say ‘that’s acceptable, that’s not acceptable’” [C8]. However, HCPs felt self-assessed data, paired with physiological readings, were best for identifying what support to offer patients:

if someone was telling me they feel absolutely awful...but actually their physiological parameters were fine, I’d feel more reassured that perhaps they aren’t clinically deteriorating, but obviously I still need to address the fact that the patient feels like they are. [H2]

**Scenario 4: Example Patient’s Exacerbation History**

Scenario 4 was ranked jointly as the second most useful scenario (ranked second place by 5 participants), and the main benefit was a better understanding of the patient’s condition journey. More specifically, “how patients’ quality of life and clinical health has been affected across all sectors of care” [H5], as HCPs see patients at specific intervals depending on the concern and “what you don’t see is what’s been happening and how many times” [H5]. This was particularly valuable, as COPD is managed by a diverse clinical team and having “the overall
picture rather than just snippets of information” [C8] was important for effective care planning. Collating data in this way could also reveal patients who are struggling with their condition and may require a specialist referral or need “advance care planning” [H3]. Overall, HCP felt seeing past exacerbations in this way was an improvement over asking the patient about their history and shuffling through “thousands of records” [C6], with detail that is too “heavy” [H5] and “not relevant for what we [respiratory HCPs] are interested in” [C6].

Scenario 4 could also provide context for the patient’s experience of living with COPD. H4 envisioned using the scenario when engaging with patients in clinics, whereby “you sit with them to say ‘tell me what happened there’” about each exacerbation to learn about their experiences and triggers. This was seen as a valuable communication aid, as patients’ impromptu recall about their experiences “isn’t always great” [H3]. H4 added that better understanding patients’ experiences can support conversations around management:

If they are only breathless because they have seen something on the television that upset them...that has affected the way that they are feeling, but physiologically they don’t need steroids [to manage it]

Scenario 5: Example Patient’s Spirometry

Scenario 5 was ranked the third most useful scenario (ranked third place by 4 participants). Although it was seen as being “really useful” [H5] and time saving, it was perceived as less impactful to patient care than other scenarios. The main benefit was observing how a patient’s lung function may have changed over time. This was possible by comparing the spirometry result history in the table. The trace of each spirometry result alongside its numerical reading was “really important” [C11] for decision-making. This was because the trace helped to determine the “quality” [C9] of the test, it tells HCPs “how the patient performed [during the test]” [C11].

However, HCPs highlighted that the trustworthiness of spirometry test results was a key concern. HCPs felt that results from tests taken by hospital HCPs were most reliable, as not all HCPs are adequately trained to deliver spirometry tests effectively. They also felt more confident about tests taken by HCPs or services in which they had a close working relationship. C7 discussed how their close working relationship with the hospital HCPs meant they were aware of each other’s specialisms and competencies in COPD and spirometry. They described how they placed confidence in the test results from the hospital over those from GP practices:

I can see on this one (pointing to spirometry results on the screen) that this was done here [in community care], and this one at the Hospital, so you’d be more inclined to use the Hospital data as kind of reliable, that’s your reliable one, then you can probably work from that as to whether or not the others were really done properly. [C7]

In the abovementioned example, the hospital’s result was used as a baseline to judge the reliability of the rest of the results. The HCPs place different “confidence intervals” [H4] on the data, depending on their source. This approach was observed in other HCPs: “was that [spirometry test] actually done by the hospital or community care? In which case, then it’s reliable. Otherwise, it might have been a GP” [C9]; “I definitely believe what came from the hospital over the GPs” [C8]; and “I know you’ve got who’s done the trace, so I think that gives you an idea of the reliability of it” [H5].

Discussion

Principal Findings

This study explored how DSDM technology could support COPD care. We achieved this by designing a scenario-based research tool with HCPs to understand human-data interaction for decision-making. DSDM technologies have clear potential to connect HCPs with pertinent data to inform decisions. However, we have unearthed important challenges and lessons relevant to the success of DSDM technologies in practice, which are of particular relevance to the human factors research community: (1) data recorded by HCPs may not be trusted for decision-making, (2) transparency about data sources is required to trust and understand data, (3) sporadic and subjective data generated by patients have value but create challenges for decision-making, and (4) HCPs require support to interpret and respond to new data and its use cases.

Data Recorded by HCPs May Not Be Trusted

Data were considered most trustworthy when the HCP who recorded it was perceived as an expert in assessing COPD. Previous work has shown that the source of medical information determines its adequacy for use in decision-making [68-70]. Specifically, Cicourel [68] observed how the perceived credibility of medical information was based on social and professional hierarchies. For example, they found that diagnostic information from attending physicians was rarely challenged and perceived as more objective than that of medical students [68]. In our study, data recorded by the respiratory ward staff at the hospital (perceived as highly specialized in COPD) were considered the most trustworthy, whereas data generated by GPs (perceived as less specialized in COPD) were considered the least trustworthy.

It was easier to assess if the data were trustworthy when it was produced by a familiar colleague, enabling the HCP to assess the colleague’s skills and competencies. Jirotka et al [71] described this as “biographical familiarity,” a predicate for trust. They observed how mammogram readers became familiar with the strengths and weaknesses of their colleagues, affecting how they read the mammograms produced by different centers [71]. Similarly, our study shows how a lack of biographical familiarity impacts HCPs’ engagement with data from staff with unfamiliar competencies. In contrast, the hospital and community care trusted each other’s data, as they were familiar with one another’s competencies.

Awareness of how trust impacts the use of data across departments and organizations is important and impacts how data should be displayed on DSDM technologies. Respire showed the source of spirometry test results and exacerbation reports, which HCPs felt were crucial contextual metadata to
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emphasize. One possible way to support building trust with unfamiliar data could be through seals of approval or digital badges built into dashboard designs [72]. For example, a badge representing skill proficiency could be displayed next to entries from organizations that have had specific training in spirometry.

Transparency About Unreliable Data Sources Is Needed

Knowing which data sources were populating Respire was important for assessing any limitations when using data to make decisions. The explicit mention of a system’s data sources is also important for building trust [73]. This emphasizes the need to make data sources transparent to users, addressing the human-data interaction challenges of legibility [46]. Certain data sources were perceived as unreliable, such as data from the coding department and the hospital data flag system. The unreliability of coded data has been explored in previous work [74-76], particularly the overlap of codes for a single clinical condition [74]. As the specificity of medical data is tailored to the original purpose of its collection, repurposing it requires additional details for the data to be usable in new contexts [77,78].

We argue that transparency about the data sources that populate DSDM technologies will enable HCPs to assess important contextual factors about the data. This supports the use of data in new contexts. Transparency can be achieved by labeling the data sources on the user interface and visually representing their reliability. For example, data from the coding department could have icons alongside it, which indicate that the code is a working diagnosis or overlaps with other respiratory conditions.

Subjective Data Recorded by Patients Is Challenging for Decision-making

Despite the benefits of viewing patient-generated data, self-assessed data may be too variable for decision-making. Previous work has shown that it is challenging for patients with COPD to answer subjective questions about breathlessness and coughing [79]. To address this, patients may underreport symptoms unless there are large deviations from their baseline [79]. Unreliable reporting of symptoms impacts how data are interpreted by HCPs, which means that patients may not receive the care they require. This concern relates to the human-data interaction challenge of legibility, making data transparent and comprehensible [46].

We found that there are contexts in which subjectivity in patient-generated data is acceptable, such as clinical discussions about perceived symptoms and quality of life. Scenario 3 presented symptom data in a structured format, enabling HCPs to quickly pinpoint moments in time. Patient-generated data, in turn, becomes a useful resource for HCPs and patients to collaboratively identify personalized management strategies and goals [80]. Therefore, although quantitative symptom readings can address variability in patient reports [81], complete quantification of a patient’s chronic health experience removes an important perspective. A combination of quantitative and subjective data can provide a holistic view of a patient’s condition to support the development of personalized goals. However, patients may require support to understand their data in preparation for clinic visits to maximize the value of the co-interpretation process [80].

To support patients’ understanding of their data, digital technologies for self-monitoring could prompt them to input written context alongside symptom changes; for example, if symptoms deviate from a baseline. The written context prepares patients to discuss key moments in the clinic visit. However, in contexts where HCPs receive data remotely, HCPs may feel concerned if they deem themselves liable to address the content of patients’ free-text notes outside of clinic visits [82]. To mitigate this, when viewing patient-generated data remotely, typed notes could be inaccessible until the HCP interacts with the patient directly. Future work is needed to explore how to connect context to symptoms without causing these concerns in HCPs.

Sporadic Data Entry by Patients Has Value

A notable challenge with patient-generated data is the perceived effort required to encourage patients to record data consistently so that health patterns can be identified [83,84]. Thus, sporadic data entry can mean that important insights are missed or rendered ambiguous [85]. For instance, sporadic data can cause challenges where complete data are required to predict exacerbations [86]. Similarly, sporadic data may indicate that a patient is too unwell to monitor their symptoms [85,87,88]. However, we found that sporadic data could have value depending on the use case.

Patients’ symptomatic days were key information for HCPs, as this required some action from them. Therefore, HCPs suggested that recording data about being unwell would be a valuable insight, despite the absence of recording asymptomatic days. Patients who prefer to reduce their time thinking about their condition may also prefer to record data only when symptomatic [10]. HCPs suggested that Respire could have a filter that only displayed patients who were symptomatic and required support. However, when applying filters to data sets, HCPs may inadvertently pay less attention to patients outside the filtered subset [27]. Therefore, filters applied to the views of patient-generated data should have alerts regularly reminding the user of the applied filter.

It should be highlighted that enabling patients and HCPs to discuss health improvements is important [89,90]. Therefore, we do not argue that asymptomatic days should not be tracked as they can provide a measure, and a reminder, of how frequently patients feel well. Rather, we have found in contexts where there is no hard requirement to record data each day, a focus on symptomatic days alone can provide value. Future work should further explore such use cases to identify the key opportunities for sporadic data.

Support and Clear Processes Are Needed When Interacting With New Data

Concerns about responding to data can impact HCPs’ desire to integrate data into their workflow [88,91-93]. This relates to the human-data interaction challenge of agency, regarding acting on data and its implications [46]. Patient-generated data present a novel opportunity to support decision-making. However, HCPs were concerned that they would be expected to instantly
investigate (lack of) data and the work involved in meeting this expectation. They felt that patients may stop acting on their health concerns as they expected HCPs to closely monitor them. In addition, HCPs had no guidance on the investigation and interpretation of patient-generated data. Aligning expectations about responding to data is important for HCPs to use data in practice [88,93]. Bardram and Frost [88] observed similar challenges raised by nurses that were responding to low mood reported by patients with bipolar disorder. This challenge highlights how wider sociotechnical considerations influence how HCPs engage with data.

Future studies should explore aligning expectations and establishing processes for responding to patient-generated data to alleviate concerns. This can be achieved by working with HCPs to understand the patient segments [94] who they wish to receive data from, the data required, and the frequency of its collection. Following this, we can collaboratively design appropriate workflows, dataflows, and digital interfaces. Our study found 4 use cases for patient-generated data: (1) supporting discussions in clinic visits, (2) monitoring acute patients to detect deterioration, (3) temporary monitoring of patients discharged from the hospital, and (4) temporary monitoring of newly diagnosed patients. Each use case may benefit from different processes, data, and visualizations. Balancing HCPs’ data needs with patients’ expectations in different contexts can support an understanding of how these systems can work in practice.

Limitations
This study has 2 important methodological limitations. First, the exploration of Respire consisted of the same HCPs who informed its design (except for H5 and C6). Involving the same HCPs in the design could have introduced a positive bias into the feedback, with participants potentially responding more positively to Respire [95]. The second limitation is that this research was undertaken with 2 National Health Service organizations in North West England. Their local context and ways of working have shaped our findings, which require acknowledgment when transferring the findings to other health care contexts [50].

Conclusions
By exploring data interaction scenarios with HCPs, we unearthed lessons and design implications for DSDM technologies in the context of COPD care. Although DSDM technologies can support HCPs, there are important human-data interaction and sociotechnical challenges that influence their design and deployment. These challenges are related to (1) trusting data for clinical decision-making, (2) navigating unreliable and incomplete data sets, and (3) interpreting and responding to new types of data. Further investigation of these challenges will enhance the design and deployment of effective DSDM technologies for health care. Although COPD was our area of focus, we argue that our findings have the potential to translate [50] to other areas where DSDM technologies might be used in health care.
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Abstract

Background: Long-term weight maintenance after weight loss is challenging, and innovative solutions are required. Digital technologies can support behavior change and, therefore, have the potential to be an effective tool for weight loss maintenance. However, to create meaningful and effective digital behavior change interventions that support end user values and needs, a combination of persuasive system design (PSD) principles and behavior change techniques (BCTs) might be needed.

Objective: This study aimed to investigate how an evidence-informed digital behavior change intervention can be designed and developed by combining PSD principles and BCTs into design features to support end user values and needs for long-term weight loss maintenance.

Methods: This study presents a concept for how PSD principles and BCTs can be translated into design features by combining design thinking and Agile methods to develop and deliver an evidence-informed digital behavior change intervention aimed at supporting weight maintenance. Overall, 45 stakeholders participated in the systematic and iterative development process comprising co-design workshops, prototyping, Agile development, and usability testing. This included prospective end users (n=17, 38%; ie, people with obesity who had lost ≥8% of their weight), health care providers (n=9, 20%), healthy volunteers (n=4, 9%), a service designer (n=1, 2%), and stakeholders from the multidisciplinary research and development team (n=14, 31%; ie, software developers; digital designers; and eHealth, behavior change, and obesity experts). Stakeholder input on how to operationalize the design features and optimize the technology was examined through formative evaluation and qualitative analyses using rapid and in-depth analysis approaches.
Results: A total of 17 design features combining PSD principles and BCTs were identified as important to support end user values and needs based on stakeholder input during the design and development of eCHANGE, a digital intervention to support long-term weight loss maintenance. The design features were combined into 4 main intervention components: Week Plan, My Overview, Knowledge and Skills, and Virtual Coach and Smart Feedback System. To support a healthy lifestyle and continued behavior change to maintain weight, PSD principles such as tailoring, personalization, self-monitoring, reminders, rewards, rehearsal, praise, and suggestions were combined and implemented into the design features together with BCTs from the clusters of goals and planning, feedback and monitoring, social support, repetition and substitution, shaping knowledge, natural consequences, associations, antecedents, identity, and self-belief.

Conclusions: Combining and implementing PSD principles and BCTs in digital interventions aimed at supporting sustainable behavior change may contribute to the design of engaging and motivating interventions in line with end user values and needs. As such, the design and development of the eCHANGE intervention can provide valuable input for future design and tailoring of evidence-informed digital interventions, even beyond digital interventions in support of health behavior change and long-term weight loss maintenance.

Trial Registration: ClinicalTrials.gov NCT04537988; https://clinicaltrials.gov/ct2/show/NCT04537988
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Introduction

Background

Healthy lifestyle and behavior changes are difficult to initiate but even more challenging to sustain over time [1]. There has been an increase in lifestyle-related diseases such as obesity, cardiovascular diseases, and diabetes worldwide [2-4]. The estimated number of people with obesity nearly tripled between 1975 and 2016, with >650 million adults with obesity (BMI ≥ 30 kg/m²) worldwide in 2016 [5]. Similarly, the number of people with cardiovascular diseases increased by >50% in the period from 1990 to 2019 [6], and people living with diabetes increased by >60% in the period from 2009 to 2019 [7].

For people with obesity, weight loss may be difficult; however, maintaining weight after weight loss appears to be even more of a challenge [8], and several factors (eg, environmental, biological, behavioral, and cognitive) [9-12] contribute to the complexity of this health problem. The impact and burden of obesity on an individual are substantial and multifaceted, as it can affect both health and well-being, with an increased risk of medical conditions, premature mortality, and reduced quality of life [13,14].

The Challenge of Weight Loss Maintenance

Lifestyle interventions focusing on diet and physical activity, as well as behavioral and cognitive strategies, are widely recommended for obesity management [12,15-20]. However, even when weight loss is achieved, mechanisms such as increased hunger, reduced energy expenditure, and reduced satiety frequently contribute weight regain [10,17]. As much as 30% to 50% of the initial weight that is lost during lifestyle interventions is often regained during the subsequent 2 to 3 years [21], and few manage to maintain their lost weight in the long term [22]. With several factors contributing to weight regain [9,10,23], solving the weight loss maintenance challenge appears to be a complicated endeavor.

Health behaviors and self-regulation play central roles in weight loss and weight loss maintenance [24,25]. Implementing sustainable and feasible behavior change and self-regulation strategies into daily life takes time and effort, and finding ways of initiating and maintaining behavior change over a long period is a complex undertaking [26]. Health behaviors also change over time and are often person and context related (eg, individual motives, habits, and social and environmental factors) [23,26]. With many people failing to maintain weight after initial weight loss, innovative approaches for long-term behavior change and weight loss maintenance are needed [10,27].

Advantages and Challenges of Digital Interventions

Digital interventions are increasingly being used to promote healthy lifestyles and improve health outcomes [28-31] and can be an accessible and feasible way of supporting behavior change through its availability and scalability. A digital health (ie, eHealth) intervention can be defined as a digital technology focusing on intervening in an existing situation aiming to change health behavior [29]. The potential of evidence-informed digital technologies supporting weight loss maintenance may be significant, as digital interventions can overcome the time and place barrier and adapt to a person’s context, needs, and preferences [32], consequently offering people the support needed for sustained behavior change [29,33].

Research exploring technologies for weight loss maintenance support is still at an early stage, and little is known about their long-term effectiveness, as few evidence-based eHealth interventions are available [34,35]. In addition, little is known about potential changes in user needs over time and how digital technologies can support end users in maintaining weight in an optimal manner for long-term behavior change [32]. In fact, knowledge is lacking on how to translate persuasive system design (PSD) principles and behavior change techniques (BCTs) into design features when developing digital interventions aimed
at facilitating continued health behavior change and weight loss maintenance [35].

**Development of Innovative Solutions for Sustainable Behavior Change**

An important factor for the success of digital health research, development, and implementation is the early involvement of end users and other key stakeholders in the design and formative evaluation of a product or technology [29,36-39]. Human-centered design approaches such as design thinking [40,41] can be combined with principles from Agile software development [42], stimulating the collective creativity of end users and other key stakeholders (eg, designers, developers, researchers, and experts) for the rapid development and evaluation of digital health interventions [31,43-45].

Design thinking is an approach that emphasizes understanding and empathy with end users, multidisciplinary collaboration, and iterative involvement of stakeholders through generation of creative ideas and action-oriented rapid prototyping to create desirable, feasible, and viable innovative solutions [40,46]. Agile software development is a flexible approach that emphasizes active stakeholder involvement through rapid iterations to test assumptions and validate possible solutions to quickly learn and adapt to changes in needs [42]. Combining these design and development methods could therefore be a time- and cost-effective approach to explore and validate whether an innovative solution is desirable (ie, what users and stakeholders want) [40,42,43,47] and whether it solves the right problem (ie, meet user and stakeholder needs) for a problem-solution fit [48].

**Translating PSD Principles and BCTs Into Design Features**

To support long-lasting behavior change through digital technologies, the design needs to support the user in adopting sustainable behaviors related to their individual goals and values [31,32]. Although goals relate to something a person would like to achieve, values can refer to what a person considers important in life [49], reflecting end users’ ideals or interests [50]. As such, values can be defined as the main drivers of behaviors or high-level needs [32]. Therefore, finding a solution that can help address end users’ goals by taking their key values and needs into account is important to create meaningful and effective eHealth technologies in support of continued health behavior change.

Complex interventions, such as digital behavior change interventions, usually consist of many active ingredients or interactive components [51-54] and can be designed to facilitate motivation and adherence to healthy behaviors [35]. PSD principles and BCTs can be such active ingredients or building blocks of digital behavior change interventions. To design motivating and effective digital technologies, integrated PSD principles and BCTs should match end user values and needs [32]. PSD principles are designed to influence users’ attitudes and behaviors [55] and can be applied to match user profiles to motivate and trigger health behavior change in the design of technologies [35,55,56]. By contrast, BCTs are designed to alter or redirect causal processes that regulate behavior [51,52], can be applied to any intervention focusing on behavior change to improve the health and well-being of people [29], and can be applied to daily life without technology [32]. As such, the PSD principles and BCTs overlap and complement each other [29,35]. Theoretical principles from the PSD model by Oinas-Kukkonen [55] and BCTs from the Behavior Change Taxonomy by Michie et al [52] can be translated into design features during the design and development of digital behavior change interventions to meet end user values and needs [29,32]. Such combined PSD [55] and BCT [52] features can be embedded in a digital application with the specific aim of forming, altering, or reinforcing healthy attitudes and behaviors [57].

However, research involving digital behavior change interventions often fails to clearly show how theories and techniques of behavior change have been combined and applied to design and practical delivery forms [31,35,57-61]. There appears to be a lack of theoretical frameworks and specifications of design features when reporting on digital interventions. It is often unclear which design features, PSD principles, and behavior change strategies are most effective in meeting end user values and needs and how they influence health-related outcomes, including weight loss maintenance [29,35,52,62-64].

In response to these gaps, the current research group performed a scoping review and a qualitative study aimed at identifying PSD principles and BCTs from eHealth interventions applied in existing weight loss maintenance research [35], as well as key values and needs related to what people want for maintaining weight and why [32]. The scoping review [35] identified PSD principles [55] (eg, self-monitoring, reminders, rewards, tailoring, personalization, and praise) and BCT clusters [52] (eg, feedback and monitoring, goals and planning, repetition and substitutions, social support, associations, and shaping knowledge) applied in eHealth interventions to stimulate adherence, motivation, and weight loss maintenance. The technology characteristics of existing eHealth weight loss maintenance interventions were usually supported by mobile phone technology, sometimes in combination with an activity tracker and wireless scale [35]. The subsequent qualitative study (ie, individual and focus group interviews) identified key end user values of people with the aim of maintaining weight loss in the long term (ie, autonomy, self-management, motivation, personalized care, happiness, health, feel supported, and positive self-image), as well as PSD principles and BCTs that might be essential to include in eHealth interventions to meet end user values and needs [32]. The findings indicated that the most successful and promising eHealth weight loss maintenance interventions entailed a combination of both PSD principles and BCTs [32,35]. The studies overlapped in findings [32,35]; however, some less frequently applied PSD principles (eg, rehearsal) and BCTs (eg, identity, self-belief, and natural consequences) were identified in the qualitative study, which might be of importance to support end user values and needs to prevent weight regain in the long term [32]. The qualitative study also highlighted the tailoring and personalization of digital interventions to address the often multifaceted and dynamic changes in individual needs over time (eg, related to behaviors,
thoughts, and emotions) for continued health behavior change [32].

The results from these recent studies strongly suggest that the process of translating end user values into design features, as well as the exploration of how PSD principles and BCTs can be combined and implemented, are important parts of the design and development processes when aiming to create motivating and engaging digital interventions to support sustained behavior change and weight loss maintenance.

**Objectives**

The overall aim of this study was to investigate how digital technology can meet end users’ values and needs by exploring and validating design features (ie, the combination and implementation of PSD principles and BCTs) through iterative design, development, and formative evaluation of a digital intervention called eCHANGE.

**Methods**

**The Double Diamond Framework and the Center for eHealth Research and Disease Management Roadmap**

To develop and deliver a digital intervention aimed at supporting long-term weight maintenance following weight loss (ie, eCHANGE; ClinicalTrials.gov NCT04537988), the process was guided by the Double Diamond (ie, design thinking process) [65,66] and the Center for eHealth Research and Disease Management (CeHRes) roadmap [29,36] (Figure 2 and Multimedia Appendix 1 [36,66]). In addition, refer to the study by Asbjørnsen et al [32] for additional background and details. To improve the uptake and impact of digital technology [29], multidisciplinary collaboration, human-centered design approaches such as design thinking and service design [41,46], Agile software development principles [42], and formative evaluation were integrated into a systematic and iterative development process to optimize the fit between values and needs, technology, and context [36].

This study focused mainly on the second diamond of the Double Diamond process (ie, develop and deliver; Figure 2) [66], particularly the Design and Operationalization phases of the CeHRes Roadmap, including formative evaluation to gather input to improve the intervention [29,36].

During the Design phase [36], the aim was to explore how digital technology can be developed and to validate which design features meet end users’ values and needs to support long-term weight loss maintenance. Knowledge, insights, and ideas from previous studies [32,35] were translated into prototypes through co-design workshops [41], rapid prototyping [46], and user testing [29] with end users and other key stakeholders. PSD principles from the PSD model [55] and BCTs from the Cross-Domaine Taxonomy (version 1) by Michie et al [52] were combined and implemented into design features during several
iterative cycles, providing ongoing information on how to address end user values and needs [32] (Figure 1).

The *Operationalization* phase [36] included Agile software development (ie, Scrum development sprints) [42] and testing of the digital intervention and focused on how the technology could be delivered and further improved to prepare for a feasibility pilot trial [29]. The PSD model [55] includes 28 individual PSD principles, which are categorized into 4 categories: primary task support, dialogue support, system credibility support, and social support. In comparison, the Cross-Domaine Taxonomy by Michie et al [52] comprises 93 distinct BCTs divided into 16 theory-independent clusters. The 2 frameworks applied to target behavior change [52,55] can facilitate standardized reporting of the PSD principles and BCTs embedded in a digital behavior change intervention.

In line with the iterative approach to eHealth development [36] and the Medical Research Council guidance for developing and evaluating complex interventions [54], the data collection, analysis, and results were intertwined throughout the design and development processes (Figure 2).

**Multidisciplinary Research and Development Team**

Digital intervention development involved a multidisciplinary research and development team and was led by the study principal investigator (PI; LSN), a clinical psychologist with health psychology specialization and long-standing experience with digital behavioral interventions. The multidisciplinary team (14/45, 31%) entailed key stakeholders identified through stakeholder analysis [32] with diverse professional backgrounds and expertise, including researchers and clinicians in obesity and weight management, behavioral science, and eHealth; content editors; a digital designer; and software developers. In addition, a service designer was involved in facilitating service design workshops. Table 1 provides an overview of the multidisciplinary research and development team members, including their expertise.

---

[Figure 2. The Double Diamond [66] and the Center for eHealth Research and Disease Management Roadmap [36] combined: a design thinking process for eHealth design and development.]

---
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Table 1. Overview of the multidisciplinary research and development team background and expertise (N=14).

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Total number, n</th>
<th>Obesity expertise, n</th>
<th>eHealth expertise, n</th>
<th>Behavioral and clinical health psychology expertise, n</th>
<th>Licensed health care providers, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care researchers</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Content editors&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Design and software team</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup>For example, nurses, medical physicians, health psychologists, and physical therapists.

<sup>b</sup>1 content editor acted as product owner during the development phase.

Recruitment of Study Participants: End Users and Other Key Stakeholders

End users were defined as people aged ≥18 years with a BMI of ≥30 kg/m<sup>2</sup> [67] before weight loss (ie, who had lost ≥8% of their body weight through a low-calorie diet or behavior change program) who were in need of support to prevent weight regain. People who met these criteria and were able to speak and read Norwegian were invited to participate in this study. Recruitment was conducted at 3 secondary or tertiary obesity research and treatment centers (ie, hospitals) in Norway through convenience sampling. In addition, end users who participated in a prior formative study [32] and a group of healthy volunteers were invited to participate in usability testing. To compensate for time spent and potential costs (eg, parking and transport), the study participants (ie, end users and healthy volunteers) received a gift certificate (ie, approximately US $25 and US $50 for individual testing and workshops, respectively).

Representatives of other key stakeholders identified during stakeholder analysis [32] (eg, health care providers and behavior change and obesity experts) were recruited based on convenience sampling through the collaborating obesity research and treatment centers.

Ethics Approval and Informed Consent

This study was approved by the Hospital Privacy and Security Protection Committee (ie, institutional review board equivalent; approval number 2017/12702) at the Oslo University Hospital in Norway. All study participants (ie, end users and other key stakeholders) received written and oral study information and signed an informed consent form before participation.

Design and Development of the Digital Intervention

The development process started with 2 predesign activities to prepare for the Design and Operationalization phases to develop and deliver the digital behavior change intervention. An overview of the design and development cycles during the eCHANGE intervention, including activity participation, is shown in Figure 3.
**Predesign Phase**

**Service Design Workshop Mapping Current Health Services**

First, a service design workshop [41] was conducted with user representatives (2/45, 4%) and other key stakeholders (11/45, 24%; ie, health care providers, eHealth researchers, and content editors) to gain insights into the current health services offered and to optimize the fit between the context, needs, and technology to be developed. The first author (RAA; a researcher and eHealth expert) and a service designer served as workshop facilitators. To develop a service blueprint [68], visualizing the current health services from a user perspective (ie, including user needs and experiences), the workshop (3 hours) focused on mapping the current health services and user journey (ie, with sticky notes on a large whiteboard).

**Need-Based Persona Development**

To create an image of future end users and facilitate an understanding of their needs and challenges, need-based personas (ie, user profiles) reflecting a subset of the identified end user values and needs [32] were developed by a digital designer, product owner (MO; ie, Scrum) [42], and the first author (RAA), inspired by existing guidelines [69,70]. A total of 6 personas were created reflecting the target group aspects and containing information related to demographics, weight history, social and health-related factors, habits, and common everyday challenges and needs (Multimedia Appendix 2). The personas were used as a design tool to ideate, create, and reflect on prototypes during the design process, explore how the solution could be developed, and ensure that some of the identified key end user values and needs [32] were considered.

**Design Phase**

**Service Design Workshop Related to Existing Evidence and Content Development**

A second service design workshop [41] (4 hours) was performed with other key stakeholders (10/45, 22%; ie, health care providers and eHealth, obesity, and behavior change experts). The aim was to identify evidence-based strategies associated with successful weight loss maintenance, including but not limited to existing research from, for example, the US National Weight Control Registry, determinants of weight loss maintenance [12,71-74], national [75,76] and international guidelines for a healthy lifestyle and obesity management [77-80], and stakeholders’ knowledge and experiences from weight management interventions. Relevant topics and themes to include in the content development to meet end user informational and educational support needs [32] were identified and facilitated (ie, using sticky notes and a whiteboard) by the first author (RAA) and a content editor.

Health care providers and researchers (10/45, 22%) from a wide range of disciplines with expert knowledge of obesity and weight management (eg, dietetics and nutrition, physical activity, physiology, medicine, and health psychology) contributed to content development (ie, educational material and skills training). The experts were also consulted throughout the technology development process to secure high-quality, evidence-informed intervention content based on existing evidence and BCTs known to be effective and promising in supporting weight loss maintenance [32,35].

As indicated in Figure 3, the content development process underwent several iterations based on end user feedback during the design process. Content development was led by the PI (LSN), assisted by content editors, who were responsible for editing and optimizing all written material (ie, texts, including images, videos, and voice-to-texts) during the digital intervention development. The aim was to enhance the value of the tailored information, feedback messages, educational material, and skills training included in the intervention. This was done through close collaboration between multidisciplinary experts and the research team, coordinated and adapted by editors, to create positive and meaningful intervention content, grab end user attention, and motivate change. The language used (eg, readability, clarity, and tone of voice) was given particular attention during the content development process.

**Co-design Workshops and Low-Fidelity Prototyping**

A total of 4 co-design workshops [41] (ie, research and design cycles, 3 hours each) with end users (15/45, 33%) were organized to ideate and explore how to meet end user values and needs to successfully maintain weight loss in the long term [32]. The prototyping comprised small iterative steps to obtain information on how to combine and implement PSD principles and BCTs. Low-fidelity prototypes (ie, paper prototypes and simple Marvel sketches) [29,46] were developed by the digital designer, together with participants from the research and development team, based on the previously identified PSD principles, BCTs, high-level requirements, and suggested design features [32,35].

The co-design workshops, facilitated by a service designer and the first author (RAA), started with an ideation session [41] to stimulate creativity and develop ideas on how to support 3 of the identified key values (ie, happiness, social support, and motivation) [32]: “What makes you happy?” and “How can a Virtual Coach help you keep focus and stay motivated?”

Low-fidelity prototypes were used to explore and validate the following design features: (1) personalized self-monitoring, (2) goal setting and planning, (3) smart feedback (eg, praise, rewards, reminders, and suggestions), and (4) shaping knowledge (eg, education and skills training) through various human-centered design methods (Table 2 and Multimedia Appendix 3). The participants were encouraged to share, sketch, and reflect on ideas and paper prototypes during the co-design workshops. Sticky notes and participant drawings were used to collect user feedback on how to create an engaging and motivating self-management technology, supporting healthy behaviors and weight loss maintenance.
### Table 2. Formative evaluation: detailed overview of methods in the Design and Operationalization phase.

<table>
<thead>
<tr>
<th>Formative evaluation methods and procedures</th>
<th>Design and operationalization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A/B testing [43]</strong></td>
<td>Co-design and low-fidelity prototyping&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Two versions of the design features (eg, horizontal vs vertical weight graph in relation to habits), were created, tested, and evaluated during to evaluate users’ preferences and validate features/concepts</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Expert reviews [29]</strong></td>
<td></td>
</tr>
<tr>
<td>Operationalization and combination of PSD&lt;sup&gt;d&lt;/sup&gt; principles [55] and BCTs&lt;sup&gt;e&lt;/sup&gt; [52]</td>
<td>✓</td>
</tr>
<tr>
<td>Compliance with requirements for universal design, data protection by design and by default, and security guidelines (eg, web Content Accessibility Guidelines 2.0) [81-83]</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Scenario based tasks [29]</strong></td>
<td></td>
</tr>
<tr>
<td>Four specific scenarios and tasks: animated onboarding and goal setting, creating a Week Plan, personalization of the intervention, and selecting favorite knowledge and skills training; after evaluating, if tasks could be successfully completed, the facilitator asked questions about the user experience</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Think-aloud technique [29]</strong></td>
<td></td>
</tr>
<tr>
<td>The participant could test the solution as they wished while sharing (ie, think aloud) what they did and why, accompanied by open-ended questions by the facilitator</td>
<td>✓</td>
</tr>
<tr>
<td><strong>The Sauro System Usability Scale [84]</strong></td>
<td></td>
</tr>
<tr>
<td>A brief questionnaire about system usability with a 1 (strongly disagree) to 5 (strongly agree) Likert scale was performed when the participant was alone in the room</td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>Workshops facilitated by a service designer and/or first author.  
<sup>b</sup>Individual sessions facilitated by the Scrum product owner.  
<sup>c</sup>Indicates which formative evaluation methods were applied.  
<sup>d</sup>PSD: persuasive system design.  
<sup>e</sup>BCT: behavior change technique.

### High-Fidelity Prototyping and Usability Testing

During the next steps (Figure 3), the aim was to validate and improve the design features and intervention content at a high-fidelity level [29] during individual prototyping and usability testing sessions (45 minutes). A digital prototype of the intervention, developed using a web-based tool (ie, Marvel design platform), was presented on a smartphone to give a real-world look and feel and provide a certain degree of interaction (ie, gradually more realistic).

As presented in Table 2, a variety of formative evaluation methods were applied in combination to evaluate the high-fidelity prototypes and perform usability testing during the Design and Operationalization phases. The individual sessions with end users (12/45, 27%), health care providers (9/45, 20%), and healthy volunteers (4/45, 9%), facilitated by the product owner (MO), were voice/video recorded, whereas an observer (ie, digital designer, first author [RAA], or eHealth expert/content editor) collected notes. Some participants participated in >1 design and development cycle. The observer created a report with feedback and suggestions related to the design, content, and functionality, as well as additional input (eg, recurrent problems for, barriers to, and facilitators of use).

Stakeholders from the multidisciplinary research and development team (ie, eHealth researcher, digital designer, and software developers) contributed to prototype development based on participant feedback, focusing on graphical and conceptual design and performing expert reviews during the design and development process. Table 2 provides an overview of the formative evaluation methods applied, and Multimedia Appendix 3 includes additional details about participants involved.

### Operationalization Phase

#### Agile Software Development

The Operationalization phase centered around the operationalization of design concepts through short development cycles based on Agile and test-driven development principles [43] to deliver a minimal viable product (MVP) for pilot testing in the real world (ie, ClinicalTrials.gov NCT04537988). The technology was developed during four incremental development sprints (ie, Agile software development and Scrum) [85] and is divided into (1) habit tracking and smart feedback (including rewards; ie, Week Plan), (2) registrations and self-monitoring (ie, My Overview), (3) virtual coach and tips (ie, Virtual Coach and Smart, Tailored Feedback), and (4) animated effects, knowledge, and strategies (ie, Knowledge and Skills Training). To optimize the efficiency of the development process, some of the iterative design and development cycles (ie, sprints) ran simultaneously.
To secure flexibility and quick adaptation of features based on the multidisciplinary research and development team for continuous evaluation, prioritization, and improvement of features before the next iteration was conducted.

The product backlog reflected the prioritizations and decisions made by the research and development team. This was done to ensure that the selected design features and development of the intervention (ie, MVP) were in line with end user needs and preferences and that findings from previous research [32,35], evidence-informed knowledge, and feasibility considerations were taken into account before technical adaptations and updates were executed.

Technical Architecture

The smartphone-based eCHANGE intervention app was designed and distributed as a native app through official app stores for iOS and Android. Web technology in a Cordova container was used, and when in use, all information is stored locally and encrypted with the Advanced Encryption Standard algorithm in Galois/counter mode before being written to the local device file system.

The first time the app runs, a 256-bit encryption key is generated. Between app invocations, an Advanced Encryption Standard key-wrapped algorithm with a (wrapping) key acquired from the user’s personal identification number is used and stored on the device keychain (ie, based on an existing technology platform) [88]. The keychain ensures that the mobile device is protected with a 4-digit personal identification number code or optional biometric authentication (ie, face recognition or fingerprint).

When in use, log data (ie, system use, including navigation, frequency of use, and use of functionalities) and self-monitoring data are sent through an encrypted channel to a secure server (ie, Services for Sensitive Data, University of Oslo) for future analysis and summative evaluation. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.

Security and Privacy Considerations

The eCHANGE intervention was developed by the Department of Digital Health Research at Oslo University Hospital in Norway in line with the national and international privacy and security standards and regulations (eg, Norwegian Digitalization Agency and European General Data Protection Regulations of 2018) [81-83]. A legal and privacy declaration was included as part of the information about the app in the settings functions (ie, Services for Sensitive Data, University of Oslo) for future execution. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.

Security and Privacy Considerations

The eCHANGE intervention was developed by the Department of Digital Health Research at Oslo University Hospital in Norway in line with the national and international privacy and security standards and regulations (eg, Norwegian Digitalization Agency and European General Data Protection Regulations of 2018) [81-83]. A legal and privacy declaration was included as part of the information about the app in the settings functions (ie, Services for Sensitive Data, University of Oslo) for future analysis and summative evaluation. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.

Security and Privacy Considerations

The eCHANGE intervention was developed by the Department of Digital Health Research at Oslo University Hospital in Norway in line with the national and international privacy and security standards and regulations (eg, Norwegian Digitalization Agency and European General Data Protection Regulations of 2018) [81-83]. A legal and privacy declaration was included as part of the information about the app in the settings functions (ie, Services for Sensitive Data, University of Oslo) for future analysis and summative evaluation. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.

Security and Privacy Considerations

The eCHANGE intervention was developed by the Department of Digital Health Research at Oslo University Hospital in Norway in line with the national and international privacy and security standards and regulations (eg, Norwegian Digitalization Agency and European General Data Protection Regulations of 2018) [81-83]. A legal and privacy declaration was included as part of the information about the app in the settings functions (ie, Services for Sensitive Data, University of Oslo) for future analysis and summative evaluation. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.

Security and Privacy Considerations

The eCHANGE intervention was developed by the Department of Digital Health Research at Oslo University Hospital in Norway in line with the national and international privacy and security standards and regulations (eg, Norwegian Digitalization Agency and European General Data Protection Regulations of 2018) [81-83]. A legal and privacy declaration was included as part of the information about the app in the settings functions (ie, Services for Sensitive Data, University of Oslo) for future analysis and summative evaluation. If interested, the user may elect to import relevant personal data (eg, number of steps taken per day and weight measurements) from Apple Health or Google Fit on their device; however, this integration is neither required by the research team nor necessary to realize the full potential of the app.
Results

Overview
This section focuses on the design operationalization of the incorporated PSD principles and BCTs into design features and main intervention components to address the following research question: how can an evidence-informed digital behavioral change intervention, combining and implementing PSD principles and BCTs into design features, be designed and developed to support end user values and needs for long-term weight loss maintenance?

To meet the diverse and dynamically changing needs of end users (ie, people aiming to maintain weight after weight loss) [32], the eCHANGE intervention was developed as a personalized self-management intervention and delivered as a smartphone-based app for flexible and easily available weight loss maintenance support.

Participants
A total of 45 end users and other key stakeholders participated in intervention development, including 13 (29%) external stakeholders (ie, n=9, health care providers, including 1 health care manager and 4 healthy volunteers), 17 (38%) prospective end users, 14 (31%) stakeholders from the multidisciplinary research and development team, and 1 (2%) service designer. As presented in Multimedia Appendix 4, most end users were female (12/17, 71%), and the median age was 48 (range 30-63) years.

Combining and Implementing PSD Principles and BCTs Into Design Features to Support End User Values and Needs for Long-term Weight Loss Maintenance

Identified Design Features
The various research and development activities performed in the study explored how a digital intervention can support identified key end user values (ie, personalized care, feel supported, positive self-image, health, happiness, motivation, autonomy, and self-management) [32] to maintain weight after weight loss. The study co-design and prototype validation resulted in the selection of 17 design features for (sustainable) behavior change to be included in the digital intervention (MVP). Further details are provided in Table 3.

The design features and main components of the digital intervention described in the following sections provide insight into how PSD principles and BCTs were combined and implemented to support end user values and needs for long-term weight loss maintenance.
Table 3. Identified design features and main components to support key end user values for long-term weight loss maintenance.

<table>
<thead>
<tr>
<th>Main components and design features</th>
<th>Key end user values [32]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Animated onboarding</td>
<td>✓✓✓</td>
</tr>
</tbody>
</table>

**Week Plan**

- (B) Behavioral planning and goal setting (eg, action and coping planning) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (C) Motivational exercise and realistic goal setting ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (D) Habit rehearsal and tracking ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

**My Overview**

- (E) Personalized self-monitoring ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (F) Goal setting target outcome ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (G) Automatic integration of data ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (H) Visualization of target behavior in relation to target outcome ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

**Knowledge and Skills**

- (I) Educational material and information ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (J) Cognitive and motivational exercises ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (K) My favorites ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

**Virtual Coach and Smart Feedback System**

- (L) Virtual coach ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (M) Animated nudging elements ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (N) Praise ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (O) Rewards ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (P) Reminders ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- (Q) Suggestions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

---

**Design Features and Main Intervention Components**

**The eCHANGE Intervention**

The development of the eCHANGE intervention, incorporating the 17 design features presented in Table 3, resulted in an adaptive, interactive, and interconnected concept with four main components, as shown in Figure 4: (1) Week Plan, (2) My Overview, (3) Knowledge and Skills, and (4) Virtual Coach and Smart, Tailored Feedback.

On the basis of end user input wishing for a user-friendly, motivating, and personal intervention that fits me, an animated onboarding introduction (ie, design feature A, Table 3) was created to present the main features of the eCHANGE app. The onboarding feature could then be used to record baseline data (eg, current weight and weight maintenance goal) and tailor the intervention (eg, motivating messages and suggestions) to individual goals and needs. A general settings function for individual system preferences was also created to meet the end users' individual preferences and needs for self-management support. This function evolved based on user and other key stakeholder feedback (ie, including usability experts from the multidisciplinary team) and included a range of personalization options (eg, frequency of reminders, type of feedback messages, automatic exchange of data, and dark or light mode).
During the co-design workshops and prototyping sessions, end users and health care providers emphasized the need for technology supporting planning and adherence to healthy lifestyle habits in their pursuit of maintaining weight and focusing on health and well-being (ie, not only weight). This included strategies on how to manage high risk situations (eg, situations with availability of tempting foods/snacks) and help with impulse control (eg, resistance to impulsive behavior such as comfort eating) to overcome lapses and prevent relapse into previous behaviors. One of the participants stated the following:

“I would like to create a plan and choose which habits and goals to work on, kind of like a calendar. [End user]

A personal Week Plan was subsequently created to meet individual preferences and needs for healthy lifestyle changes to maintain weight. Figure 5 shows the eCHANGE Week Plan screenshot examples and included design features. The Week Plan contained options to select habits and strategies to work on from the following 4 categories: eating habits (eg, eating breakfast, planning meals, and healthy meals/snacking), physical activity habits (eg, daily walking goal), well-being (eg, sleep, stress management, and mindfulness), and self-regulation strategies (eg, problem solving, if-then plans, and back-on-track plan) (ie, design feature B, Figure 5), all associated with long-term weight loss maintenance [8,12,23,72,73].

Graded tasks (eg, subgoals or easy-to-reach targets) could be selected by the end user to facilitate self-efficacy and self-belief, as well as the adoption of physical activity and healthy eating habits. To support flexibility in planning, the Week Plan included an option for user-initiated changes whenever needed. Information about health effects and My favorite tips (eg, introduction of environmental cues and restructuring of the physical environment) were also added to the habits and strategies presented in the Week Plan. This was done based on user feedback, aiming to provide knowledge and practical tips on how to adopt and maintain healthy habits as part of their daily routine. On the basis of suggestions from health care providers, a motivational exercise inspired by motivational interviewing techniques [89] was also incorporated to encourage realistic goal setting and stimulate motivation and self-efficacy during planning (design feature C, Figure 5). Building on previous formative results [32], as well as input from end users and eHealth experts, engaging and motivating design elements...
were added during the Week Plan design process. These design elements included tracking and monitoring of self-selected habits (ie, by checking the box in the personal plan; design feature D, Figure 5), animated prompts when tracking, weekly and monthly rewards related to personal targets, and positive feedback messages to stimulate motivation and adherence to healthy behaviors.

Figure 5. Screenshot of the eCHANGE program (ie, dark mode). Week Plan included the following design features: (B) behavioral planning, (C) motivational exercise and realistic goal setting, and (D) habit rehearsal and tracking.

My Overview

Participating end users highlighted the need for an easy overview of the progress and performance of behavioral goals related to their weight maintenance goal, with the possibility of automatic integration of data (eg, from existing health apps and wearables). One of the participants stated the following:

*I would like to have overview of my data in one place, to understand what works and does not work in order to maintain weight* [End user]

Despite wishing for ways of monitoring progress, some end users expressed that they did not want to be forced by the system to register their weight. In contrast, health care providers emphasized the importance of daily or, at minimum, weekly self-monitoring of weight to encourage self-regulation and prevent regain. On the basis of this feedback, the component My Overview was created to support self-regulation and facilitate personalized self-monitoring. Figure 6 shows the eCHANGE My Overview screenshot examples and included design features.

In response to participant feedback, the possibility of automatically transferring data (ie, weight and steps) from existing health apps (ie, Apple Health and Google Fit) was included in My Overview to simplify self-monitoring and facilitate awareness and engagement. Health care providers (ie, obesity experts) also suggested a traffic light system [90] based on 3 color zones, as illustrated in Figure 6, design feature H, to provide visual and tailored feedback based on which weight zone users are in (ie, in relation to their target weight). The "green zone" was defined as <1.5 kg (ie, <3.3 lbs) above the target weight (eg, indicating to be "on track"), the "yellow zone" was when the weight increase was 1.5-3 kg (ie, 3.3-6.6 lbs) above target weight, and the "red zone" was an increase of >3 kg (ie, >6.6 lbs) above target weight.

In line with feedback from users not wanting to be forced to register weight, some end users also reported not wanting to focus on, or seeing, their body weight all the time and stated that they wished to be able to use the app in public spaces or show their progress to family and friends, without revealing their actual weight. Therefore, My Overview also included options for the user to choose when to register weight, whether to visualize actual weight or discrepancy from target weight, and a hide the weight option by clicking on their current weight.

As end users highlighted holistic self-monitoring as an important feature, the possibility of monitoring self-selected habits, physical activity (ie, steps), stress, sleep, and mood over time was also incorporated in My Overview.
Knowledge and Skills

Several end users and health care providers in the study expressed the need for technology with trustworthy information about weight loss maintenance, including trustworthy (ie, evidence-based) information about strategies and skills to support and improve end users’ competence, autonomous motivation, self-regulation, and the ability to prevent weight regain. In response to this input, as well as previously identified end user values and informational support needs [32], a Knowledge and Skills component was created. Content for this component was identified through end user and obesity specialist feedback. For example, the service design workshop with obesity management and behavior change experts identified 15 weight loss maintenance–related topics that were important to include in a weight loss maintenance–specific Knowledge and Skills section.

During the co-design sessions, end users also emphasized the need for educational material and information to be provided in an appropriate and understandable language, with brief textual information supported by images or videos and an audio option for listening rather than reading. This was implemented through iterative stakeholder testing. On the basis of input from end users, a My favorite option for the included information or exercises could also be chosen to facilitate easy access to relevant content based on individual preferences. Figure 7 shows eCHANGE Knowledge and Skills screenshot examples and the included design features.

In the co-design and prototyping sessions with end users and other key stakeholders, health and well-being, happiness, feeling of control and mastery, and motivation for long-term change were also identified. One of the participating obesity experts stated the following:

Many people lose faith in their capability to maintain weight [Obesity expert]

To support autonomous motivation, self-belief, positive body image, self-efficacy, and self-regulation skills to prevent regain, experts on obesity and behavior change also identified 25 cognitive and motivational exercises to be included in the intervention. Theory-based exercises in the final eCHANGE intervention were anchored in BCTs identified as important to address sustainable behavior change to successfully maintain weight [32,35] and recognized motivational, self-regulation, and cognitive behavioral theories [89,91-96]. Table 4 provides an overview of the topics available in the eCHANGE Knowledge and Skills section.
Figure 7. Screenshot eCHANGE program. Knowledge and Skills included the following design features: (I) educational material and information, (J) cognitive and motivational exercises, and (K) my favorites.

Table 4. Overview over topics and content included in the eCHANGE Knowledge and Skills section.

<table>
<thead>
<tr>
<th>Topic number</th>
<th>Topic</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction</td>
<td>Introduction to the intervention program, main components, and general information about weight loss maintenance</td>
</tr>
<tr>
<td>2</td>
<td>Adaptive thermogenesis and energy balance</td>
<td>Information about body/physiological processes and challenges to maintain weight, including strategies to prevent weight regain</td>
</tr>
<tr>
<td>3</td>
<td>What is important to me?</td>
<td>Information and exploration of values; self-image, personal role models, identity, and thought patterns; value prioritization and life goals</td>
</tr>
<tr>
<td>4</td>
<td>How to change habits</td>
<td>About being in charge of own life, the nature of habits, awareness, behavioral patterns, and habit substitution; thoughts and behavior change and implementation of new habits</td>
</tr>
<tr>
<td>5</td>
<td>Becoming friends with the scale</td>
<td>Addresses the importance of self-monitoring and self-awareness for behavior change; thought patterns, positive self-talk, and self-confidence</td>
</tr>
<tr>
<td>6</td>
<td>Goal setting, planning, and problem solving</td>
<td>Defining realistic goals, regulation, and planning of healthy habits; relapse prevention and if-then plans and self-monitoring toward a personal goal</td>
</tr>
<tr>
<td>7</td>
<td>Motivation</td>
<td>Identity and values, internal drivers of behavior, types and factors of motivation, self-belief and behavior, thought patterns and self-belief, motivation, and relatedness</td>
</tr>
<tr>
<td>8</td>
<td>Food and drinks</td>
<td>Healthy diet and health effects; food and emotions/stress; healthy behaviors and health behavior change, awareness, habits and routines, nutrition, and healthy eating strategies</td>
</tr>
<tr>
<td>9</td>
<td>Physical activity</td>
<td>Physical activity and weight loss maintenance, barriers or physical challenges, strategies on how to incorporate physical activity into daily life, and training/exercise suggestions</td>
</tr>
<tr>
<td>10</td>
<td>Sleep</td>
<td>Information about circadian rhythm and sleep, importance of health, and quality of sleep; improvement of sleeping routines and health effects</td>
</tr>
<tr>
<td>11</td>
<td>Communication</td>
<td>Communication and your surroundings, body language, self-image, and positive self-talk</td>
</tr>
<tr>
<td>12</td>
<td>Social support</td>
<td>Types of social support and skills to strengthen social support systems; peer support; social and environmental cues for healthy and unhealthy habits and stimulus control</td>
</tr>
<tr>
<td>13</td>
<td>Thoughts, feelings, and stress</td>
<td>Relationship between thoughts and feelings, thoughts and stress, regulation of emotions and thoughts, thought reframing, self-efficacy, and positive self-image/self-esteem and body image</td>
</tr>
<tr>
<td>14</td>
<td>Weight maintenance and weight regain</td>
<td>Strategies for successful weight loss maintenance; traffic light system and weight zones; weight regain and causes; skills for self-regulation, problem solving, and relapse prevention</td>
</tr>
<tr>
<td>15</td>
<td>Mindfulness and relaxation</td>
<td>Introduction to mindfulness; practice self-compassion and strategies for stress management, including relaxation/mindfulness exercises to improve health and well-being</td>
</tr>
</tbody>
</table>
Virtual Coach and Smart Tailored Feedback

During the ideation and co-design sessions with end users, the need for positive, tailored, just-in-time support to reinforce healthy behaviors and motivation to keep up and stay focused was highlighted. This resulted in the co-design of a virtual coach, designed as an animated squirrel, as well as a smart feedback system developed to provide decision support and stimulate motivation and adherence to healthy behaviors. Although some end users expressed a wish to create their own personalized virtual coach, the essential factors, according to user feedback, involved content and expressions. One of the users stated the following:

*It is not important how it (ie, the buddy) looks, but what it says and what it does.* [End user]

The virtual coach was co-created with end users and other key stakeholders to facilitate gradual engagement and guide the user through the first setup of a personal Week Plan and My Overview. Participating obesity and behavior change experts stated that the virtual coach should also provide feedback in line with professional coach advice. This led to the incorporation of feedback messages developed by health care professionals, with coaching techniques in accordance with motivational interviewing [89]. Figure 8 shows the eCHANGE Virtual Coach and Smart Feedback System screenshot examples and included design features.

To provide just-in-time support, the automated, smart feedback system was developed based on real-time self-monitoring data, dynamically adapting to the user based on a set of rules (ie, preference based and data-driven algorithms). The feedback system, developed by software experts in collaboration with obesity and behavior change experts, allowed tailoring of the intervention to individual progress. This included positive feedback on the performance of the behavior, close to target behavior; healthy lifestyle suggestions; information about health benefits of healthy lifestyle behaviors; suggestions to make healthy choices based on current weight zone (ie, green zone, yellow zone, and red zone); and help to get back on track (eg, when in the yellow or red weight zone). Multimedia Appendix 5 provides examples of feedback messages.

End users also reported preferring a virtual coach that would support habit formation through health-focused suggestions on how to maintain weight, prompt daily rehearsal of target behavior, and bring a sense of joy or happiness by suggesting new habits. Several animated nudging elements were integrated into the behavioral design during the high-fidelity prototyping and usability testing (Figure 8, design feature M) to support these preferences, promote healthy behaviors, and make the intervention desirable. When testing the intervention following this incorporation, one of the end users reported the following:

*Opening the app puts me in a good mood* [End user]

The participating end users and health care personnel also suggested that the virtual coach should provide reminders that could stimulate adherence to the Week Plan and self-monitoring of weight, as well as weekly and monthly rewards to highlight goal achievement, as presented in Figure 8, design features O and P. In support of these suggestions, previous findings [32,35], and input from participating behavior change experts, encouragement to apply positive self-talk or choose self-selected rewards in line with individual values were incorporated to facilitate autonomous motivation and ongoing behavior change, without threatening autonomy.

Figure 8. Screenshot eCHANGE program. Virtual Coach and Smart Tailored Feedback System included the following design features: (L) virtual coach, (M) animated nudging elements, (N) praise, (O) rewards, (P) reminders, and (Q) suggestions.
PSD Principles and BCTs Implemented in the eCHANGE Intervention

To support weight loss maintenance values and the needs of end users, PSD principles from the 4 categories of the PSD model by Oinas-Kukkonen [55], such as tailoring, personalization, self-monitoring, reminders, rewards, rehearsal, praise, and suggestions, were implemented in the eCHANGE intervention. The PSD principles were combined with BCTs from 15 of the 16 BCT clusters from the Michie et al [52] taxonomy of behavior change techniques, such as goals and planning, feedback and monitoring, social support, repetition and substitution, shaping knowledge, natural consequences, associations, antecedents, identity, and self-belief.

The PSD principles of personalization and tailoring were incorporated into all main components to tailor the intervention to individual preferences and end user needs. For a description of the design features in the eCHANGE intervention and an overview of the design features, including PSD principles and BCTs combined and implemented, refer to Textbox 1 and Multimedia Appendix 6 [32,35,52,55]. Additional information about the formative design results from the system usability check (eg, System Usability Scale score) can be found in Multimedia Appendix 7 [84].
TextBox 1. Design features description to support sustainable behavior change and weight loss maintenance.

(A) Animated onboarding
Animated onboarding introduces the app and guidance to create a personal Week Plan and My Overview to shape the future interaction (eg, how the content is delivered and visualized)

(B) Behavioral planning and goal setting
Supports creation of action and coping plans with self-selected healthy habits and goals, preplanning for potential barriers, and prevention of relapse (eg, weekend temptations and back-on-track strategies).

(C) Motivational exercise and realistic goal setting
Motivational exercise supports realistic goal setting and creation of a feasible Week Plan; the exercise (eg, self-evaluation bar 1-10) facilitates reflection and commitment to the plan

(D) Habit rehearsal and tracking
The Week Plan includes a tracking tool to follow up on self-selected healthy habits in a weekly or monthly overview (ie, calendar function), monitor progress, and support rehearsal and adherence to the plan

(E) Personalized self-monitoring
Personalized self-monitoring allows for registration of body weight, physical activity (ie, steps), perceived mood, stress, and sleep over time; visualized in a weekly or monthly overview; historical data is available

(F) Goal setting target outcome
Goal setting allows the user to set an outcome goal (ie, weight target/weight maintenance goal); actual weight or discrepancy from target weight (eg, +3 kg or –3 kg) is visualized in My Overview

(G) Automatic integration of data
Automatic integration of data is available for activity tracking (ie, steps) and body weight (ie, through Apple Health and Google Fit)

(H) Visualization of target behavior in relation to target outcome
A personal visualization of the target behavior(s) (ie, chosen habits) in relation to target outcome (ie, weight) over time in a weekly or monthly overview through graphs and icons in relation to weight zones (ie, green, yellow, and red); provides means for understanding the link between cause and effect of behavior and outcome to support awareness, self-reflection, and self-regulation; a progress bar (ie, goal gradient) related to each habit, visualization of goal progress and adherence to the plan and behavioral performance in relation to individual targets

(I) Educational material and information
Educational material and information through 15 topics related to sustainable weight loss maintenance and behavior change; provided through text or audio and videos

(J) Cognitive and motivational exercises
Skill training through 25 cognitive behavioral and motivational exercises to support skills related to behaviors, thoughts, and emotions and improve self-belief (eg, focus on past success and positive self-talk) and continued motivation for sustainable behavior change (eg, identity and personal values)

(K) My favorites
A general personalization feature where the user can mark and view only My favorite tips, skills training, knowledge, exercise, and/or strategies for easy access to personalized content and decision support

(L) Virtual coach
A virtual coach (ie, animated coach/buddy) provides automated, tailored (decision) support (ie, smart feedback—a data- and preference-driven algorithm enables smart feedback and tailoring of the intervention), including motivating messages, prompting of weight maintenance strategies, information about health effects, and self - reward/self - praise when reaching goals or performing target behavior. The virtual coach adopts a social, supportive role (eg, motivating interviewing techniques) and provides real-time progress/performance feedback related to health maintenance behaviors based on outcome data or weight zones (ie, green, yellow, or red zone in relation to target weight), physical activity data, habit tracking/behavior self-monitoring, and user data from the past 30 days; in the general settings function, type of feedback messages can be selected based on personal preferences

(M) Animated nudging elements (eg, prompts/cues)
Animated elements were provided to prompt, encourage, and positively reinforce healthy behaviors and decisions to reach target goals/desired behavior through enjoyable and surprising animated elements, such as a “heart scale” pop - up to encourage weight registration, animated effects (ie, firework/sparks) to stimulate adherence, and animated prompts close to target behavior or to elicit/trigger healthy behaviors

(N) Praise: positive feedback
Praise is provided through positive, tailored feedback messages close to target behavior (ie, real time) when reaching individual goals to recognize efforts and success and, unexpectedly, to stimulate motivation to sustain a healthy lifestyle

(O) Rewards
Rewards (eg, medal and confetti) are provided when reaching self-selected healthy habit targets to highlight goal achievement, facilitate engagement, and positively reinforce progress (eg, weekly/monthly reward)

(P) Reminders
Reminders through “pop-up messages” on a mobile device/compatible smartwatch to facilitate engagement and adherence (eg, behavioral practice and weight registration); personal frequency and type of reminder choice

(Q) Suggestions
Suggestions provided by the virtual coach or through animated prompts/cues to support healthy lifestyle habits (eg, suggestions of healthy habits and practical strategies in everyday life to keep weight off)

Discussion
Principal Findings
This study provides insights into the design and development of a digital behavior change intervention called eCHANGE, which aims to combine and implement PSD principles and BCTs into design features to support end user values and needs for long-term weight loss maintenance. The results revealed specific design features for sustainable health behavior change to prevent weight regain, combining PSD principles and BCTs, as well as how these design features could be operationalized into core components during the design and development of the digital intervention.

Combining and Implementing PSD Principles and BCTs Into Design Features to Support End User Values and Needs for Long-term Weight Loss Maintenance
On the basis of participant feedback, 17 design features were identified in this study (Table 3) to support 8 previously identified key end user values for weight loss maintenance [32]. During the co-design and prototype sessions, the values of self-management, personalized care, and motivation received the most attention and feedback from end users. The identified design features were implemented in the digital intervention through 4 interconnected main components: Week Plan; My Overview; Knowledge and Skills; and a Virtual Coach and Smart, Tailored Feedback System.

The findings indicate that to support the identified, interconnected end user values and needs [32], digital weight loss maintenance interventions should include design features that focus on health and well-being (ie, not only weight); facilitate the generation of habitual behavior, self-regulation, autonomous motivation, knowledge, and skills; and provide positive, tailored support to maintain weight after weight loss in the long term. Existing research has pointed toward a need for such an approach [32,35] and that a combination of PSD, BCTs, and behavior change theories might facilitate the design of effective technology-based tools and strategies for behavioral obesity interventions [35,58]. However, to the best of our knowledge, this is the first study to show how PSD principles and BCTs can be translated into design features to support end user values and needs to maintain weight in the long term. In line with existing research [33,97], the findings indicate a need for a shift in goal focus from weight to health and well-being. This may suggest that technologies for digital weight loss maintenance should aim to support healthy lifestyles and sustained motivation in line with the self-determination theory, supporting psychological needs such as competence, relatedness, and autonomy [26,92,95]. Digital interventions incorporating features supporting habit formation in line with self-determined goals, individual values, and identity, as well as focusing on meaningful areas such as improved health, might also enhance a sense of purpose and facilitate long-term health behavior changes and weight outcomes [17,26,32,98-101]. The results also indicate that the application of PSD principles from the primary support, dialogue support, social support, and credibility support categories might be required to aid weight loss maintenance and that the application of PSD principles such as personalization and tailoring of design features is important to match individual challenges, goals, and key values.

The eCHANGE intervention was developed as a personalized (adaptive) digital intervention aimed at providing self-management support for long-term weight maintenance. The results illustrate how PSD principles can be combined with BCTs that have been identified [32,35] as effective and promising in supporting weight loss maintenance and how they can be integrated into a digital intervention based on multidisciplinary stakeholder feedback. Existing research has indicated that BCT combinations targeting motivation and persistence in health-promoting interventions might increase the chances of successful health behavior change [102]. A systematic review identifying active ingredients in complex behavioral interventions for adults with obesity also indicated that the inclusion of BCTs in interventions could be beneficial, facilitating assorted phases of the behavior change process [53]. As such, the adaptive intervention format of eCHANGE can potentially support the behavior change required to maintain weight, allowing the user to choose between a number of BCTs depending on individual needs.

Development of healthy habits and adjustment or breaking of less healthy habits are required to optimize and maintain the health benefits of weight loss, as well as maintain new weight, over time [103,104]. Therefore, self-regulation strategies and skills are essential to enhance when new physically active lifestyles or healthy eating patterns are not fully automated and are likely vital to maintain healthy behaviors and not relapse into previous habits [26,105]. The findings from this study show that targeting holistic aspects (eg, cognitive, emotional, social, and behavioral) of behavior change [103] during the design of digital technologies may be essential when aiming to deal with the often multifaceted challenges and needs of weight loss maintenance [23,32,98]. Informed by the self-determination and self-regulation theories [91,92,95], some of the features identified in this study focus on the generation of habitual...
behaviors through recognized self-regulation and habit formation techniques. The application of habit-forming techniques could free cognitive capacity to facilitate engagement in desired behaviors that may help adopt health-related behaviors to maintain weight loss in the long term [104,106,107]. The incorporation of BCTs in digital interventions, such as self-regulatory strategies to bridge the intention-behavior gap (eg, if-then plans/problem solving), habit-related techniques (eg, graded tasks), and self-belief (eg, focus on past success, self-talk), could also be important for targeting specific values (eg, self-management, motivation, and positive self-image) or mechanisms of action (eg, behavioral regulation and beliefs about capability) that may facilitate continued behavior change and weight gain prevention [15,25,32,104,108-112]. A literature review aimed at identifying links between BCTs and mechanisms of action [112] indicated that some of the core BCTs incorporated in the eCHANGE intervention could affect behavior change mechanisms (eg, beliefs about capabilities, behavioral regulation, and motivation), which is in line with identified weight loss maintenance values and needs [32]. This underlines the importance of keeping in mind the links among intervention content, design features, and the values and needs of the target group when designing and developing digital interventions for weight loss maintenance.

Human behavior is affected and shaped by a range of individual factors, including cognitive, psychological, biological, physical, and emotional factors; habits; values; motivational and demographic factors; and external factors such as environmental, cultural, social, and physical contexts in which behaviors occur [113]. Therefore, when designing digital technologies for sustainable behavior change, a fit between technological, human, and contextual factors is required [36,114]. In addition, the success or failure of digital interventions subsequently depends on whether individual end user needs are met [32,115]. The development of technology-supported programs for weight loss maintenance based on theory, evidence, and person-based approaches is gradually receiving increased attention [116-119]. The eCHANGE intervention’s value-based approach to eHealth development, in which PSD principles and BCTs identified to match end user values and needs [32] were gradually embedded into the digital technology through the design features, represents a major novelty. However, how persuasive and behavior change strategies are operationalized into design features may affect the usefulness and effectiveness of technology in terms of health outcome improvements. This points to potential issues, as the use of digital interventions that do not fit end user values and needs could affect intervention acceptance, adoption, and diffusion, indicating that a person-centered and iterative approach is needed [29,31,32,36].

A recent scoping review examining human-centered eHealth development indicated that because of the complexity of eHealth development, multiple strategies and methods should be combined in line with the research objectives when conducting such studies [115]. As such, a combination of theory, research-based, creative, and innovative methods, guided by the Double Diamond (ie, design thinking process) [65,66] and the CeHRes Roadmap [29,36] (Figure 2), can be applied to translate values and needs from ideation to the operationalization of design features. The application of co-design and Agile development methods during this process may increase the chance that the values and needs of (future) users are met [43,45,110]. The tailoring and personalization of digital technologies in line with the values of individuals might be a promising motivational strategy for continued health behavior change [32]. Therefore, the human-centered and value-driven approach can be useful in strengthening the self-regulatory capacity and autonomous motivation required to achieve sustainable behavior change [26,32,120]. The application of theory-based approaches [52,55] when developing complex digital behavior change interventions such as eCHANGE can also facilitate specification and transparency of the internal structure of the technology and may enable the development and evaluation of high-quality and effective digital behavior change interventions [29,35,121].

Recommendations for Future Research

Future research should aim to investigate how digital technologies can be effective in facilitating sustainable behavior change and successful weight gain prevention and whether the identified design features, PSD principles, and BCTs contribute to long-term behavior change and sustainable health effects. In addition, while sustained technology engagement is not necessarily needed for a digital intervention to be useful, long-term weight loss maintenance supported by digital tools requires some degree of use. The degree of use needed and the design features that best support engagement and motivation for continued health behavior change and long-term weight maintenance are yet unknown. Therefore, future research should aim to evaluate technology engagement related to individual differences and the design features or intervention components that contribute to the creation of engaging technologies [122,123]. Hence, to optimize the impact of digital health interventions through personalized design, future research should also aim to provide more knowledge on how to tailor and personalize digital weight loss maintenance interventions (eg, design preferences) to support identified values and needs for long-term weight maintenance [32].

Finally, studies testing the actual use of the technology (eg, through log data analysis) may also provide knowledge related to end user preferences and needs (eg, latent, contextual, and future needs) and help identify which features may work best for whom and why to maintain weight. As such, a feasibility pilot trial may be a cost-effective way of acquiring more knowledge related to feasibility, desirability, and preliminary efficacy to support weight loss maintenance [54]. A feasibility pilot trial can also provide insights into user experiences and the actual use of the different components of technology to optimize and tailor digital interventions. Future research should also aim to evaluate the (long-term) effectiveness of weight loss maintenance and health-related outcomes through randomized controlled trials. To find the most effective combination of design features to support behavior change and weight loss maintenance over time, experimental designs, such as factorial designs, could also be performed to test which features or combinations of features might work best for whom and when [29].
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Strengths and Limitations

This study had some limitations. First, a few participating end users were still aiming to reduce their weight, although their initial goal for weight loss had been achieved. This could be a limitation for this study as end user needs during weight loss may differ from needs when aiming for weight maintenance [32,35]. However, the balance between weight loss and weight regain likely reflects real-life aspects and challenges related to weight loss maintenance, and this balance was also reflected in the technology design (eg, availability of back-on-track features).

Second, with respect to end user participation, more women than men participated in the study. There may be gender differences in weight loss maintenance strategies; therefore, this gender imbalance may limit the generalizability of the intervention to men, although several other key stakeholders participating were men, which might strengthen a more representative perspective.

Third, the participants in this study reported having a high school education or higher, which could indicate that this was a fairly well-educated sample. As such, the sample may not fully represent the diversity of the future end user population (ie, people with obesity aiming for weight maintenance after weight loss). However, existing research demonstrates inconsistent patterns of engagement and nonuse/attrition with respect to user characteristics (eg, education, age, and gender) [124,125]. In addition, the reported expectations and perceptions of a certain technology might not predict its actual use in practice [29]. To address these possible limitations, data from this study, as well as a previous study [32], were used to create user profiles (eg, need-based personas and user stories) representing potential end users and to guide the co-design and implementation process of adaptive, persuasive features to tailor the technology to individual preferences.

Fourth, because of limited time, resources, and privacy and security restrictions, some end user/stakeholder wishes (eg, personalized virtual coach, context-aware suggestions, social learning, and collaboration with other users) were not reflected in the current MVP. On the basis of the nature of Agile development, the selected design features were prioritized with respect to practical (eg, privacy and security issues) and cost-effectiveness considerations (ie, value-based prioritization based on stakeholder input).

This study has numerous strengths. The focus on high multidisciplinary stakeholder involvement and end user values and needs are such strengths. Formative design results from co-design workshops, prototype validation, and usability testing with end users and other key stakeholders provided input with respect to what to deliver, as well as how, to support weight loss maintenance through design features (eg, content, function, and design). This highlights the importance of multidisciplinary collaboration between end users and other key stakeholders during the design and development of digital interventions to meet end user values and needs. Another strength is the focus on, and novelty of, how PSD principles and BCTs can be combined and implemented into design features of digital weight loss maintenance interventions. The application of the design features identified in this study could also be relevant for other areas requiring continued health behavior change, as the identified needs might reflect universal values or drivers for sustained behaviors [32].

Conclusions

To the best of our knowledge, this study is the first to combine PSD principles and BCTs into design features during the design and development of an evidence-informed digital behavior change intervention to support end user values and needs for long-term weight loss maintenance. The findings indicate that personalized digital weight maintenance interventions should aim to support health and well-being by including design features and strategies supporting the self-regulation of behaviors, thoughts and emotions, habit formation, autonomous motivation, competence, skills, and tailored support. The design and development of the eCHANGE intervention can provide valuable input for future design and tailoring of evidence-informed digital interventions, even beyond digital interventions in support of health behavior change and long-term weight loss maintenance.
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Abstract

Background: Electronic patient portals are increasingly used in health care systems as communication and information-sharing tools and show promise in addressing health care access, quality, and outcomes. However, limited research exists on portal use patterns and practices among diverse patient populations, resulting in the lack of culturally and contextually tailored portal systems for these patients.

Objective: This study aimed to summarize existing evidence on the access and use patterns, barriers, and facilitators of patient portals among Chinese Americans, who represent a growing patient population in the United States with unique health care and health technology needs.

Methods: The authors conducted a literature search using the PRISMA Protocol for Scoping Reviews (Preferred Reporting Items for Systematic Reviews and Meta-Analyses-ScR) for extracting articles published in major databases (MEDLINE, Embase, and PsycINFO) on patient portals and Chinese Americans. Authors independently reviewed the papers during initial screening and full-text review. The studies were analyzed and coded for the study method type, sample population, and main outcomes of interest.

Results: In total, 17 articles were selected for inclusion in the review. The included articles were heterogenous and varied in their study aims, methodologies, sample populations, and outcomes. Major findings identified from the articles include variable patterns of portal access and use among Chinese Americans compared to other racial or ethnic groups, with limited evidence on the specific barriers and facilitators for this group; a preference for cross-sectional quantitative tools such as patient surveys and electronic health record–based data over qualitative or other methodologies; and a pattern of aggregating Chinese American–related data into a larger Asian or Asian American designation.

Conclusions: There is limited research evaluating the use patterns, experiences, and needs of Chinese Americans who access and use patient portal systems. Existing research is heterogeneous, largely cross-sectional, and does not disaggregate Chinese Americans from larger Asian demographics. Future research should be devoted to the specific portal use patterns, preferences, and needs of Chinese Americans to help ensure contextually appropriate and acceptable design and implementation of these digital health tools.
Introduction

The expansion of health information technology (HIT) has provided patients with tools to proactively access their health information, self-manage chronic conditions, and communicate directly with providers [1]. In particular, electronic patient portals— which are secure internet-based platforms or websites that provide patients with 24-hour access to their personal health information— have emerged as a common communication and information-sharing tool for health care systems [2]. Patient portals offer a variety of features and functions for patients, such as the ability to access and review medical information, view lab and imaging results, schedule medical appointments and other visits, and interact with their health care providers [2-4]. Increasingly, these systems are directly integrated into electronic health record (EHR)-based platforms (eg, Epic MyChart or eClinical Works) or customer relationship management systems, as well as into the growing ecosystem of telehealth services. The COVID-19 pandemic expanded the use of patient portals as a facilitator of virtual health care and telemedicine, remote patient-provider communication, and monitoring [5-7]. Patient portals have demonstrated effectiveness in improving patient communication, engagement, and satisfaction [8,9], with some evidence on improvements in health outcomes [7,10] and lowered health care costs [6]. However, despite these benefits, adoption of and engagement with patient portals have varied, and significant disparities in the use of portal systems have been identified [2,11-18]. These disparities are shaped by individual, community, and structural factors such as social demographics (eg, socioeconomic status), health status (eg, disability diagnosis, chronic illness status), human-computer interface design challenges (eg, usability), and structural barriers (eg, lack of access to broadband internet).

Chinese Americans are a population frequently under- or mis-represented in health care, health delivery, and health research [19,20]. At roughly 5 million people, Chinese Americans comprise the largest subgroup of a heterogeneous community of Asian Americans and Pacific Islanders (AAPI), who themselves represent almost 10% of the US population [21-23]. Chinese American patients have distinct experiences interacting with the health care system [23,24], including care moderated by health technologies [25-27]. Although health disparities in this community have been identified and are mediated by factors such as language proficiency and immigration status [22,24], the details of these experiences are often obscured by problems with data collection and interpretation of health data that ignores the considerable heterogeneity and complexity of the AAPI designation [28].

To improve the effectiveness, acceptability, and use of digital health technologies such as patient portals among diverse communities, a better understanding of the use patterns and practices of the specific communities and their subgroups is needed. This scoping review summarizes the existing evidence on patient portal perceptions, adoption, and use among Chinese Americans, and it highlights gaps and areas for further research on patient portal and digital health technology use among Chinese Americans and other diverse patient populations.

Methods

The aim of conducting a scoping review is to identify and broadly describe knowledge and research pertaining to a topic of interest as well as to identify trends, patterns, and gaps in the literature. Scoping reviews are ideal for research areas where the study question is broad or exploratory, there is limited literature on the topic, or study methodologies are diverse [29].

The review was conducted following the PRISMA Protocol for Scoping Reviews ([Preferred Reporting Items for Systematic Reviews and Meta-Analyses-ScR) [30]. In August 2020 and 2021, one of the coauthors (TR) who is an experienced medical librarian searched MEDLINE, Embase, and PsycINFO using the Ovid Platform and the Web of Science Core Collection. The search was not limited by language or publication date. Quantitative and qualitative studies that included primary data collection or data analysis were included; article types such as opinion pieces or letters to editors were excluded. The complete Ovid MEDLINE search strategy is available in Multimedia Appendix 1.

US-based studies that described the inclusion and perceptions of Asian Americans (eg, Asians, Asian Americans, Chinese Americans, and Filipinos) toward electronic patient portals were included. Studies that identified Asian Americans only under the heading of “Other” without additional specificity were excluded. Patient portals were defined as web-based platforms that provided access to data from EHRs, including features such as medical histories, visit summaries, medication lists, as well as secure messaging features, access to educational resources, and appointment scheduling [19,20,31]. Studies that focused primarily on the delivery of “real-time interactive” remote clinical care using audio or video communication technology (eg, synchronous telemedicine) [32] were excluded, as these technologies often exist separately from patient portal communication systems or do not support key asynchronous features such as personal health data review by patients or remote monitoring. Studies exploring general health information literacy or information-seeking via digital resources (eg, the internet) in this group were also excluded.

After duplicates were removed, 1505 articles remained. Titles and abstracts were screened using Covidence software [33] by 2 independent reviewers (SKC and HK) for explicit or implicit mention or identification of Chinese Americans. Conflicts were resolved through discussion between the 2 reviewers until consensus was reached. When needed, consultation was sought from another coauthor (KL) to reach consensus. The full texts,
including tables, figures, and appendices, of 65 articles were reviewed following the same process. Ultimately, 17 articles were included in the analysis, as shown in Figure 1.

**Figure 1.** PRISMA Flowchart showing the screening and inclusion process of the studies. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

---

**Results**

**Article Summaries**

In total, 17 articles were selected for inclusion in the review. A summary of each article, including the study design, sample information (including the level of Asian American population identified in the study), and key findings can be found in Tables 1 and 2.
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Research design/tools</th>
<th>Sample population/level of Chinese American granularity and location</th>
<th>Patient portal technology/feature</th>
<th>Relevant results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackerman et al (2017) [33]</td>
<td>To understand the implementation of patient portals in safety net health care systems striving to meet MU criteria set by the Federal United States government.</td>
<td>Mixed methods Rapid ethnography to assess MU, including interviews with providers and executives, informal focus groups with frontline staff, observations of patient portal sign-up procedures, and review of marketing materials and patient portal use. Administered modified version of the American Medical Association's Health IT Readiness Survey Study tools: patient portal promotional flyers in English and Chinese at clinics; instructional video in Cantonese; language-congruent health staff available</td>
<td>5 California safety net health systems. Site 5 in Northern California, which serves 95% non-native English-speaking Chinese immigrants. Location: Northern California</td>
<td>Patient portal (NextGen) implementation strategies and efforts at Site 5 Patient portal features: medical history, test results, secure messaging, and appointment requests</td>
<td>Overall: Community health centers were motivated by MU incentives to increase patient portal enrollment and integrate portal-related work into clinic routines. Barriers to patient portal usage for patients: lack of internet access, lack of computer proficiency, discomfort with portal use, language barriers, fear of government surveillance, and preference for in-person interaction with providers. Specific to Site 5: Chinese American patients face language barriers in accessing the patient portal. “The (EHR vendor) website isn’t in their Chinese language… How were they going to get their patients to be able to utilize this?” Perception that clinic discouraged staff from promoting patient portal once MU threshold was reached.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design/tools</td>
<td>Sample population/level of Chinese American granularity and location</td>
<td>Patient portal technology/feature</td>
<td>Relevant results</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Gordon and Hornbrook (2016) [34]</td>
<td>To identify racial or ethnic and age disparities among older patients’ use of patient portals and access to digital technology and devices for email and web-based health care management programs</td>
<td>Quantitative (cross-sectional, administrative data and survey)</td>
<td>Study 1: English-speaking Chinese (n=6314), non-Hispanic White (n=183,565), Black (n=16,898), Latino (n=12,409), and Filipino (n=11,896) older patients aged 65 to 79 years. Study 2: Mailed English survey questionnaire, from 2013 to 2014, to stratified random sample of Study 1’s population</td>
<td>KPNC internet-based patient portal, kp.org, and other digital health technology and tools (eg, emails, text, computer, smartphones)</td>
<td>Compared to Black, Filipino, and Latino older patients, Chinese and non-Hispanic White older patients were more likely to be registered to use the patient portal and more likely to use portal functions. Chinese and non-Hispanic White older patients were more likely to access digital devices, internet, and email. They were also more likely to be willing to use digital technology to seek health information.</td>
</tr>
<tr>
<td>Gordon and Hornbrook (2018) [35]</td>
<td>To assess disparities by race/ethnicity and age on older patients’ ability to engage with online health information and mobile health tools connected to their health system</td>
<td>Quantitative (cross-sectional, survey)</td>
<td>Stratified random sample of 5420 English-speaking KPNC patients Chinese (n=500), non-Hispanic White (n=1420), African American/Black (n=1500), Hispanic/Latino (1500), and Filipino (n=500) Location: Northern California</td>
<td>Digital health technology and tools (eg, internet, computer, mobile phone, email, text, social media, apps)</td>
<td>Chinese and non-Hispanic White older patients have higher levels of access to digital tools, experience in performing a variety of web-based tasks, and belief in their ability to seek health information on the internet compared to Black, Latino, and Filipino peers. Chinese older people prefer having telephone appointments with health coaches and are less interested in reading about health topics on the internet. Chinese older people have the lowest level of interest in using health apps.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design/tools</td>
<td>Sample population/level of Chinese American granularity and location</td>
<td>Patient portal technology/feature</td>
<td>Relevant results</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>-----------------------</td>
<td>-------------------------------------------------------------</td>
<td>---------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Khoong et al (2020) [36]</td>
<td>To assess predictors of health technology use (eg, language preferences, smartphone ownership, type of clinic for health care)</td>
<td>Quantitative (cross-sectional, survey)</td>
<td>Nonrandom sample of 1027 participants Chinese-speaking Chinese (n=257); Spanish-speaking Latino (n=256); English-speaking non-Hispanic Black (n=514); English-speaking non-Hispanic White (n=43); and English-speaking Latino (115) Location: San Francisco, California</td>
<td>Digital health technology and tools for communication with clinicians (eg, email, text, phone apps, web-based health videos, and online health support groups)</td>
<td>Relative to English-speaking survey respondents, individuals who preferred the Chinese language had lower odds of texting or using an app to communicate with their clinician. There were no differences in using emails or watching web-based health videos. Language concordance was suggested as a major barrier.</td>
</tr>
</tbody>
</table>

aMU: meaningful use.
bIT: information technology.
cEHR: electronic health record.
dKPNC: Kaiser Permanente Northern California
<table>
<thead>
<tr>
<th>Study</th>
<th>Objective</th>
<th>Research design</th>
<th>Sample population/ level of Chinese American granularity and location</th>
<th>Focus</th>
<th>Relevant results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahlers-Schmidt and Nguyen (2013) [37]</td>
<td>To obtain parents’ feedback and intention to use patient portals for their children’s health records and concerns post the facilitated learning session</td>
<td>Quantitative (cross-sectional, survey)</td>
<td>Parents of patients. (N=65) White (n=26, 40%); Hispanic (n=14, 22%); Asian (n=9, 14%); African American (n=6, 9%); Mixed/other race (n=8, 12%) Location: Kansas</td>
<td>University of Kansas Pediatric Clinic’s eClinical Works, an electronic medical record with a patient portal</td>
<td>Most parents did not know about the patient portal before the study demonstration. Parents expressed that patient portal was simple to use after demonstration. Parents liked portal functions such as viewing lab results and medical records; disliked need to make separate accounts for each child and the lack of a symptom checker function.</td>
</tr>
<tr>
<td>Dalrymple et al (2018) [38]</td>
<td>To assess parents’ use of the internet for health information and parents’ awareness of digital health technologies to obtain health information</td>
<td>Quantitative (cross-sectional, survey) Study tool: 26-question paper and pencil survey adapted from interview protocol designed from previous study</td>
<td>Total sample population of parents or adult caregivers of children and adolescents, N=270 Asian (1.9%); American Indian/Alaska Native (1.5%); Black/African American (38.1%); Hispanic/Latino (13.7%); Native Hawaiian/Pacific Islander (0.4%); White (40.7%); more than one race/ethnicity (4.4%); and Other (1.5%) Location: Unspecified large metropolitan area in eastern United States</td>
<td>Internet and patient portal</td>
<td>Most patients reported having access to the internet and using the internet to seek general and health information. Respondents expressed enthusiasm and interest in using a patient portal if it were available from their health care provider.</td>
</tr>
<tr>
<td>Foster and Krasowski (2019) [39]</td>
<td>To assess patient portal usage by ED patients at an academic medical center using patient portal activation rates and rates of accessing diagnostic test results on patient portals</td>
<td>Quantitative (retrospective cohort, EHR, and administrative data)</td>
<td>25,361 unique ED patients identified via EHR patient portal records Asian (n=451); African American/Black (n=2,254); White (n=20,637); Hispanic/Latino (n=1,257); Other (n=762) Location: Iowa</td>
<td>UIHC patient portal (MyChart), connected to EPIC EHR system</td>
<td>Highest rates of using the patient portal to view laboratory and radiology results were observed for younger female, proxies, Asian, and White patients. Activation rates were highest for Asian and White patients. Disparities were observed among teenagers, older adults, African American/Black, and Hispanic/Latino patients.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design</td>
<td>Sample population/ level of Chinese American granularity and location</td>
<td>Focus</td>
<td>Relevant results</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Goel et al (2011) [12]</td>
<td>To examine the enrollment in and use of patient portal at an academic medical center by race/ethnicity, gender, and age</td>
<td>Quantitative (cross-sectional, EHR and administrative data) Study tool: patients’ use of EHR-based advice function and request for refills</td>
<td>Patients enrolled in the patient portal system, N=7088 Asian (n=142, 2%); White (n=3472, 49%); Black (n=1063, 15%); Latino (n=264, 4%); Other (n=851, 12%); Missing race/ethnicity (n=1347, 19%)</td>
<td>Northwestern Medical Faculty Foundation’s EHR patient portal</td>
<td>Significant disparities in patient portal enrollment by race/ethnicity were observed, but not by age or gender. White patients (74%) were more likely to enroll in patient portals compared to Black (55%), Latino (64%), and Asian (66%) patients. When adjusted for variables (eg, age, gender, income, education, and provider effects), the disparity between Asian and White patients was no longer statistically significant.</td>
</tr>
<tr>
<td>Graetz et al (2016) [40]</td>
<td>To assess sociodemographic disparities in patient portal use</td>
<td>Quantitative (cross-sectional, survey) Study tool: Administered paper-based survey mailed to participants; survey measures internet access, secure email use, care preference, sociodemographics, and health characteristics</td>
<td>Total study participants from KP-NC, N=1041 White (n=617, 59.3%); Asian (n=145, 13.9%); Black (n=122, 11.7%), and Hispanic (n=128)</td>
<td>Internet and email</td>
<td>Asian and Black respondents were more likely to rarely or never to use the internet (45.4% and 45.6%, respectively) compared to their White respondents. Asian participants (78%) preferred in-person care over telephone care compared to White patients (64%).</td>
</tr>
<tr>
<td>Ketterer et al (2013) [41]</td>
<td>To identify predictors of patient portal enrollment and activation among a pediatric primary care population</td>
<td>Quantitative (cross-sectional, EHR and administrative data) Study tool: primary care database, and enrollment in and use of a patient portal</td>
<td>Total sample population N=84,015 Black (n=35,286, 42%); Asian (n=2520, 3%); White (n=35,286, 42%); Hispanic (n=10,082, 12%); Other (n=9242, 11%); and Unknown (n=1680, 2%)</td>
<td>Patient portal site, MyNemours</td>
<td>Adjusted odds of portal enrollment were lower for Asian respondents compared to White respondents. Once enrolled, there was no difference in portal activation between Asian respondents and White respondents. Study suggested language concordance as a major barrier.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design</td>
<td>Sample population/ level of Chinese American granularity and location</td>
<td>Focus</td>
<td>Relevant results</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------------------------------------------------------------</td>
<td>-------</td>
<td>------------------</td>
</tr>
<tr>
<td>Lyles et al (2013) [42]</td>
<td>To understand how patient-provider relationships influence patients’ use of online patient portals and secure messaging</td>
<td>Quantitative (cross-sectional, survey)</td>
<td>Surveyed patients DISTANCE(): Black (23%); Latino (16%); East Asian (ie, Chinese, Japanese, Korean, or Vietnamese) (10%); Filipino (12%); and Other (6%) Location: Northern California</td>
<td>KPNC’s internet-based patient portal, kp.org</td>
<td>White and Latino individuals with higher trust in the providers were more likely to register on the patient portal. There was no relationship between trust in provider and patient portal use for Asian respondents.</td>
</tr>
<tr>
<td>Lyles et al (2016) [43]</td>
<td>To determine whether racial/ethnic minority patients’ use of the patient portal’s medication refill function has changed over time compared to White patients</td>
<td>Quantitative (EHR and administrative data) Study tool: diabetic patients’ use of EHR-based medication refill function</td>
<td>White (58%); Asian (10%); Latino (9%); Filipino (9%); Black (7%); and Mixed/other (9%) Location: Northern California</td>
<td>KPNC’s internet-based patient portal, kp.org</td>
<td>Asian were not less likely to exclusively use refill functions than other ethnic groups. Adherence to medication refills improved over time for all ethnic groups, but there was no significant difference between ethnicities.</td>
</tr>
<tr>
<td>Miles et al (2016) [44]</td>
<td>To measure and evaluate the frequency at which patients use the patient portal to view online radiology reports</td>
<td>Quantitative (cross-sectional, EHR and administrative data) Study tool: patient interactions with portal features (eg, radiology, laboratory, and clinical notes) and sociodemographic factors</td>
<td>Asian or Pacific Islander (n=6376, 10.4%); American Indian or Alaska Native (n=522, 0.8%); Black or African American (n=3817, 6.2%); Hispanic or Latino (n=1850, 3%); White (n=44,163, 72.25); and Other/more than one race (n=675, 1.1%); and Unknown (n=3728, 6.1%) Location: Seattle, Washington</td>
<td>UW’s(^f) patient portal system, UW eCare web portal</td>
<td>Asian respondents were more likely than White patients to view their radiology reports. Older patients, primary non-English speakers, and those with non-commercial insurance viewed reports at lower rates. Concerns identified in the study include loss of patient confidentiality, health information inaccuracy, and disruption of patient-physician relationship.</td>
</tr>
<tr>
<td>Patel et al (2011) [45]</td>
<td>To determine low-income, ethnically diverse consumers’ attitudes and beliefs toward HIE(^f) and use of HIE via PHRs(^b) and to identify factors that impact consumers’ support for providers’ use of HIE and their own personal use of PHRs</td>
<td>Quantitative (cross-sectional, survey) Study tool: survey adapted from previously validated national surveys. Survey was translated into Spanish, Russian, and Mandarin Chinese</td>
<td>BHIX(^i)'s patients White (n=36, 74%); Asian (n=57, 28%); African American (n=20; 10%); and Other (n=56, 27%). Spoke Chinese at home (n=42, 20%)</td>
<td>EHRs, internet, HIE, and PHRs</td>
<td>Compared to other racial/ethnic groups in the study, Asian Americans indicated lower levels of support for HIE (48%) and lower levels of potential PHR usage (67%).</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design</td>
<td>Sample population/ level of Chinese American granularity and location</td>
<td>Focus</td>
<td>Relevant results</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>----------------</td>
<td>-------------------------------------------------------------------</td>
<td>-------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Sarkar et al (2010) [46]</td>
<td>To examine whether use of an internet-based patient portal differed between English-speaking patients with limited health literacy and English-speaking patients with adequate health literacy</td>
<td>Quantitative (cross-sectional, survey)</td>
<td>Total of 14,201 surveyed participants from DISTANCE study</td>
<td>KPNC’s internet-based patient portal, kp.org</td>
<td>Study did not find increased risk of not signing onto the patient portal for Asian Americans compared to African American, Latino, and Filipino respondents. Asian Americans had lower rates of never using patient portal functions including lab result viewing, medication refills, email, and scheduling appointments. Health literacy was identified as a barrier to portal activity.</td>
</tr>
<tr>
<td>Sarkar et al (2011) [47]</td>
<td>To examine portal use habits via the frequency at which participants requested a password for the patient portal, the proportion of participants who activated their accounts by changing the default password, and the proportion of participants who login to their accounts using their personal, customized password</td>
<td>Quantitative (cross-sectional, EHR and administrative data)</td>
<td>Total of 14,201 surveyed participants from DISTANCE Study</td>
<td>KPNC’s internet-based patient portal, kp.org</td>
<td>Asian American (53%) and White (51%) participants were more likely than their African American (31%), Latino (34%), and Filipino (32%) counterparts to request a password for the internet-based patient portal and to login to the patient portal after requesting a password. Older adults with less educational attainment were less likely to register and use the patient portal.</td>
</tr>
<tr>
<td>Study</td>
<td>Objective</td>
<td>Research design</td>
<td>Sample population/ level of Chinese American granularity and location</td>
<td>Focus</td>
<td>Relevant results</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>--------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Tieu et al (2017) [48]</td>
<td>To measure participants’ satisfaction with use of patient portal</td>
<td>Mixed methods (cross-sectional, usability testing and survey)</td>
<td>Total of 25 English-speaking (23 patients and 2 caregivers) participants. African American (n=9, 36%); White (n=6, 24%); Hispanic (n=2, 8%); Asian or Pacific Islander (n=5, 20%); and Other (n=3, 12%)</td>
<td>RFPC's patient portal, MYSFHEALTH</td>
<td>Participants with limited health literacy, including Asian and Pacific Islander patients were more likely to need assistance navigating the patient portal. Barriers to patient portal use for participants with limited health literacy include (1) lack of basic computer skills; (2) routine computer use challenges despite basic knowledge of computers; (3) difficulty reading, writing, and understanding language; and (4) difficulty understanding and applying medical information from the internet and patient portal.</td>
</tr>
</tbody>
</table>

aED: emergency department.  
bEHR: electronic health record.  
cUIHC: University of Iowa Hospitals and Clinics.  
dKPNC: Kaiser Permanente Northern California.  
eDISTANCE: Diabetes Study of Northern California.  
fUW: University of Washington.  
gHIE: health information exchange.  
hPHRs: personal health records.  
iBHIX: Brooklyn Health Information Exchange.  
jRFPC: Richard H. Fine People’s Clinic.

The included articles varied in terms of the study methodology, sample population, data collection methodology, and geographic area within the United States. Among these, 10 were from populations in California [34-36,40,42,43,45-48], with 5 from the Kaiser Permanente health system [35,36,42,43,46]. Further, 3 studies used a shared database—the Diabetes Study of Northern California (DISTANCE)—to analyze portal-related outcomes [40,47,48]. Of the data collection tools described in these studies, 5 studies indicated they were available and conducted in Chinese (eg, Mandarin or Cantonese) [12,34,43,47,48].

Overall, the articles described heterogenous results among varied patient populations, health conditions, and care settings. Few clear themes emerged and results specific to Asian American subgroups such as Chinese Americans were not identified. In general, the authors were able to identify the following major themes and trends from the results:

1. Chinese Americans demonstrate variable patterns of patient portal access and use as compared to other demographics, particularly racial or ethnic groups; exploration of the specific contexts of use, including barriers and facilitators, is limited.

2. Most studies employed cross-sectional, quantitative tools to assess patient portal use patterns and practices, including patient surveys and EHR-based data that measure portal activity (eg, logins and click-throughs); neither longitudinal nor significant qualitative research studies were conducted to validate or further explore nuances in findings specific to Chinese Americans.

3. Despite the heterogeneity of the populations included in AAPI designation, studies exploring patient portals do not disaggregate Asian and Asian American study populations into Chinese Americans and other subgroups.

**Findings Specific to Chinese Americans**

Only 4 studies [33-36] specifically disaggregated Chinese American populations (Table 1). All 4 of these were from California. Among these, 3 [34-36] were primarily based around surveys, and 1 [33] was based on rapid ethnography, mostly focusing on understanding the barriers to accessing patient
Barriers reported included language barriers, lack of internet access or computer proficiency, fear of government surveillance, and a preference for in-person interaction. Further, 2 of the studies [34,35] found that Chinese patients were more likely than other non-White groups to register and use internet-based portals, and 1 [40] found that relative to English-speaking respondents, people who preferred the Chinese language were less likely to send text messages or use an app to contact their clinician.

**Chinese Americans Demonstrate Variable Patterns of Patient Portal Access and Use Compared to Other Racial or Ethnic Groups**

This represents a finding in the data across studies, with some demonstrating lower rates of use and others demonstrating higher rates and rates comparable to White patients. In a study on the use of the Northwestern Medical Faculty Foundation’s electronic patient portal [44], the authors found that once variables such as age, gender, education, income, and provider effects were adjusted, there was no disparity between the enrollments of Asian American and White patients on the patient portal. In another study of Chinese American older adults in Kaiser Permanente, Northern California [35], the authors found that non-Hispanic White and Chinese American older adults were more likely than other racial or ethnic groups to register for using the portal and its functions such as sending messages, viewing lab results, or ordering prescription refills. Other studies showed lower use and lower motivation to use digital health technology among Chinese Americans. In their study examining patients’ patterns of texting and communication with their clinicians via apps, Khoong et al [36] found that individuals who preferred to use Chinese language had lower odds of texting or using an app to communicate with their clinicians compared to English-speaking survey respondents. In a study assessing older patients’ readiness to use eHealth tools, researchers found that Chinese American patients had the lowest level of interest in using portal technology among all the racial or ethnic groups in the study, though their experience of using the internet was similar to that of non-Hispanic White patients [36]. In their assessment of attitudes toward health information exchanges (HIEs) and personal health records (PHRs), Patel et al [45] found that Asian Americans were less likely than other racial or ethnic groups to support the use of PHR technology.

Identified studies provided limited evidence on the barriers faced by Chinese Americans in using patient portals. For individuals, the main reported barrier was language congruency with the portal or related technologies, or English language proficiency. In a mixed methods study evaluating the implementation of meaningful use at community health centers in California, Ackerman et al [33] noted that many patients could not read English and that even if communication with care providers could be conducted in Chinese, most EHR features (including records, test results, and communication tools like the patient portal) were exclusively in English. The authors also noted concerns among some Chinese Americans about government surveillance, particularly among patients who were undocumented or had concerns regarding their immigration status. Additional individual-level barriers identified in the studies included issues of usability and accessibility of the portal tool [43], concerns around confidentiality and privacy [38], low health literacy, [48], and digital literacy [45]. Conversely, in a study assessing the influence of patient-provider relationships on patient portal and messaging usage, Lyles et al [42] found that although trust in providers was correlated with registration for portals by White and Latinx patients, this was not the case for Asian patients.

**Most Studies Employed Cross-sectional Quantitative Tools to Assess Patient Portal Use Patterns and Practices, Including Patient Surveys and EHR-Based Data That Measure Portal Activity**

Among the 17 studies, 8 employed survey-based, numeric (eg, Likert scale) data collection tools disseminated using either digital tools (eg, email) or in person. Survey question areas ranged from portal familiarity and general perspectives to personal experiences, feature preferences, and self-reporting of details on use habits [12,55–37,39,40,43,47]. The remaining studies used either administrative information–based EHRs or associated databases. Furthermore, 6 studies conducted primary EHR-based analyses to identify patterns and trends in portal-based activities [38,41,44,46,48,49]. Key EHR- and portal-based measures reported by researchers included patient portal registrations [35,44], logins and appointment booking [47–49], medication refill requests [46], viewing of results and reports (eg, radiology reports) [38,41,47], and texting and other forms of communication with clinicians [40,42]. These activities were analyzed for frequency and other patterns, and they were often compared among demographics such as age, race or ethnicity, sex or gender, income level, insurance status, and language. Key themes in the survey questions included actual and expected use of different features, concerns and barriers related to using portals, and confidence in the ability to use portals and understand health information shared through these portals. Most of these measures are applied cross-sectionally, and there is neither longitudinal nor significant qualitative research to validate or further explore nuances in findings specific to Chinese Americans or other Asian American subgroups. No studies included measures of associated health outcomes.
Despite the Heterogeneity of the Populations Included in AAPI Designation, Studies Exploring Patient Portals Largely do not Disaggregate Asian and Asian American Study Populations

Of the 17 studies included in this review, only 4 specifically disaggregate or discuss Chinese Americans [34-36,40]. The remaining studies generally refer to “Asian Americans” or “Asians,” with only indirect references to over 20 unique ethnic subgroups included in that designation or otherwise included in the study sample, data collection, or analysis. For example, Chinese-speaking patients were occasionally mentioned in the text or tables of these studies [12,34,43,47,48] but not included in any multivariate analyses as a separate category. In these studies, it was inferred that Chinese American patients were included via references to the languages of the data collection instruments (eg, Mandarin or Cantonese) or the study database being used for analysis. No studies specifically or exclusively evaluated Chinese Americans’ attitudes toward, perceptions about, or use of patient portal technology.

Discussion

Principal Findings

This scoping review highlights the extremely limited research on the use patterns, experiences, and needs of Chinese Americans who access and use patient portal systems for their health care. The identified studies were heterogenous in their approaches and outcomes, making generalizable trends in the data difficult to identify, although we were able to identify some patterns in the research methodologies and data collection tools across studies. By and large, the existing studies have focused on the identification of varying portal use patterns among racial, ethnic, and other demographics, and their correlative predictors such as age, primary language, or health literacy. Overall, the studies obtained mixed findings regarding the rates of portal usage by Chinese Americans when compared to other populations, with some indicating lower rates of portal adoption and use when compared to White patients and others finding comparable rates. We were unable to identify trends more granularly in terms of portal access within Chinese American subgroups (eg, women, geographic populations) due to limitations in the available data. We identified individual- and system-level factors that contributed to use patterns, as well as barriers to access and usage. Relevant individual-level factors included English language proficiency and language congruency with portal technology; health literacy; perceived usability and usefulness of the technology; and trust in provider relationships, privacy, and confidentiality. Relevant system-level factors included clinical resource and capacity limitations, and access to digital tools such as email and the internet. Studies tended to be cross-sectional and quantitative in nature, with minimal exploration of longitudinal trends in use patterns or practices, qualitative aspects, or correlation with health outcomes. Finally, we identified a pattern of data aggregation practices that tended to combine and compare Asian Americans as a larger demographic group to other racial or ethnic groups, rather than identifying data at the level of Chinese Americans or other subgroups. This practice had the effect of generalizing learning across Asian Americans, thus providing limited insight into the experiences of Asian subgroups of different ethnicities, languages, and religious affiliations, among other factors.

To our knowledge, this is the first study to evaluate the patient portal use patterns and needs of Chinese Americans. Prior research has explored various features of patient portal activity, use, and experience in other clinical contexts, including among Black and Latinx communities and vulnerable populations such as the older people and those with disabilities [50-52]. A comprehensive review of interventions to increase patient portal use in “vulnerable populations” by Grossman et al in 2019 [4] identified 18 studies evaluating the impact of interventions designed to increase portal use or reduce disparities in use. The authors noted that most studies focused on individual-level interventions such as patient education and training and identified a lack of interventions or programs targeting tool- (eg, patient portal interfaces or features), community-, organizational-, or system-level factors to improve portal adoption and use [4]. This is also supported by the findings of the study led by Antonio et al [52] that explored patient portal research through the lens of health equity and identified a varying and often superficial level of interest in portal technology among underserved groups by researchers and an underemphasis on the systemic factors influencing patient portal access and use among diverse communities. Although comprehensive, these reviews included limited information on the needs, use patterns, or potential interventions for specific vulnerable groups, particularly among racial or ethnic demographics; as observed in our findings, data on race and ethnicity included in these reviews often excluded Asian Americans or did not identify Asian American subgroups. Though our study includes some of the articles referenced by these reviews, our focus on Chinese and Asian American subgroups provides additional specificity to the overall literature on patient portals and exposes existing challenges in identifying and applying appropriately tailored solutions to technical problems for undifferentiated “vulnerable” patients.

The findings of this study have important implications for the design and deployment of patient portals and other digital health tools (eg, EHRs, mobile health apps) as well as for the study of health technology usage among Chinese Americans, Asian subgroups, and other diverse or vulnerable patient populations. Overall, there is need for a more granular study focusing on the use of digital health technology by diverse communities to elucidate key differences in their needs, preferences, and constraints. Participatory design frameworks that incorporate diverse stakeholders to identify and address specific needs, preferences, and concerns regarding health care technologies can help inform more effective and sustainable implementation of these tools in clinical practice. Frameworks and methodologies that explicitly address digital health disparities and digital health equity, such as the equity-centered design framework [53] and the digital health equity framework [54], can additionally help identify and overcome structural barriers such as access to digital infrastructure or institutional racism. At the same time, there is a need for clearer definitions and more granular breakdowns of populations included in data collection and data publication processes to better inform
appropriate, targeted recommendations for diverse communities. Critically, the use of aggregate data as a proxy for subsets of Asian American patients obscures differences in patient- and community-level experiences or needs and confounds the experiences of minority communities within that population. This problematic practice has been well documented, and efforts are in place to address it in research and clinical practice [27,55-57]. Health informaticists and technology researchers can be change leaders in this area by applying well-established design practices such as user stories, personas, and customer segmentation to clearly identify the needs of patient users, including those that are defined by a specific cultural identity or intersections of identities [58,59].

There are several limitations to this study. We included only major databases (PubMed and Embase) and did not include unpublished or gray literature. We also limited our inclusion criteria to articles published only in English, excluding Chinese language biomedical databases such as the China National Knowledge Infrastructure. We further included only those articles focusing on populations in the United States. These criteria were established to ensure a focused review of our target community of interest, namely Chinese Americans, engaging with relatively similar health care delivery models and HIT technology. However, this may have resulted in the exclusion of relevant articles, particularly those published in Chinese language journals. Additionally, although the term “patient portal” included in our search string is broadly used, our search may have missed studies that incorporated portals, portal-like systems (eg, PHRs), or portal features without explicitly identifying them. We attempted to address this by performing a series of web-based searches (Google) and manual searches to identify articles using variable terms that could meet our inclusion criteria. Finally, our study did not systematically evaluate the quality of the data presented in the included studies beyond an assessment of the study design and the level of racial or ethnic granularity among Asian Americans; moreover, we did not evaluate the bias in these studies. Future areas of research may include expanded language contexts and further quality and bias evaluations.

**Conclusions**

There is limited research dedicated to understanding the use patterns, experiences, and needs of Chinese Americans who access and use patient portal systems for their health care. Most of the research in this area focuses on disparities in use and access across the aggregated racial and ethnic demographic of Asian Americans, potentially obscuring important differences among and between the diverse and heterogeneous populations that comprise this designation. Studies are also overwhelmingly quantitative, focused on surveys and administrative data from portal systems, and they lack longitudinal data. Future research should focus specifically on Chinese Americans and prioritize performing more detailed longitudinal and qualitative evaluations to understand why specific communities of patients access and use portals in the ways that they do. A broader understanding of the diversity of health technology users in general can help ensure that these tools are applicable and acceptable to all patients, including the most vulnerable, and do not contribute to disparities in health access, equity, or outcomes.
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Abstract

Background: Although the past decade has witnessed the development of many self-management mobile health (mHealth) apps that enable users to monitor their health and activities independently, there is a general lack of empirical evidence on the functional and technical aspects of self-management mHealth apps from a software engineering perspective.

Objective: This study aims to systematically identify the characteristics and challenges of self-management mHealth apps, focusing on functionalities, design, development, and evaluation methods, as well as to specify the differences and similarities between published research papers and commercial and open-source apps.

Methods: This research was divided into 3 main phases to achieve the expected goal. The first phase involved reviewing peer-reviewed academic research papers from 7 digital libraries, and the second phase involved reviewing and evaluating apps available on Android and iOS app stores using the Mobile Application Rating Scale. Finally, the third phase involved analyzing and evaluating open-source apps from GitHub.

Results: In total, 52 research papers, 42 app store apps, and 24 open-source apps were analyzed, synthesized, and reported. We found that the development of self-management mHealth apps requires significant time, effort, and cost because of their complexity and specific requirements, such as the use of machine learning algorithms, external services, and built-in technologies. In general, self-management mHealth apps are similar in their focus, user interface components, navigation and structure, services and technologies, authentication features, and architecture and patterns. However, they differ in terms of the use of machine learning, processing techniques, key functionalities, inference of machine learning knowledge, logging mechanisms, evaluation techniques, and challenges.

Conclusions: Self-management mHealth apps may offer an essential means of managing users’ health, expecting to assist users in continuously monitoring their health and encourage them to adopt healthy habits. However, developing an efficient and intelligent self-management mHealth app with the ability to reduce resource consumption and processing time, as well as increase performance, is still under research and development. In addition, there is a need to find an automated process for evaluating and selecting suitable machine learning algorithms for the self-management of mHealth apps. We believe that these issues can be avoided or significantly reduced by using a model-driven engineering approach with a decision support system to accelerate and ameliorate the development process and quality of self-management mHealth apps.

(JMIR Hum Factors 2022;9(2):e29767) doi:10.2196/29767
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**Introduction**

Self-management mobile health (mHealth) apps use mobile devices for health services and offer a sustainable means of enhancing self–health care management to achieve wellness goals, such as health monitoring, disease detection, behavior change, and emotion management, enabling individuals to independently manage their lives and activities and make appropriate decisions. They comprise different categories, ranging from simple apps for water intake tracking to complex apps that can adapt to individuals’ lives based on their activities. The power of self-management mHealth apps has increased with the use of built-in mobile technologies (eg, cameras, GPS, and accelerometers) and machine learning (ML) algorithms to create intelligent mobile apps. Such apps are characterized by personalized services and recommendations and by the automatic logging and recognition of individuals’ behaviors and activities.

Although mobile apps are extensively used for self–health care management, the ongoing development of mobile device technologies and programming languages has increased the need for mobile app solutions to keep pace with development practices. Developing high-quality intelligent self-management mHealth apps requires substantial knowledge of mobile programming languages, app architectures, design patterns, and latest technologies. Considerable time is required from researchers and developers to learn and master such knowledge because of the different characteristics, requirements, and components of each mobile app. Furthermore, many challenges and issues may arise during app development. Therefore, we conducted a comprehensive systematic literature review (SLR) and evaluation of existing self-management mHealth apps that focus on self–health care management, based on a formal protocol, to analyze their characteristics and current challenges, including infrastructure, functionalities, user interface (UI) components, screen navigation, services and technologies, security and authentication, use of architectures and patterns, evaluation, and issues to provide a guide for self-management mHealth app infrastructure to facilitate further development.

Although several SLRs on mHealth apps have been previously conducted, our SLR is distinguished by providing engineering perspectives on 3 different sources: research papers, app stores, and GitHub repositories. The SLR involved the analysis and synthesis of empirical evidence by software engineering researchers to help researchers and developers in three main aspects: (1) to identify the characteristics and challenges of existing self-management mHealth apps, (2) to understand the differences and similarities of existing self-management mHealth apps and find the gap between research papers and commercial and open-source apps, and (3) to suggest future research directions based on gaps identified in the domain. The main contributions of this study are as follows:

- The definition of an SLR protocol following the SLR guidelines by Kitchenham and Charters [1], which is based on a wide range of literature and the selection of 52 research papers, 42 app store apps, and 24 open-source apps as primary studies
- Extraction, analysis, synthesis, and reporting of empirical evidence from the selected primary studies
- Provision of guidance for researchers and developers to deeply understand the characteristics and challenges of self-management mHealth apps
- Suggestions of solutions to overcome the limitations of existing self-management mHealth apps

The principal aim of this SLR was to obtain a detailed view of existing self-management mHealth apps used for self–health care management. A specific objective was to better characterize the functional and technical aspects of these apps.

**Methods**

**Study Design**

This review presents the main characteristics and challenges of the self-management of mHealth apps. We targeted apps that use mobile devices for the self–health care management of general users. The study process diagram is shown in Figure 1 where it is divided into 3 main phases for analyzing apps that exist in the knowledge base:

1. Phase 1: a comprehensive review of existing research papers on self-management mHealth apps in digital libraries
2. Phase 2: an exploration of self-management mHealth apps available through Britain’s Apple App Store and Android Google Play, as well as an evaluation of the selected apps using the Mobile App Rating Scale (MARS) [2]
3. Phase 3: analysis of open-source apps available on GitHub based on specific criteria and an automatic tool (ie, SonarCloud; SonarSource SA) [3]
Review Methodology
This section presents related literature in the knowledge base, which forms the foundation of our SLR. The SLR follows the Kitchenham and Charters [1] guidelines, which divide the review of each phase into 3 main stages of the review: planning, conducting, and reporting. All the stages were prepared by the first author and revised by the second author. The following subsections outline the steps that were followed.

Research Questions

Overview
To investigate and deduce empirical evidence of existing self-management mHealth apps, we determined 2 key research questions (RQs):

- RQ1: What are the main characteristics of current self-management mHealth apps?
- RQ2: What are the challenges and issues faced by current self-management mHealth apps?

Detailed Explanation of the RQs

The Characteristics of Self-management mHealth Apps
We determined some characteristics of self-management mHealth apps that we were interested in monitoring because of their importance in the development of mobile apps. We collected these characteristics based on their availability during each phase (Textbox 1).

<table>
<thead>
<tr>
<th>Crucial functionalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Each app comprises several components that define its functionality. We have summarized the main functionalities of the reviewed apps.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User interface components</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We determined the user interface components used by the users for interaction.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Navigation and structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Here, we explored the apps’ organization and methods of navigating the app screens.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Services and technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We determined the remote and local services that are external to the assigned app but handled by it, such as machine learning algorithms; built-in technologies; and access to other apps, frameworks, and libraries.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Security features</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We were interested in defining the security aspects and authentication mechanisms used in the self-management of mobile health (mHealth) apps.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Architectures and patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>- There are different architectures and patterns for building apps, such as client-server, model-view-controller, and view-interactor-presenter-entity-router. In this study, we determined the most commonly used architectures and patterns. Furthermore, we specified the architecture for implementing machine learning, including web-based inference, offline inference, or both.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Logging mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We determined the apps’ method for logging data, either manually or automatically.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Development approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We explored the main development approaches which developers use to construct apps.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Operating system and programming language</th>
</tr>
</thead>
<tbody>
<tr>
<td>- We identified the operating system and programming languages used in the reviewed apps.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Here, we were concerned with the techniques for evaluating self-management mHealth apps used by researchers in phase 1. Furthermore, we evaluated the selected apps using Mobile App Rating Scale [2] and SonarCloud (SonarSource SA) tools to assess their quality in phases 2 and 3. We used the Mobile App Rating Scale in phase 2, which is a reliable tool developed by an expert panel for evaluating the quality of mHealth apps and comprises an initial section for gathering general and technical information about the assigned app and 5 specific sections: engagement, functionality, aesthetics, information quality, and subjective quality. Each section has a group of items that can be scored from 1 (inadequate) to 5 (excellent). These scores are used to calculate the mean score for each section. Finally, the average values of the mean of the first 4 sections (ie, engagement, functionality, aesthetics, and information quality) are calculated to obtain the final measurements of app quality. All apps were evaluated and compared to find the differences between platform versions. In phase 3, we used a web-based service (SonarCloud) for static code analysis, as well as manual exploration to identify app characteristics.</td>
</tr>
</tbody>
</table>

The Challenges and Issues of mHealth Apps
We identified the limitations and challenges faced by researchers and developers when developing self-management mHealth apps. In phase 1, we summarize the researcher’s challenges and issues. In phases 2 and 3, we identified potential issues that can affect the quality of apps using MARS and SonarCloud, such as design issues, bugs, code smell, and duplication.

Search Strategy
Overview
A search strategy was followed to explore the literature that could help answer the RQs. It comprises 3 main stages: defining search strings, selecting data sources, and searching the data sources. As previously mentioned, the review is divided into 3 independent phases, each of which has separate data sources and search strings. In the first phase, we followed the quasi–gold standard [4] approach, including manual and automatic searches, as well as snowballing. The second phase included manual and automatic searches, whereas the third phase was limited to automatic searches.

Defining Search Strings
The search string of the first phase was defined by combining synonymous terms using OR and AND. On the basis of our RQs, 5 search strings were identified, as listed in Textbox 2.

In the second phase, an extensive search was performed in Britain’s Apple Store and Google Play from August 16 to...
August 21, 2020. Although the search was limited to Britain’s app stores because of the requirement to specify the user’s location, most of the selected apps were available in other stores. We started the automatic search by applying the following search string: mHealth, Healthcare, and Health. However, many unrelated apps were identified. Consequently, we changed the search strategy to a manual exploration of the Top Free App category in GitHub from October 5 to October 9, 2020, to identify open-source mHealth apps.

### Textbox 2. Search string used for digital libraries.

**Search strings**

1. “mHealth” AND (“app” OR “application”).
2. “mobile” AND “health” AND (“app” OR “application”).
3. “Personal” AND “Mobile” AND “healthcare” AND (“app” OR “application”).
4. “Self-management” AND “healthcare” AND (“app” OR “application”).
5. “Smartphone” AND “health” AND (“app” OR “application”).

### Data Sources

To find studies related to phase 1, we followed an automatic search using the following digital libraries: IEEE Xplore, ScienceDirect, ACM Digital library, SpringerLink, MEDLINE, PubMed, and Sage. To complement the automatic search, a manual search was conducted on relevant journals, including Pervasive and Mobile Computing and Mobile Networks and Mobile Networks and Applications. To find as many studies as possible, we used the snowballing strategy to gather additional studies from the reviewed studies. We used Google Scholar to search for further studies identified from snowballing. In phase 2, we used an automatic and manual search within the following official digital British app stores: Apple iPhone (App Store) and Android (Google Play). In the third phase, we applied an automatic search on GitHub to download open-source apps.

### Search Process in Data Sources

To identify all related studies, search strings were applied to the selected digital libraries. Initially, 7982 results were retrieved within the chosen search string as follows: 2431 (30.46%) papers from IEEE, 223 (2.79%) papers from ScienceDirect, 158 (1.98%) papers from ACM, 4190 (52.49%) papers from SpringerLink, 461 (5.78%) papers from MEDLINE, 468 (5.86%) papers from PubMed, and 51 (0.64%) papers from Sage. The results were filtered based on the title and abstract, and duplicated and unrelated papers were removed. Then, of the 7982 papers, 654 (8.19%) were downloaded for examination. According to the inclusion and exclusion criteria, of the 654 studies, 44 (6.7%) studies were included from the automatic search. Furthermore, we found 2 studies from the manual search and 6 studies from snowballing.

### Inclusion and Exclusion Criteria

Textbox 3 presents the inclusion and exclusion criteria that were applied to the downloaded papers that resulted from the manual, automatic, and snowballing search of digital libraries, as well as apps that resulted from digital app stores and GitHub.
Textbox 3. The inclusion and exclusion criteria of self-management mobile health apps.

<table>
<thead>
<tr>
<th>Phase 1</th>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Papers presenting the design and implementation of either or both Android and iOS self–health care management apps</td>
</tr>
<tr>
<td></td>
<td>English peer-reviewed papers published from 2008, the year the App Store was announced [5], to 2020</td>
</tr>
<tr>
<td></td>
<td>The most recent and complete version of a study if it had multiple versions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 1</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Papers presenting theoretical research without implementation</td>
</tr>
<tr>
<td></td>
<td>Papers describing apps for wearable devices</td>
</tr>
<tr>
<td></td>
<td>Papers targeting children or people with special needs</td>
</tr>
<tr>
<td></td>
<td>Short papers with &lt;4 pages as they could not contain sufficient information</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 2</th>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apps designed for general users, existing in both Apple and Android app stores</td>
</tr>
<tr>
<td></td>
<td>Apps that were free to download and could support the English language</td>
</tr>
<tr>
<td></td>
<td>Apps stating the aim as self–health care management</td>
</tr>
<tr>
<td></td>
<td>Apps rated by &gt;10,000 users and having a score of ≥4 out of 5 to ensure that the selected apps were satisfying</td>
</tr>
<tr>
<td></td>
<td>The last update of the current app had to be from January 01, 2018 to ensure that the app was up to date</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 2</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apps designed for children or people with special needs</td>
</tr>
<tr>
<td></td>
<td>Apps related to an external device such as a smartwatches or shoes</td>
</tr>
<tr>
<td></td>
<td>Apps that did not clarify the date of the last update</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 3</th>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apps written using either or both Swift or Kotlin</td>
</tr>
<tr>
<td></td>
<td>Open-source apps that supported the English language</td>
</tr>
<tr>
<td></td>
<td>Apps stating the aim as self–health care management</td>
</tr>
<tr>
<td></td>
<td>The source code of the app had to exceed 1000 lines of code</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 3</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apps designed for children or people with special needs</td>
</tr>
<tr>
<td></td>
<td>Apps related to external devices such as smartwatches or shoes</td>
</tr>
</tbody>
</table>

Overview of the Selected Studies

In phase 1, of 52 studies, 27 (52%) were from IEEE, 18 (34%) from SpringerLink, 3 (6%) from ACM, 2 (4%) from PubMed, 1 (2%) from ScienceDirect, and 1 (2%) from Sage. MEDLINE digital data sources were not included as the downloaded papers focused on analyzing user behavior rather than app development, which was outside the scope of this study. In phase 2, we reviewed 21 apps on each platform, each of which had 2 versions: 1 in the Apple App Store and 1 in Android Google Play. In phase 3, a group of 24 open-source apps was reviewed manually and automatically, including 11 (46%) Android and 13 (54%) iOS apps.

In total, we reviewed 41 iOS and 77 Android apps, including 7 (17%) iOS and 45 (58%) Android apps in phase 1, 21 (51%) iOS and 21 (27%) Android apps in phase 2, and 13 (54%) iOS and 11 (46%) Android apps in phase 3. The apps in phase 2 have almost the same functionalities and structures on both platforms. Thus, we use a letter with a number (eg, A1) to represent the app name of the 2 versions, and we specify the differences if they are found on each app.

Results

Overview

Here, we summarize the findings obtained by reviewing the selected papers and apps based on our RQs. The general context of apps from the data extracted in phases 1, 2, and 3 are
presented in Multimedia Appendix 1 [6-8]. The main characteristics of the 3 phases are presented in Multimedia Appendix 2.

The Characteristics of Self-management mHealth Apps

Crucial Functionalities

Self-management mHealth apps had several focuses, including physical health, weight control, sleep, mental health, disease, women’s health, and monitoring, as shown in Figure 2, where physical health and weight control were the most frequent focus in the 3 phases. These apps used various terminologies to describe their crucial functionalities, including detection, recognition, prediction, estimation, monitoring, personalization, and recommendations. The word detection was used to detect whether there was something abnormal in data, such as a disease, whereas the word recognition was used to recognize the type of something, such as the type of specific activity or food. Prediction and estimation can use collected data to predict a situation or estimate a value. Monitoring depends on the calculation methods used to monitor the user’s progress. Regarding personalization and recommendation, the apps provided customized plans, guidelines, and suggestions based on the users’ data and their progress. Figure 3 shows the frequency of studies and apps, including their functionalities in the 3 phases. Specifically, 60% (31/52) of the studies in phase 1 focused on recognition. However, 81% (34/42) of the apps in phase 2 and 83% (20/24) of the apps in phase 3 focused on monitoring. In contrast, a few studies in phase 1 demonstrated the usual app functionalities such as log-in and analysis as they focused on presenting their new contributions in developing ML algorithms. Phases 2 and 3 profusely included usual functionalities, including log-in, payment, synchronization of data from other apps, rating or questionnaire, search, sharing data using email, WhatsApp, and Telegram, and analysis to periodically visualize reports or charts to help users easily read results and achieve their desired goals.

Figure 2. The general focus of reviewed apps.

Figure 3. The key functionalities in the 3 phases.
UI Components

The most frequent UI components in the 3 phases were labels, images, buttons, input boxes, lists, visualized charts to present user progress, menu or hamburger menu, and radio buttons. Other components such as tables, visual control bars, and virtual pets appeared less frequently. Furthermore, apps in phases 2 and 3 had more frequency of the following UI components than phase 1: switch, scroll bar, picker, calendar, and media.

Navigation and Structure

To navigate through an app’s screens, the next and back buttons, tab structure, hamburger menu, and home page could be used. In phase 1, the tab structure appeared in 12% (6/52) of studies. The next and back buttons were used in 10% (5/52) of studies. One of the studies included navigation through both the next and back button and the tab, whereas another study supported navigation with the next and back button, tab pages, and hamburger menu. Approximately 4% (2/52) of studies reported that the user could use the home page to navigate to other pages.

Most apps (40/42, 95%) in phase 2 had, at start-up, multiple simple pages for customization with backward and forward arrows; however, the basic app was presented as a tab structure with multiple tabs. In the case of iOS, of the 42 apps, 18 (43%) were designed with a tab structure, 2 (5%) supported navigation with tabs and a hamburger menu, and the remaining 1 (2%) app had a main page with hamburger menu. For Android, of the 42 apps, 17 (40%) followed the tab structure, 3 (7%) had a page with a hamburger menu, and 1 (2%) had a main page with buttons to navigate to other pages. Consequently, 86% (36/42) of apps had a similar structure on both platforms, where 81% (34/42) of the apps followed the tabbed UI approach, and approximately 5% (2/42) of the apps had a main page with hamburger menu.

In phase 3, 71% (17/24) of apps had a tabbed UI structure, including 33% (8/24) having a tab with a back arrow to navigate to the previous or main page, 29% (7/24) of apps supporting navigation through only tabs, and 8% (2/24) of apps supporting navigation through both tabs and hamburger menu. Approximately 29% (7/24) of apps had a main page structure, including 8% (2/24) supporting a main page with a back arrow, 8% (2/24) having a main page with a back arrow and menu, 8% (2/24) having a main page with navigation buttons to other pages, and 4% (1/24) having a main page with a menu.

Services and Technologies

Several local and remote services were used in the reviewed studies and apps. These services included accessing remote and local libraries and technologies; accessing external libraries using an application programming interface (API) such as Clarifai, ZXing (Zebra Crossing), Edamam, Dialogflow, and ToneAnalyzerV3 (IBM Watson); web services; cloud services such as Google’s cloud computing engine (Firebase); linking to other apps such as social media; and Google Maps. In addition, some apps used developer frameworks such as HealthKit, ARKit, SceneKit, and StepCounter.

Many studies and apps in the 3 phases had access to built-in technologies such as cameras, motion sensors (accelerometers and gyroscopes), location (GPS), and microphones. Phases 2 and 3 had access to photographs, vibrations, networks, audio, phones, and storage. These technologies can collect various types of data, including sensor data, images, voice, and text. The collected data can be used to process through ML algorithms to obtain useful information.

Several studies in phase 1 used ML algorithms that differentiated between supervised and unsupervised learning with their branches: classification, regression, clustering, and association. Some studies evaluated multiple algorithms to determine the most accurate algorithm. Most of the investigated studies used supervised learning for classification, including naive Bayes, support vector machines, logistic regression, K-nearest neighbor, rule-based classifiers, decision trees, ridge, AdaBoost, bagging, Gaussian processes, ensemble of nested dichotomies, rotation forest, Fisher vector representation, linear classifiers, and artificial neural networks (NNs), which included specific types such as deep NNs and deep convolutional NNs. Moreover, supervised learning was used for regression, which comprised linear regression (LR), Bayesian ridge, support vector regression, gradient boosting, and AdaBoost. Some studies used algorithms for both classification and regression, such as random forest. Other studies used unsupervised learning for clustering, such as the density-based spatial clustering of apps with noise and molecular complex detection. Other used algorithms were the kernel null Foley-Sammon transform and t-distributed stochastic neighbor embedding, the threshold method, decision tables, radial basis function kernel, ensemble extreme learning machine, and sequential minimal optimization. In contrast, many studies used measurement methods, including BMI, basal metabolic rate, Gaussian and LR functions, and general calculations.

Security Features

Authentication through log-in was the principal security feature in the 3 phases, which was achieved either by creating an app account using email or linking it with other accounts such as Facebook, Apple, or Google. However, only one of the studies (S16) mentioned authentication through log-in in phase 1. This limitation could be because of the focus on building and evaluating a new ML algorithm rather than a complete app. Approximately 95% (40/42) of apps in phase 2 and 42% (10/24) of apps in phase 3 supported log-in. The log-in password was hidden using points or stars.

Architectures and Patterns

In phase 1, some studies involved the development of mobile apps to collect real data; however, they analyzed these data on a physical computer, server, or specific tool (eg, Waikato Environment for Knowledge Analysis or MATLAB) to extract features and identify the most accurate ML algorithm. Most of these studies focused on building a suitable model using ML algorithms without providing real information about the mHealth app, which integrates the final model with implementation or architecture. These apps stored the automatically-collected data remotely on a server (2/52, 4%) using a client-server architecture (a web-based mechanism) or locally (7/52, 13%) on a mobile device (an offline mechanism). Approximately 2% (1/52) of studies used pre-existing data sets for processing on a physical
computer to build the model. Other studies focused on developing complete self-management mHealth apps, in which 54% (28/52) of studies used a web-based mechanism for developing the apps. They followed a client-server architecture, where a mobile app acts as a client node to receive data and connect to a server (sometimes a cloud server) to process data or perform computations. Other studies (12/52, 23%) used an offline mechanism to process received data locally on mobile devices. One of the studies (S24) in phase 1 followed MobileNetV2 (deep NN architecture). In S13, the authors used cloud-based virtualization (hypervisor architecture), which depends on virtual swaps between mobile sessions to separate the physical resources into virtual resources on a cloud server to use computing power efficiently. Consequently, in phase 1, 58% (30/52) of the studies used a web-based mechanism, and 37% (19/52) used an offline mechanism. In phase 3, 83% (20/24) were web-based apps and 17% (4/24) were offline apps.

Regarding the design pattern, 2 authors (S38 and S40) in phase 1 stated that they used the model-view-controller (MVC) design pattern, whereas, in phase 3, a total of 3 design patterns were used in the explored apps: MVC, model-view-viewmodel, and view-interactor-presenter-entity-router. MVC was used in 75% (18/24) and model-view-viewmodel in 21% (5/24) of the apps. View-interactor-presenter-entity-router was used in 4% (1/24) of apps.

In terms of the architecture for implementing ML mobile apps in phase 1, of the 52 studies, 18 (35%) used web-based inference based on a pretraining model by researchers, 10 (19%) used offline inference on devices based on a pretraining model by researchers, 3 (6%) used both web-based and offline inference based on a pretraining model by researchers, and 2 (4%) used web-based inference based on ready solutions (API), whereas, 29% of ML apps in phase 3 used web-based inference based on ready solutions (API). Web-based and offline inferences were used for the same functionality in S30 and S51, where the web was used to accelerate the process, and offline was used when a connection was lost but with lower performance and high resource consumption. However, S1 used both web-based and offline inferences for different functionalities.

Logging Mechanism

Most studies and apps collected data from user information, activities, or behaviors, which could be gathered automatically from sensors, manually by users’ logging, or both. Automatic collection can be achieved either through synchronization and importing of data from other apps or by accessing built-in technologies or developer frameworks such as HealthKit on iOS or Google Fit on Android. Then, the collected data were automatically analyzed using ML algorithms or calculation methods to provide useful feedback and personalized services.

In phase 1, most studies (24/52, 46%) used built-in technologies for automatic data collection. Other studies required manual input of information (8/52, 15%), image capture (14/52, 27%), or voice recording (2/52, 4%). Few studies (4/52, 8%) supported both automatic collection and manual inputs.

In phase 2, manual logging was used in 62% (26/42) of apps and could be performed through barcode scanning, input of personal information, or searching the app’s internal database. Approximately 24% (10/42) of the apps supported automatic logging through built-in technologies or synchronization with other apps. Approximately 14% (6/42) of the apps supported both automatic and manual logging.

Most apps (18/24, 75%) in phase 3 supported manual logging of data such as personal information, food and water consumption, sleep, and emotion. Approximately 17% (4/24) of the apps supported manual logging and synchronization. One of the apps presented real-time information from an external server, and another app supported the automatic collection of data.

Development Approach

Prototyping was the most commonly used approach adopted in 15% (8/52) of studies. Other studies used agile (S35), extreme programming (S15), iterative development (S38), or user-centered approaches (S26 and S29). The remaining studies in phase 1 and the other phases did not mention their approach.

Operating System and Programming Language

In phase 1, 85% (44/52) of studies targeted Android, forming the majority. Approximately 13% (7/52) supported iOS, and 2% (1/52) targeted both iOS and Android. In terms of operating system (OS) versions, S2 used Android OS version 4.4.2; S6 and S28 used Android OS version 4.1.2; S22 used Android OS version 1.6; S29 used Android OS version 4.2.2 (Jellybean); S41 used Android OS version 2.3; and S39 targeted both platforms, with Android version 4.0 (Ice Cream Sandwich) and iOS version 3.2. The Java programming language was used in S1, S3, S16, S17, S21, S28, S31, S34, S40, and S38. Plain Old Java Objects were used in S42. Each selected app in phase 2 was available on both the Android and iOS OSs. We reviewed and evaluated 24 apps in phase 3, 11 (46%) of which had Android OS and 13 (54%) of which had iOS.

Evaluation

Different evaluation techniques were used in phase 1; however, most studies (38/52, 73%) measured the performance of ML algorithms through experiments, pilot studies, or randomized controlled trials and compared the performance with state of the art. Furthermore, some studies used a specific tool to test the accuracy of various classifiers and select the most appropriate one. For example, 12% (6/52) of the studies used the Waikato Environment for Knowledge Analysis, and approximately 6% (3/52) used MATLAB. Furthermore, cross-validation was used in approximately 17% (9/52) of the studies to accurately calculate the performance metrics. Such metrics could include confusion matrix, sensitivity, specificity, and accuracy. Other studies (4/52, 8%) evaluated through a usability study, such as user acceptability and subjective surveys. Approximately 10% (5/52) of the studies combined either or both comparisons with state-of-the-art and usability studies.

In phase 2, we applied a systematic quality evaluation of the apps selected from app stores. The evaluation was conducted by the first author and revised by the second author. Each app was opened on both the Android and iOS platforms for evaluation. We evaluated the apps using MARS, comprising 5
main sections (engagement, functionality, aesthetics, information, and subjective quality), which are presented in Multimedia Appendix 3, where the tables list the scores for each section and the final mean score of every app. The app’s section score was calculated by taking the average score of each item for each app. A2 and A17 received the highest score (4.6) in the engagement section, whereas A10 and A16 received the lowest score (3.2). The mode of the functionality section was 4.25, whereas it was 4.7 in the aesthetics section. The information section had the highest score (4.9) in 2 apps (A3 and A15), whereas the other apps received a score of 4.7.

Table 1 reports the mean scores for an overall score of the quality of each app and the subjective quality. The overall score of the app quality was the average of the section scores (excluding subjective quality, which was calculated separately). The median overall mean score was 4.46/5. A2 and A17 received the highest overall score (4.56/5), whereas A10 had the lowest score (3.83/5). In subjective quality evaluation, A6 and A17 received the highest score (4.25/5), and A13 had the lowest score (2/5).

In phase 3, we evaluated the apps using SonarCloud, as shown in Multimedia Appendix 4. We found that most apps had a relatively small number of lines of code, ranging from 1.1 to 7 K.

### Table 1. Overall and subjective Mobile App Rating Scale evaluation of self-management mobile health apps.

<table>
<thead>
<tr>
<th>App ID</th>
<th>Overall score, mean (SD)</th>
<th>Subjective quality, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>4.46 (0.27)</td>
<td>3.75 (0.50)</td>
</tr>
<tr>
<td>A2</td>
<td>4.56 (0.21)</td>
<td>4 (0.82)</td>
</tr>
<tr>
<td>A3</td>
<td>4.06 (0.60)</td>
<td>2.75 (1.26)</td>
</tr>
<tr>
<td>A4</td>
<td>4.45 (0.33)</td>
<td>2.75 (1.26)</td>
</tr>
<tr>
<td>A5</td>
<td>4.51 (0.22)</td>
<td>4 (0.82)</td>
</tr>
<tr>
<td>A6</td>
<td>4.38 (0.44)</td>
<td>4.25 (0.96)</td>
</tr>
<tr>
<td>A7</td>
<td>4.14 (0.47)</td>
<td>2.25 (0.96)</td>
</tr>
<tr>
<td>A8</td>
<td>4.46 (0.27)</td>
<td>3.25 (1.71)</td>
</tr>
<tr>
<td>A9</td>
<td>4.19 (0.51)</td>
<td>2.75 (1.26)</td>
</tr>
<tr>
<td>A10</td>
<td>3.83 (0.64)</td>
<td>2.25 (0.96)</td>
</tr>
<tr>
<td>A11</td>
<td>4.14 (0.47)</td>
<td>2.25 (0.96)</td>
</tr>
<tr>
<td>A12</td>
<td>4.46 (0.27)</td>
<td>3.25 (1.71)</td>
</tr>
<tr>
<td>A13</td>
<td>4.45 (0.33)</td>
<td>2 (1.41)</td>
</tr>
<tr>
<td>A14</td>
<td>4.14 (0.47)</td>
<td>2.25 (0.96)</td>
</tr>
<tr>
<td>A15</td>
<td>4.38 (4.45)</td>
<td>3.25 (1.71)</td>
</tr>
<tr>
<td>A16</td>
<td>4.04 (0.63)</td>
<td>3 (1.41)</td>
</tr>
<tr>
<td>A17</td>
<td>4.56 (0.21)</td>
<td>4.25 (0.96)</td>
</tr>
<tr>
<td>A18</td>
<td>4.32 (0.30)</td>
<td>2.5 (1.0)</td>
</tr>
<tr>
<td>A19</td>
<td>4.51 (0.22)</td>
<td>4 (0.82)</td>
</tr>
<tr>
<td>A20</td>
<td>4.36 (0.43)</td>
<td>2.75 (1.26)</td>
</tr>
<tr>
<td>A21</td>
<td>4.51 (0.22)</td>
<td>2.75 (1.26)</td>
</tr>
</tbody>
</table>

*App ID represents the app name of the 2 versions, and we specify the differences if they were found for each app.

#### The Challenges and Issues of Self-management mHealth Apps

Some studies in phase 1 mentioned general challenges related to mobile devices and app architecture. The first challenge was the restricted number of resources (10/52, 19%), including computational power, storage capacity, and energy efficiency. Other studies referred to the challenge of dealing with a large variety of mobile devices with different software and hardware, which complicates the development of new algorithms (S28) and causes varying levels of accuracy when data are collected from sensors (S32). Furthermore, S17 mentioned security as a challenge for mobile apps.

In contrast, S23 summarized the drawbacks of cloud-based approaches (a web-based mechanism): latency, privacy, cost, and connectivity. S23 also mentioned the limitations of the offline mechanism that integrates the model in the app, which requires republishing a new version of the app with each update of the model and could be inconvenient for the user and result in a waste of time. S42 mentioned the challenge of designing mHealth apps that succeeded in attracting and sustaining users’ interests.
Other studies encountered difficulties in collecting and dealing with the collected data, such as identifying the position of the device on a user’s body when collecting data in 8% (4/52) of studies; determining the set of collected sensors in 11%; extracting efficient features from collected data in 8% (4/52) of studies; accurate recognition of activities in real time in 6% (3/52) of studies; and accurate detection of heart rate in 4% (2/52) of studies, which depends on the lighting conditions and location of the finger on the camera lens.

In terms of image processing, the authors of S45 mentioned the limitations of mobile devices in dealing with complex images for extracting features and classifying algorithms. The authors of S23 and S15 mentioned that the properties of an image might be affected by various factors, such as the angle, brightness, focal distance, and camera resolution. The authors of S15 and S49 stated that food recognition could be difficult because of several factors, such as diversity of food size, form, color, and texture, as well as deformation and segmentation of food elements, which may affect the identification of food type and calculation of quantity and nutritional value.

In phase 2, we found that most apps (26/42, 62%) used manual logging of data, such as manually inputting the type and duration of the exercise, user emotion, and the category and quantity of consumed food, without using ML algorithms such as automatic recognition of activity and food type. In addition, all explored apps targeted general users without experimental or clinical studies to support their safety, reliability, and effectiveness. We also noticed that most apps (26/42, 62%) needed the internet to access some functions, two of which supported offline working through downloading of content. Approximately 33% (14/42) of apps could work without an internet connection; and 5% (2/42) of apps could not work at all without the internet. We also checked whether the installed apps were hybrid or native by activating the developer option on the Android OS from settings and by turning on the layout bounds option. We found that most Android apps (18/21, 86%) were native. However, this method was not applicable to apps developed using react-native or flutter as they convert the language to native app implementations need to be written for each platform, which requires additional time, cost, and effort.

Each app in phase 3 was analyzed and evaluated using SonarCloud, as shown in Multimedia Appendix 4. Of the 24 apps, bugs existed in 7 (29%)—1 (4%) in Android and 6 (25%) in iOS. Approximately 17% (4/24) of apps on iOS had vulnerability issues. Of the 24 apps, 23 (96%) on both platforms had code smells. The highest number of code smells was 181, whereas the lowest was 3. Most apps (18/24, 75%) had duplications, ranging from 0.3% to 14%. Furthermore, we tried to run the apps, and of the 24 apps, only 11 (46%) worked, including 7 (29%) Android and 4 (17%) iOS.

### Discussion

#### Comparison and Synthesis of Phases

In this section, we compare and synthesize the collected data and findings from the first, second, and third phases to answer our RQs.

By comparing the characteristics and challenges of the 3 phases, we identified that the phases were different in terms of the use of ML, processing techniques, functionalities, inference of ML, logging mechanisms, evaluation techniques, and challenges. However, they were similar in the most frequent focus, UI components, navigation and structure, services and technologies, authentication features, and architecture and patterns. As shown in Tables 2, 3, and 4, we reviewed 52 studies in phase 1, 21 apps in phase 2 (each of which has 2 versions), and 24 apps in phase 3. We found that most studies of phase 1 (43/52, 83%) were intelligent and used ML algorithms, supporting supervised learning (39/52, 75%), unsupervised learning (1/52, 2%), both supervised and unsupervised learning (1/52, 2%), and accessing external ML libraries through API (2/52, 4%). Most supervised learning studies (34/52, 65%) focused on classification. Some studies used ML in phase 2 (14/42, 33%) and phase 3 (7/24, 29%), where phase 3 depended on an external ML library (API).

In terms of processing techniques, most studies from phase 1 used data (25/52, 48%) and image (11/52, 21%) processing, whereas calculation methods were the most used techniques in phase 2 (22/42, 52%) and phase 3 (13/24, 54%). Data processing included sensor data, questionnaire answers, conversation, and specific data such as goals and preferred meals. The calculation depended on specific equations such as BMI. With respect to focus, the 3 phases were similar, with the most frequent focuses being on physical health and weight control. However, they differed for crucial functionalities, where recognition (20/52, 38%) and detection (9/52, 17%) were the most frequent functionalities in phase 1. Monitoring was the most crucial function in phases 2 and 3, representing 52% (22/42) and 54% (13/24), respectively. The 3 phases were almost similar in terms of UI components and navigation. The most commonly used UI components were labels, images, and buttons, and most apps were designed with a tab structure.

Regarding services and technologies, the camera, GPS, motion sensors, and microphones were frequently used in the 3 phases. The motion included access to accelerometers and gyroscopes and had the highest percentage (21/52, 40%) in phase 1, whereas the camera (20/42, 48%) was the most frequent built-in technology in phase 2, and GPS (7/24, 29%) had the highest percentage in phase 3. Apps in all phases used log-in functionality as a security feature for authentication, which could be achieved by creating a new account with the app using a social media account. For architecture and patterns, most studies in phase 1 (30/52, 58%) and apps in phase 3 (20/24, 83%) used client servers. MVC was the only pattern used in phase 1 and the most used pattern in phase 3 (18/24, 75%). However, phase 2 did not contain an architecture section as there was insufficient information about it in the app stores. In terms of inference of ML, many apps (18/52, 35%) in phase 1 used web-based inference using a pretrained model by
researchers. Phase 3 concentrated on web-based inference, with 29% (7/24) of apps using ready solutions, such as the IBM Watson API. Furthermore, the prototype was the most commonly used development approach in phase 1. However, phases 2 and 3 did not include the development approach section because of limited information.

Most apps (46%) in phase 1 were distinguished by automating the logging mechanism using built-in technologies and ML algorithms to automatically recognize types, quantities, and calories of food and physical activities such as walking, running, or jumping with burned calories. Apps in phases 2 and 3 (26/42, 62%, and 18/24, 75%, respectively) concentrated on monitoring functionality through manual logging of specific activities such as eating an apple or walking.

We used different techniques for the evaluation. In phase 1, we summarized the evaluation techniques used by the authors of the research papers, where 58% (30/52) evaluated performance. We used MARS evaluation in phase 2 and SonarCloud in phase 3. Thus, the results of the evaluation were different for each phase.
Table 2. Characteristics of phase 1 studies (N=52).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Phase 1 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of surveyed studies or apps</strong></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>45 (87)</td>
</tr>
<tr>
<td>iOS</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Both</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Roles of ML.</strong></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>19 (37)</td>
</tr>
<tr>
<td>Detection</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Prediction</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Recognition and monitoring</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Recognition and recommendation</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Recognition and estimation</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Recommendation and monitoring</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Estimation</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Recognition, recommendation, and monitoring</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Types of ML.</strong></td>
<td></td>
</tr>
<tr>
<td>Supervised learning</td>
<td>39 (75)</td>
</tr>
<tr>
<td>Unsupervised learning</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Both</td>
<td>1 (2)</td>
</tr>
<tr>
<td>External ML library</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Processing techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>25 (48)</td>
</tr>
<tr>
<td>Image</td>
<td>11 (21)</td>
</tr>
<tr>
<td>Image and calculation</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Data and calculation</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Voice</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Calculation</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Image, data, and calculation</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>19 (37)</td>
</tr>
<tr>
<td>Weight control</td>
<td>14 (27)</td>
</tr>
<tr>
<td>Disease</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Mental health</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Sleep</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Recipe’s recommendation</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Multidimensional</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Crucial functionalities</strong></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>20 (38)</td>
</tr>
<tr>
<td>Detection</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Prediction</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Recognition and recommendation</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Recognition and monitoring</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Phase 1 studies, n (%)</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Recommendation and monitoring</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Recognition and estimation</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Estimation</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Recognition, recommendation, and monitoring</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>UI(^b) components</strong></td>
<td></td>
</tr>
<tr>
<td>Label</td>
<td>18 (35)</td>
</tr>
<tr>
<td>Image</td>
<td>17 (33)</td>
</tr>
<tr>
<td>Button</td>
<td>15 (29)</td>
</tr>
<tr>
<td>Input box</td>
<td>8 (15)</td>
</tr>
<tr>
<td>List</td>
<td>8 (15)</td>
</tr>
<tr>
<td><strong>Navigation and structure</strong></td>
<td></td>
</tr>
<tr>
<td>Tab</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Back and next</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Main page</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Tab and back and next</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Tab, back and next, and hamburger menu</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Services and technologies</strong></td>
<td></td>
</tr>
<tr>
<td>Motion sensors</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Camera</td>
<td>18 (35)</td>
</tr>
<tr>
<td>GPS</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Microphone</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Security features</strong></td>
<td></td>
</tr>
<tr>
<td>Log-in</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Architectures and patterns</strong></td>
<td></td>
</tr>
<tr>
<td>Client-server (web-based)</td>
<td>30 (58)</td>
</tr>
<tr>
<td>On device (offline)</td>
<td>19 (37)</td>
</tr>
<tr>
<td>MVC(^c)</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Inference of ML</strong></td>
<td></td>
</tr>
<tr>
<td>Web-based inference</td>
<td>18 (35)</td>
</tr>
<tr>
<td>Offline inference</td>
<td>10 (19)</td>
</tr>
<tr>
<td>Both</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Web-ready solutions</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Development approach</strong></td>
<td></td>
</tr>
<tr>
<td>Prototype</td>
<td>8 (15)</td>
</tr>
<tr>
<td>User-centered design</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Agile</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Extreme programming</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Iterative</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Logging mechanisms</strong></td>
<td></td>
</tr>
<tr>
<td>Automatic</td>
<td>24 (46)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Phase 1 studies, n (%)</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Manual</td>
<td>24 (46)</td>
</tr>
<tr>
<td>Both</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Evaluation</strong></td>
<td></td>
</tr>
<tr>
<td>Algorithm’s performance</td>
<td>30 (58)</td>
</tr>
<tr>
<td>Algorithm’s accuracy</td>
<td>9 (17)</td>
</tr>
<tr>
<td>Algorithm’s performance and cross-validation</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Usability study</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Cross-validation</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

aML: machine learning.
bUI: user interface.
cMVC: model-view-controller.
Table 3. Characteristics of phase 2 studies (N=42).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Phase 2 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of surveyed studies or apps</strong></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>21 (50)</td>
</tr>
<tr>
<td>Android</td>
<td>21 (50)</td>
</tr>
<tr>
<td><strong>Roles of ML</strong></td>
<td></td>
</tr>
<tr>
<td>Recognition, monitoring, and personalization</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Monitoring and personalization</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Recognition</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Processing techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Calculation</td>
<td>22 (52)</td>
</tr>
<tr>
<td>Calculation and data</td>
<td>8 (19)</td>
</tr>
<tr>
<td>Calculation, data, and image</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Voice</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>16 (38)</td>
</tr>
<tr>
<td>Weight control</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Women’s health</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Sleep</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Behavior change</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Crucial functionalities</strong></td>
<td></td>
</tr>
<tr>
<td>Monitoring</td>
<td>22 (52)</td>
</tr>
<tr>
<td>Recognition, monitoring, and personalization</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Monitoring and personalization</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Recognition</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>UI components</strong></td>
<td></td>
</tr>
<tr>
<td>Label</td>
<td>42 (100)</td>
</tr>
<tr>
<td>Image</td>
<td>42 (100)</td>
</tr>
<tr>
<td>Button</td>
<td>42 (100)</td>
</tr>
<tr>
<td>List</td>
<td>42 (100)</td>
</tr>
<tr>
<td>Scroll bar</td>
<td>42 (100)</td>
</tr>
<tr>
<td>Input box</td>
<td>34 (81)</td>
</tr>
<tr>
<td><strong>Navigation and structure</strong></td>
<td></td>
</tr>
<tr>
<td>Tab (iOS)</td>
<td>18 (43)</td>
</tr>
<tr>
<td>Tab (Android)</td>
<td>17 (40)</td>
</tr>
<tr>
<td>Main page and hamburger menu (Android)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Tab and hamburger menu (iOS)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Main page and hamburger menu (iOS)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Main page (Android)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Services and technologies</strong></td>
<td></td>
</tr>
<tr>
<td>Camera</td>
<td>20 (48)</td>
</tr>
<tr>
<td>GPS</td>
<td>26 (62)</td>
</tr>
<tr>
<td>Motion sensors</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Phase 2 studies, n (%)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Microphone</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Security features</td>
<td></td>
</tr>
<tr>
<td>Log-in</td>
<td>40 (95)</td>
</tr>
<tr>
<td>Logging mechanisms</td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td>26 (62)</td>
</tr>
<tr>
<td>Automatic</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Both</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Evaluation</td>
<td></td>
</tr>
<tr>
<td>MARS(^c)</td>
<td>42 (100)</td>
</tr>
</tbody>
</table>

\(^a\)ML: machine learning.  
\(^b\)UI: user interface.  
\(^c\)MARS: Mobile App Rating Scale.
Table 4. Characteristics of phase 3 studies (N=24).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of surveyed studies or apps</strong></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Android</td>
<td>11 (46)</td>
</tr>
<tr>
<td><strong>Roles of ML</strong></td>
<td></td>
</tr>
<tr>
<td>Recommendation and monitoring</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Recognition</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Recognition and recommendation</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Recognition and monitoring</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Types of ML</strong></td>
<td></td>
</tr>
<tr>
<td>External ML library</td>
<td>7 (29)</td>
</tr>
<tr>
<td><strong>Processing techniques</strong></td>
<td></td>
</tr>
<tr>
<td>Calculation</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Calculation and data</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Data</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Image</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Voice</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Calculation and image</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td></td>
</tr>
<tr>
<td>Weight control</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Physical health</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Monitoring</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Mental health</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Women’s health</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Behavior change</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Multidimensional</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Crucial functionalities</strong></td>
<td></td>
</tr>
<tr>
<td>Monitoring</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Recommendation and monitoring</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Recognition</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Recognition and recommendation</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Recognition and monitoring</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Monitoring and personalization</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>UI components</strong></td>
<td></td>
</tr>
<tr>
<td>Label</td>
<td>24 (100)</td>
</tr>
<tr>
<td>Input box</td>
<td>23 (96)</td>
</tr>
<tr>
<td>Image</td>
<td>22 (92)</td>
</tr>
<tr>
<td>Button</td>
<td>22 (92)</td>
</tr>
<tr>
<td>List</td>
<td>16 (67)</td>
</tr>
<tr>
<td><strong>Navigation and structure</strong></td>
<td></td>
</tr>
<tr>
<td>Tab (iOS)</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Tab (Android)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Phase 3 studies, n (%)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Main page and menu (Android)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Main page (Android)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Main page (iOS)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Tab and hamburger menu (iOS)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Tab and hamburger menu (Android)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

**Services and technologies**

<table>
<thead>
<tr>
<th>Service</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Camera</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Motion sensors</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Microphone</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

**Security features**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-in</td>
<td>10 (42)</td>
</tr>
</tbody>
</table>

**Architectures and patterns**

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client-server (web-based)</td>
<td>20 (83)</td>
</tr>
<tr>
<td>On device (offline)</td>
<td>4 (17)</td>
</tr>
<tr>
<td>MVC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>18 (75)</td>
</tr>
<tr>
<td>MVVM&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5 (21)</td>
</tr>
<tr>
<td>VIPER&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

**Inference of ML**

<table>
<thead>
<tr>
<th>Inference Method</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based inference through ready solutions</td>
<td>7 (29)</td>
</tr>
</tbody>
</table>

**Logging mechanisms**

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Both</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Automatic</td>
<td>2 (8)</td>
</tr>
</tbody>
</table>

**Evaluation**

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>Phase 3 studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SonarCloud</td>
<td>24 (100)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ML: machine learning.  
<sup>b</sup>UI: user interface.  
<sup>c</sup>MVC: model-view-controller.  
<sup>d</sup>MVVM: model-view-viewmodel.  
<sup>e</sup>VIPER: view-interactor-presenter-entity-router.

In terms of challenges and issues, phase 1 mentioned several challenges, such as the restricted number of resources in mobile devices, mobile device fragmentation, security of mobile apps, drawbacks of web-based and offline mechanisms, designing of an attractive and sustainable mobile app, and difficulties in collecting and processing data to design an efficient ML algorithm. Phase 2 reported the importance of network connectivity, which may affect the efficiency of a mobile app in the case of a connection loss. In addition, it highlighted the issues of writing separate implementations for each platform and the absence of care provider involvement in the development and evaluation phases. Of the analyzed apps in phase 3, we found that iOS apps had more bugs than Android apps, which may, however, be because of the developers and not the platform. Most apps on both platforms had code smells, duplications, and performance issues. Only iOS apps had vulnerability issues. Furthermore, the logging mechanisms of the second and third phases were primitive and needed improvement to remain up to date with those described in research papers.

As a result, we found that commercial apps in phase 2 and open-source apps in phase 3 had more common aspects than the apps of research papers in phase 1. They were similar in that most used calculation methods as processing techniques and monitoring as a crucial functionality. In addition, they were simple and complete apps that were partially supported by ML and automatic logging. In contrast, apps in phase 1 were complex and intelligent, although some of them were incomplete, presenting a gap between real and research paper apps.
Principal Findings
This research involved various studies and apps designed for the general population with the aim of self–health care management. Most of these apps were developed with a specific focus, requiring users to download several apps to cover different aspects. Therefore, multidimensional well-being apps that combine multiple focuses need more research and development as it is better to download a single app with a set of features than to download several apps.

Furthermore, we found that the development of self-management mHealth apps required significant efforts from researchers to build and evaluate new algorithms and from developers to deal with different techniques and frequent updates of apps to stay up to date with the latest technologies. A parent example is developing apps with ML algorithms, which comprise several steps implemented manually, including collecting data, extracting features, and applying several ML algorithms to determine the most accurate algorithm. For example, the authors of S7 compared 7 classifiers: support vector machines, naïve Bayes, K-nearest neighbor, decision trees, LR, NNs, and rule-based classifiers. Furthermore, many other studies manually compared multiple algorithms to find the best algorithm, requiring a long time and great effort from researchers. Another example is the development of the same app in different languages and techniques to be compatible with multiple platforms.

In contrast, mobile devices are handheld gadgets with limited resources (eg, storage, computational power, and battery energy), which significantly hinders the improvement of service qualities such as ML algorithms that require dealing with intensive data and heavy computations. Connection with remote services such as the cloud can address these limitations. Therefore, many apps that used ML algorithms followed a web-based inference to achieve optimal performance within a reasonable time. However, this approach is generally insufficient when the connection is lost and may pose security issues. Therefore, some apps integrated a pretrained model with the mobile app (offline inference), which may cause some difficulty when updating the models. Only 4% (2/52) of apps supported both web-based and offline inferences for the same functionality but with lower performance and high energy consumption. Consequently, many challenges still exist related to finding an adequate algorithm that fulfills the specific requirements of intelligent self-management mHealth apps, as well as an efficient architecture that supports web-based and offline inferences with the ability to reduce resource consumption and execution time and increase performance, specifically when using large ML algorithms.

Threats to Validity

Threats to Internal Validity

Instrumental Bias
To ensure the consistency of our evaluation results, all evaluation processes in the second and third phases were performed in the same manner by the first author. The evaluation in phase 2 was applied to the same app on both Android and iOS platforms. Furthermore, the evaluation process of phase 3 was repeated to double check the results.

Selection Bias
To ensure that we adopted unbiased and consistent procedures in the selection, we used the quasi–gold standard approach [4], which includes manual and automated search strategies, as well as snowballing. We selected the highest-quality peer-reviewed papers published in 7 web-based digital libraries. We further complemented our research with snowballing to capture as many studies as possible and minimize the potential for missing any relevant studies.

Threats to External Validity: Generalization to Different Samples
We reviewed studies that involved the implementation of a research study from 2008 to 2020. However, the generalizability of our findings could be affected by the exclusion of studies that presented theoretical research without implementation, as well as studies and apps linked with external devices.

Threats to Construct Validity

Relevance
To comprehensively identify the characteristics and issues of the selected studies, we divided the review into 3 main phases using different data sources, including research papers, commercial apps from digital Apple and Android app stores, and open-source apps from GitHub.

Representativeness
In phases 1 and 3, we selected mobile apps developed with either Kotlin or Swift on the Android and iOS platforms, respectively. These apps had a wide range of functionalities and purposes related to self–health care management.

Threats to Conclusion Validity
We extracted data from the assigned studies and self-management mHealth apps from the app stores and GitHub. To ensure the validity and consistency of the extracted data, the protocol for the data extraction strategy and format was developed by the first author and reviewed by the second author. In addition, we created a Microsoft Excel file to record and arrange the extracted data and check their relevance to our RQs.

Limitations and Future Work
This study had some limitations. The review was prepared and reviewed by 2 authors; however, it would have been better if it had more reviewers. In the second phase, apps were limited to self–health care management and included only those available in both Android and iOS digital app stores. The review would be more comprehensive if phase 2 included other categories of self-management mHealth apps, and phases 1 and 3 included other programming languages, such as Java and Objective-C. Furthermore, the review might have been more generalizable.
if it included an app designed for children and people with special needs.

Developing mobile apps requires significant effort because of the complexity of self-management mHealth apps. Therefore, we have started the development of mHealth apps [82,83]. The framework semiautomatically generates Android and iOS mobile apps and will be enhanced with frequent characteristics that resulted from this review, such as tab structure, predefined components of ML algorithms, and local and external services. Moreover, the framework supports both web-based and offline inference, which appears to be a limitation of current self-management mHealth apps that usually support one of them, as the web-based mechanism could lead to unusable apps if the connection is lost, whereas the offline mechanism requires updating the entire app with each algorithm enhancement and library update.

**Comparison With Prior Work**

Several SLRs have been conducted on mHealth apps. For example, in the study by Mosa et al [84], the authors classified the functionalities of mHealth apps. They found that smartphones were useful tools for self–health care and clinical communication. Furthermore, smartphones can be used for the remote monitoring of patients, disease self-management, and patient education. In the study by Dounavi and Tsoumani [85], the authors described the effectiveness of mHealth apps in facilitating weight management behaviors by following healthy food consumption and physical activity. They found that mHealth apps are considered easy to use and useful in achieving weight loss because they involve users in the treatment plan, thereby increasing their commitment. These studies focused on mobile apps from a health care perspective. In contrast, our focus was on the software engineering perspective to identify the characteristics and challenges of mHealth apps, helping developers and researchers understand the infrastructure and functional and technical aspects of mHealth apps. Another SLR [86] focused on examining and identifying the empirical usability evaluation processes of mHealth apps. They stated that these processes could be improved by adopting automated mechanisms and combining >1 evaluation method. Furthermore, they demonstrated the importance of adapting mHealth apps according to user requirements.

This study aimed to conduct a comprehensive review and evaluation of self-management mHealth apps. This study gathered empirical evidence from the literature to identify the characteristics and challenges of existing self-management mHealth apps focused on self–health care management. The main contribution of this research is its detailed analysis and synthesis of relevant literature by software engineering researchers to deeply understand state of the art and provide guidance for the development of complex self-management mHealth apps.

**Conclusions**

In this research, we presented the details of an SLR on self–health care management mobile apps that consisted of three main phases. The results of this research can serve as a basis for researchers and developers to understand the characteristics of self-management mHealth apps and know the existing challenges that require further research. In phase 1, we reviewed 44 studies published between 2008 and 2020. In phase 2, 42 apps were reviewed and evaluated using the MARS. In phase 3, we reviewed and evaluated, using SonarCloud, 24 open-source apps from GitHub, including both iOS and Android platforms.

The research papers in phase 1 presented many interesting ideas, used different ML algorithms, and supported automatic logging mechanisms. These algorithms were used to process data to automatically recognize physical activities; diagnose diseases; recognize the types, quantities, and calories of food; and predict the user’s emotion. However, the results of phase 1 show the need for optimization of the architecture and algorithm of intelligent self-management mHealth apps to efficiently include web-based and offline inferences, reduce resource consumption, and increase performance.

In phases 2 and 3, we found that most apps in app stores and GitHub focused on monitoring and analysis functionalities that use calculation methods to create progress reports and charts. However, the quantity of food consumed, exercise, and emotions should be entered manually. They lack automatic recognition of the type and quantity of food or activities. As a result, some advanced features exist in research papers but not in app stores and open-source apps, which may indicate that these features are still under research and development. Subsequently, the apps of phases 2 and 3 might need some improvement to keep pace with the advancement of research.
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Abstract

Background: The loss of human lives from cyberattacks in health care is no longer a probabilistic quantification but a reality that has begun. In addition, the threat scope is also expanding to involve a threat of national security, among others, resulting in surging data breaches within the health care sector. For that matter, there have been provisions of various legislation, regulations, and information security governance tools such as policies, standards, and directives toward enhancing health care information security–conscious care behavior among users. Meanwhile, in a research scenario, there are no comprehensive required security practices to serve as a yardstick in assessing security practices in health care. Moreover, an analysis of the holistic view of the requirements that need more concentration of management, end users, or both has not been comprehensively developed. Thus, there is a possibility that security practice research will leave out vital requirements.

Objective: The objective of this study was to systematically identify, assess, and analyze the state-of-the-art information security requirements in health care. These requirements can be used to develop a framework to serve as a yardstick for measuring the future real security practices of health care staff.

Methods: A scoping review was, as a result, adopted to identify, assess, and analyze the information security requirement sources within health care in Norway, Indonesia, and Ghana.

Results: Of 188 security and privacy requirement sources that were initially identified, 130 (69.1%) were fully read by the authors. Subsequently, of these 188 requirement documents, 82 (43.6%) fully met the inclusion criteria and were accessed and analyzed. In total, 253 security and privacy requirements were identified in this work. The findings were then used to develop a framework to serve as a benchmark for modeling and analyzing health care security practices.

Conclusions: On the basis of these findings, a framework for modeling, analyzing, and developing effective security countermeasures, including incentivization measures, was developed. Following this framework, research results of health care security practices would be more reliable and effective than relying on incomprehensive security requirements.

(JMIR Hum Factors 2022;9(2):e30050) doi:10.2196/30050
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Introduction

Background

There have been enormous gains in the application of information technology (IT) in health care in various areas such as decision support, telemedicine, electronic health record (EHR) management, chronic disease management with medical devices, drugs, and vaccine production [1-3]. However, cyberattacks in health care and their related adverse impact are a significant problem, especially in the midst of the infamous COVID-19 pandemic [4]. For example, Brno University Hospital in the Czech Republic was recently attacked, and cyberattackers were believed to have used spear phishing to gain access and deployed ransomware, which encrypted the data in the entire hospital network [5]. The hospital was compelled to shut down and battle with the cyberattack to restore its data. Even though the hospital was one of the COVID-19 treatment centers, the incident apparently prevented them from providing health care services during the attack period. Following that, there were other cyberattacks on the World Health Organization, Hammersmith Medicines Research Group in the United Kingdom (a COVID-19 vaccine trial group), the US Health and Human Services Department, Paris Hospital Authority in France, Bam Construct and Interserve (a COVID-19 hospital construction company), and Babylon Health (a hospital appointment and teleconsultation videoconferencing system) in the United Kingdom [6].

In addition, cybersecurity and privacy issues in health care have become a global concern as data breaches in health care continue to surge. In 2017, approximately 5 million health care records were compromised globally [1-3]. This tripled in 2018 to approximately 15 million, and the number of compromised health care records continues to increase yearly [3]. In addition, the cost associated with data breaches (eg, cost of detection of breaches, cost of fines paid in data breaches, cost of recovery, and payment of ransoms) is the highest in health care among various industries [7].

Data breaches and security issues in health care have major consequences on confidentiality, integrity, and availability (CIA). This usually perturbs the data subjects, the health care organizations, and the laws of the countries involved [8,9]. The adverse impact on data subjects includes situations in which the stolen data can be used as a means of pressure to demand other goals by criminals. Recently, an instance occurred in Finland [10], where stolen medical records were used by cybercriminals to pressure the data owners for money. Unauthorized persons can also disrupt the proper functioning of health care operations, such that the net effect can result in the loss of a patient’s life. A related instance occurred in Germany, where a hospital’s IT systems were hit by ransomware, which resulted in the death of a patient due to the unavailability of the health care system at the time of need [11]. Mutual trust and confidentiality between health care providers and patients [12-15], economic losses [10,15,16], privacy issues [9,17], and unreliable medical records [11,18,19] or medical devices [3] are some of the effects often faced by data subjects during cyberattacks in health care. It could be much disheartening for patients to battle against their medical conditions, and at the same time, they have to battle with their privacy issues arriving from cyberattacks. Mutual trust with data between health care professionals and patients is very cardinal in terms of good-quality health provision. Health care professionals depend on the accuracy and comprehensiveness of the information provided by patients for therapeutic measures [13]. Therefore, health care providers are required to store large quantities of sensitive personal information of patients [14]. Similarly, patients trust that their personal information disclosed for medical reasons is to be kept confidential [15]. Sadly, this mutual trust in relation to patients’ data is often broken in data breaches [15,16].

Furthermore, health care systems are targeted for various computer crimes with the intention of stealing, altering, hindering, and disrupting data or other functions [5,11]. The consequences of cyberattack on health care organizations include loss of trust, credibility, and confidence from stakeholders; in addition, the financial impact on their organization and the hospital may face regulatory sanctions [9,20,21] if due care and due process were not followed. Health care issues emanating from cyberattacks can also undermine a nation’s health care policy as a whole, as the unavailability of health care systems could undermine the rights of citizens to health care [14,22].

In addition, laws have been enacted in various jurisdictions to protect the privacy of people in their countries [18,20,23]. However, data breaches in health care disrupt all these measures. According to the forecast of the International Organization for Standardization (ISO), the estimated annual losses from cybercrime could soon reach USD2 trillion [14] with countless daily breaches [19]. This forecast is in resonance with the current trend of the cost of data breaches of which health care is in the lead [7].

In this light, the European Union (EU) classified health care as an essential service having foreseen cyberattack on health care as a threat to national security [22]. This requires member states and the European Economic Area–affiliated member states to develop a culture of security across services that are vital for the economy and society and rely heavily on information and communication technology (ICT).

To maintain security in health care, various laws exist, including regulations, directives, statutory and constitutional laws, and various information security governance measures such as policies, standards, guidelines, and best practices, called “information security requirement” in this study. These were developed to prevent information security issues in health care. Owing to various cybersecurity issues, various efforts have been made to measure the security practices of health care staff [3,16,24-29], as they are the weakest link in the security chain [30,31]. However, these activities require a benchmark in the context of legal requirements in information security in health care that can be used as the measuring standard in such studies. For example, to create a questionnaire to measure health care staff’s cybersecurity practices, the content of the questionnaire could be derived from the legal requirements. Therefore, the question is, what is the benchmark that is to be used as a yardstick for measuring the security compliance level of health care organizations?
care staff and to what extent have these security requirements been incorporated at the organizational level where these security requirements are to be followed?

Security violations in health care facilities are not due to a lack of rule-based requirements but due to a lack of compliance with rules and in some cases due to technical vulnerabilities that could not be addressed by law, requiring an investigation as to why the challenges exist in complying with these rules. In measuring the cybersecurity practices of the health care staff, a comprehensive security requirement is required. However, a noncomprehensive security requirement is sometimes relied on, which does not serve as an effective baseline. For instance, in a recent assessment of the security practice of health care in Norway [32], the study relied on the Health Register Act, the Health Personnel Act, the Patient Records Act, and the General Data Protection Regulation (GDPR). The study relied on some legal sources; however, other vital legal sources such as the Personal Data Act of Norway, the Network and Information Security Directive of EU, and the Medical Device Directive of EU, were not considered. Other related studies [33,34] have considered a legal requirement in their work, but no study has comprehensively and systematically conducted a study on legal requirements that can serve as a benchmark for assessing health care staff security practices.

The general objective of this study is therefore to address this gap by comprehensively identifying the required security requirements in health care through state-of-the-art studies to provide input for the development of a framework for analyzing health care security practice in the context of legal requirements. The remaining sections include background studies and a specification of the scope, contribution, and research questions. This is followed by the research methods, findings, and discussion of results. A framework for analyzing health care security practice in the context of legal requirements is then presented for real studies in the future.

The health care information of persons is one of the most sensitive personal information and therefore has special protection from various laws [14,23,35,36]. Laws are rules elected to be followed by members of a society to meet the needs of society while balancing individual rights to their self-determination [37]. Laws frown against certain behaviors and are enforced by a state or the governing body. Therefore, all categories of health care information system users are legally bound to comply with legal requirements of which a contrary act will attract the application of punitive measures [20,36,38]. Therefore, it is extremely important to consider legal requirements as the baseline in measuring the security practices of health care staff.

Owing to the numerous threats of attack in health care [1-6], there have been initiatives to measure the security practices of health care staff [16]. This is to help identify the security requirements that are not being complied with and further determine the challenges or reasons why these security measures are not being complied with. The results of this study will help in finding effective solutions to enhance the conscious care behavior of users. Security practice in this study refers to how users respond to or comply with security measures that have been established to meet the CIA requirement of systems and resources [16,24,26].

In assessing the security practices in health care, it is important to establish the scope of the hospital’s legal and ethical obligations in relation to information security and privacy management [16,24,37]. This requires a catalog of comprehensive security requirements to understand the state-of-the-art legal requirements, including regulations, directives, policies, and guidelines for the fortification of users in health care IT systems against cyberattacks.

A comprehensive state-of-the-art security requirement is needed [39,40]; otherwise, what will be the benchmark in assessing the security practice level of hospital users? Moreover, if there is a security breach in health care by a user based on a lack of knowledge of a security requirement, the organization can still be liable or legally responsible [41]. This means that the health care organization will continue to make restitution for related harm caused in the breach [41]. This calls for due care and due diligence [42,43] on the part of health care organizations. Due care is measures taken by an organization to ensure that all employees are aware of acceptable and nonacceptable security practices, whereas due diligence is reasonable measures that are taken by the organizations or people to meet the established security requirements imposed by law [37]. Health care organizations increase their risk of being liable if they fail to adopt due care and due diligence measures. This is necessary because health care tends to rely more on IT and the internet for efficiency; a larger number of people can be adversely affected in a security breach situation as internet-based solutions are globally reached, which therefore require security due diligence and due care [37,42,43].

**Type of Laws**

Laws can be categorized based on their origins, such as constitutional law, statutory law, regulatory or administrative law, and common law, which is otherwise known as case law or precedents [37,44,45]. Constitutional law originates from the constitution of a state, bylaws, or a charter, but laws that originate from the legislative arm of governance with the mandate to make and publish laws of the country are known as statutory laws [37,44]. Furthermore, regulatory or administrative laws are created from the executive arm of the government or an authorized regulatory agency backed with executive orders and regulations [37,44]. Laws made from the judicial branch and boards based on the interpretation of law through the previous ruling of a higher court or boards are referred to as common law, case law, or precedents.

Statutory law can be further categorized into civil law and criminal law based on their association with individuals, groups, and the state [46]. Civil law has to do with issues between and among individuals and organizations [37,44] and includes contract law, employment law, and tort law. Tort law enables individuals to settle their issues in court on personal, physical, or financial matters. In such matters, restitution is settled in civil courts without the state’s involvement. At the same time, criminal law is enforced and prosecuted by the state and deals with violations that are harmful to society. In criminal law, the state acts on behalf of the plaintiff to obtain retribution for the
plaintiff. For instance, in some jurisdictions, health care professionals are punished for criminal behavior if they disclose their clients’ information without good causes [47].

**Security Policies, Standards, Guidelines, Procedures, and Practices**

In controlling information security in a health care organization, information security governance is usually adopted by organizations that use policies, standards, guidelines, procedures, and practices [37]. In various health care units, organizational policies function as the laws. Therefore, information security policies are required to be made and implemented to ensure that they are complete and appropriate and should be able to fairly apply to everyone in the workplace [37]. As laws, organizational policies must be completed with retributions, judicial practices, and sanctions to require compliance.

However, the variance between law and policy is that although ignorance of state law is not an excuse, ignorance of an organizational policy is an acceptable defense [37]. Therefore, to have an enforceable policy in an organization, the policy must be disseminated, reviewed, comprehended, complied with, and uniformly enforceable to all staff in the organization.

Information security policy directs how issues should be addressed and how IT resources should be used, but it does not define the proper operation or functioning of the system. How a software program should function is specified in the standard procedures and practices of the users’ manuals and systems documentation.

Policies specify acceptable and unacceptable information security practices at the organizational level and outline rules with the aim of protecting the organization’s information assets [48,49]. There are 3 types of information security policies [37,48,49]: the enterprise or organizational information security policy (EISP), issue-specific security policy (ISSP), and system-specific policy.

EISP is a general information security policy that contains the overall strategic direction, scope, and goal of the organizational information needs at a high level. In addition, EISP defines the legal requirements, outlines the responsibilities of the system administration of information security policy maintenance and practices, and outlines the responsibilities of the users.

While EISP is aimed toward addressing a broad scope of the entire organization’s security issues, ISSP provides detailed guidelines pertaining to the use of specific resources, such as processor or technology, for all members or users to comply with [37,48,49]. Some of these instances include email use, internet use, security measures against viruses, bringing your own devices, use of cloud computing, home use of company-owned devices, data retention policy, and media disposal policy.

EISP and ISSP still provide information security rules at a more general level when focusing on specific systems in the organization, and they do not address security issues concerning specific systems. This gap has been filled by system-specific policy, which provides adequate information or direction in complying with the security of specific systems in the organization [37,48-50]. System-specific policy focuses on one system such as EHR systems. In this context, system-specific policy, for instance, can be used to define the access control policy of the EHR system. Therefore, system-specific policy varies from system to system and is defined by management.

All these types of policies are effectively implemented using tools such as standards, guidelines, procedures, and practices [37,48-50]. Specifics that enable employees to comply with a security policy are known as information security standards, whereas guidelines are recommendations or examples provided to help users comply with a security policy. Practices are also recommendations or examples that are adopted from a reputable organization to help in complying with a policy, whereas procedures are step-by-step instructions users are to follow to accomplish a particular task in fulfillment of the security policy.

**Scope, Contribution, and Research Questions**

In assessing the information security practice of health care staff, there is a need to determine the state of security practice in the health care organization and compare it to a benchmark to determine the level of compliance with information security of the health care staff of that organization. Therefore, we opine that the legal aspect of the information security requirement is necessary to serve as the yardstick in measuring health care staff’s security practices. A major reason is that a violation of any legal requirement has a huge consequence on the offending individual or company, including heavy fines, imprisonment, and payments of restitution. Therefore, aiming to comply with the legal aspect of information security requirements by using it as a yardstick will lead to unconscious compliance with the laws of that jurisdiction.

Information security requirement does not only involve legal requirements but also includes ethical security considerations of information system users [37]. However, this study focuses on the legal requirements of information security in health care such as constitutional law, statutory law, regulations, case law, and chatters. Other legal sources considered in this study include information security policies and their supported instruments, such as information security standards, guidelines, and practices.

This study seeks to address issues of incomprehensiveness in considering the legal requirements for analyzing health care security practices in Norway, Ghana, and Indonesia. This has become necessary, as there have been initiatives to measure the security practices of health care staff in these countries in various projects [16]. The problem is that there is no comprehensive and state-of-the-art study of the legal requirements of information security that can serve as a baseline for assessing security practices in health care. A random and nonsystematic approach to adopting legal information security requirements in real studies could undermine the quality of the study if the baseline for the measurement is wrong. Therefore, we adopted a comprehensive, systematic scoping review approach to establish our baseline legal requirements for future imperial studies and further developed a framework to guide future related studies.

https://humanfactors.jmir.org/2022/2/e30050
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Methods

Overview

A scoping review was conducted to explore information security and privacy requirement in health care following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [1].

Various types of systematic studies include systematic mapping, scoping, and systematic literature review [51-54]. Systematic mapping studies rely on general research questions aimed at determining research trends or state-of-the-art studies as opposed to a scoping method that is based on the categorization of the study into topics [51,52], whereas systematic literature review aims to accumulate data with more specific research focus and synthesis. Therefore, in this study, a systematic scoping study was adapted. This section describes the methods and designs that were used to review the literature and conduct this study.

Search Strategy

The goal of the search is to search broadly to obtain comprehensive laws or rules termed here as security requirements. Therefore, we did not want to limit the identification of these requirements by searching through only scientifically published papers. This led to the inclusion of both scientific studies and other sources, shown in Figure 1. Therefore, the inclusion of scientific studies was intended to extract relevant laws. The sources of the security requirement were identified by conducting a literature search through several databases as follows: PubMed, Google Scholar, IEEE Xplore, and Scopus.

While reading the articles to identify the legal requirement, other relevant articles which were cited or referenced were also added in the studies and accounted for on the PRISMA diagram as search from citations or references as shown in Figure 1.
In addition, we also performed manual searching through several law databases by reading all the laws under the health care category and selecting the relevant ones. The databases used were as follows:

- Legal, regulations, and directive databases for EU and Norway [55]
- Legal, regulations, directive, policy, and code of conduct databases for hospitals in Norway [55]
- Legal, regulations, and directive databases for Indonesia [56]
- Legal, regulations, directive, policy, and code of conduct databases for hospitals in Indonesia [57]
- Legal, regulations, directive databases for Ghana [58]
- Legal, regulations, directive, policy, and code of conduct databases for hospitals in Ghana [59,60]

The literature search was conducted without time restrictions. For searching the scientific paper databases, we used the following keywords in the search string: (Information security OR Cyber security OR Computer security) AND Healthcare AND Information system AND (law OR Regulation OR Directive OR Policy OR Standard) AND (European Union OR Norway OR Indonesia OR Ghana). Meanwhile, for searching through law databases, we did not use any keywords. Instead, we read all the laws under the health care category and selected the relevant ones. The literature search was conducted from December 2020 to February 2021.

### Eligibility Criteria

All studies involving laws, regulations, directives, policies, best practices, and standards in the health care security and privacy context in Norway and EU, Indonesia, or Ghana were eligible for review. The publication language was limited to English. Papers that did not meet the eligibility criteria or only described the technical part of security and privacy in health care without relying on legal or security governance requirements were excluded from the review. Only studies that describe the legal aspect of health care security and privacy in Norway and EU, Indonesia, or Ghana were eligible for review. Owing to the lack of resources, we focused on English scientific papers but only translated the identified local laws, which were relatively few.

### Study Selection and Data Extraction

A PRISMA flow diagram of the literature search process is shown in Figure 1. The titles and abstracts of articles from the databases were screened for eligibility. Then, all articles that passed the first screening entered full-text screening and data extraction. Data extraction was performed using a predesigned data collection form. For each qualified article, data on study characteristics, such as the first author and publication year, were extracted. Furthermore, we extracted information consisting of the article information, name and type of the legal document, legal document authority, security requirement, privacy requirement, health care user category, domain, responsibility level, security, and privacy requirement, which is referred to in this study as data categorization, as shown in Table 1.

### Table 1. Data extraction field description.

<table>
<thead>
<tr>
<th>No</th>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Paper information</td>
<td>Name, authors, and publication year of the paper</td>
</tr>
<tr>
<td>2</td>
<td>Legal document name</td>
<td>The name of the legal documents found in the paper</td>
</tr>
<tr>
<td>3</td>
<td>Legal document type</td>
<td>This defines the category of law such as regulation, constitutional law,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>directive, statutory law, policy, and guidelines found in the paper</td>
</tr>
<tr>
<td>4</td>
<td>Legal document jurisdiction</td>
<td>The country in which the legal document applies</td>
</tr>
<tr>
<td>5</td>
<td>Security requirement</td>
<td>The requirement about information security found in the legal document</td>
</tr>
<tr>
<td>6</td>
<td>Privacy requirement</td>
<td>These are the measures or rules that seek to protect the dignity of patients.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>These include the right to consent and the right to be forgotten to preserve</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the privacy of an individual</td>
</tr>
<tr>
<td>7</td>
<td>Health care user category</td>
<td>The category of users with the primary responsibility to implement or comply</td>
</tr>
<tr>
<td></td>
<td></td>
<td>with the related requirement. These include management, end users, and all</td>
</tr>
<tr>
<td></td>
<td></td>
<td>users. The management category includes top management such as CEOs(^a),</td>
</tr>
<tr>
<td></td>
<td></td>
<td>directors, managers, and officers with the responsibility of implementing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and complying with privacy and security requirement</td>
</tr>
<tr>
<td>8</td>
<td>Responsibility level</td>
<td>The user level is responsible for the requirement, and this defines the type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of user category who is to take action to observe, enforce, implement, or</td>
</tr>
<tr>
<td></td>
<td></td>
<td>comply with the security measure. Examples include management, end users,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and all users. The management includes top-level staff such as the CEOs,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>directors, managers, and officers who are responsible for implementing and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>observing health care security practices. End users include all employees,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>consultants, suppliers, and others with access to the health system. All</td>
</tr>
<tr>
<td></td>
<td></td>
<td>user-level categories include responsibilities that are concerned by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>management and end users</td>
</tr>
<tr>
<td>9</td>
<td>Security category</td>
<td>This refers to the security domain (eg, access control, security governance,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>access logs, and encryption) of the requirement</td>
</tr>
<tr>
<td>10</td>
<td>Privacy category</td>
<td>This refers to the privacy domain, such as consent and right to privacy, of</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the requirement and data protection</td>
</tr>
</tbody>
</table>

\(^a\)CEO: chief executive officer.
Data Categorization
Data categorization was developed based on the objective and thorough literature reviews and author discussions. The categories were defined exclusively to assess, analyze, and evaluate the study, as shown in Table 1.

Literature Evaluation
After data extraction, all researchers independently checked the extracted data. A discussion between all researchers was held to resolve all discrepancies. The selected articles were assessed, analyzed, and evaluated based on the defined categories in Table 1 to evaluate the state-of-the-art security and privacy requirements. The percentages of the attributes of the categories were calculated based on the total number of counts (n) of each type of attribute. Some studies used multiple categories; therefore, the number of counts of these categories exceeded the total number of articles on the requirements presented in the study.

After data extraction, all researchers independently checked the extracted data. A discussion among all researchers was held to resolve any discrepancies.

Results
Study Selection
A total of 188 articles were identified through the literature search of the 10 databases. After duplicate deletion, 94.1% (177/188) of the articles remained for the next step. Titles and abstracts screening yielded in the exclusion of 26.6% (47/177) of the articles for not meeting eligibility criteria. Hence, 73.4% (130/177) of the articles entered the full-text screening for eligibility. After the second screening, 36.9% (48/130) of the articles were eliminated from the review for various reasons, with the main reasons being not in predefined jurisdictions (14/48, 29%) and not having specific information security and privacy requirements (12/48, 25%). To retrieve the list of excluded papers, a request can be sent to the authors. Finally, of the 130 articles in the full-text reading stage, 82 (63.1%) met the eligibility criteria and were included for review, as shown in Figure 1.

Study Characteristics
Of the 82 articles, 36 (44%) were scientific studies and the others were legal documents. A total of 75 unique legal documents were identified, including case law (n=1, 1%), charter (n=1, 1%), code of conduct (n=1, 1%), directives (n=7, 9%), guidelines (n=4, 5%), policies (n=27, 36%), recommendation (n=11, 1%), regulations (n=13, 17%), standards (n=4, 5%), and statutory law (n=16, 21%), as shown in Multimedia Appendix 1 and Table 2. The distribution of law jurisdictions is depicted in Multimedia Appendix 2 and Table 3. Of the 75 legal documents, 35 (47%) are from Norway, 9 (12%) from Ghana, 11 (15%) from Indonesia, and 17 (23%) from the EU and 3 (4%) are international laws, as presented in Table 4, Table 5, Table 6, Table 7, and Table 8, respectively. In total, 253 requirements were extracted from the legal documents, consisting of 173 (68.4%) security requirements and 80 (31.6%) privacy requirements, as shown in Multimedia Appendix 3. As shown in Multimedia Appendix 4, of the 173 security requirements, 143 (82.7%) are the management’s responsibility to fulfill, 1 (0.6%) is the end users’ responsibility, and 29 (16.8%) are all users’ (management and end users) responsibility. Meanwhile, as shown in Multimedia Appendix 4, of the 80 privacy requirements, 70 (88%) need to be fulfilled by the management, 1 (1%) is the end users’ responsibility, and 9 (11%) are all users’ responsibility. Legal requirements are shown in Table 9; in addition, we classified the requirements into several categories, as shown in Tables 10 and 11.

Table 2. Types of laws (n=75).

<table>
<thead>
<tr>
<th>No</th>
<th>Type of law</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Case law</td>
<td>1 (1)</td>
</tr>
<tr>
<td>2</td>
<td>Charter</td>
<td>1 (1)</td>
</tr>
<tr>
<td>3</td>
<td>Code of conduct</td>
<td>1 (1)</td>
</tr>
<tr>
<td>4</td>
<td>Directive</td>
<td>7 (9)</td>
</tr>
<tr>
<td>5</td>
<td>Guideline</td>
<td>4 (5)</td>
</tr>
<tr>
<td>6</td>
<td>Policy</td>
<td>27 (36)</td>
</tr>
<tr>
<td>7</td>
<td>Recommendation</td>
<td>1 (1)</td>
</tr>
<tr>
<td>8</td>
<td>Regulation</td>
<td>13 (17)</td>
</tr>
<tr>
<td>9</td>
<td>Standard</td>
<td>4 (5)</td>
</tr>
<tr>
<td>10</td>
<td>Statutory law</td>
<td>16 (21)</td>
</tr>
<tr>
<td>No</td>
<td>Country</td>
<td>Count of laws, n (%)</td>
</tr>
<tr>
<td>----</td>
<td>---------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>1</td>
<td>Norway</td>
<td>35 (47)</td>
</tr>
<tr>
<td>2</td>
<td>Ghana</td>
<td>9 (12)</td>
</tr>
<tr>
<td>11</td>
<td>Indonesia</td>
<td>11 (15)</td>
</tr>
<tr>
<td>4</td>
<td>European Union</td>
<td>17 (23)</td>
</tr>
<tr>
<td>5</td>
<td>International</td>
<td>3 (4)</td>
</tr>
</tbody>
</table>
Table 4. Legal documents from Norway.

<table>
<thead>
<tr>
<th>No</th>
<th>Legal document</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Code of conduct for information security and data protection in the health care and care services sector version 6.0 [61]</td>
<td>Code of conduct</td>
</tr>
<tr>
<td>2</td>
<td>Ministry of Government Administration, Reform and Church Affairs’ requirements specification for PKI(^a) for the public sector [62]</td>
<td>Guidelines</td>
</tr>
<tr>
<td>3</td>
<td>General principle to regional control system for information security and privacy [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>4</td>
<td>Safety regulator legislation applicable to the enterprise group [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>5</td>
<td>Organization of information security work [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>6</td>
<td>Safety goals and level for acceptable risk of information security [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>7</td>
<td>Security strategy [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>8</td>
<td>Security instructions (signed version) [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>9</td>
<td>ICT(^b) services and information security for medical devices [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>10</td>
<td>Requirements specification—ICT services and information security for MTU(^c) [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>11</td>
<td>Security principles and requirements for ICT infrastructure and applications [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>12</td>
<td>Anonymization of health and personal information [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>13</td>
<td>Use of data processor—treatment of personal information at other legal entity [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>14</td>
<td>Use of email and fax [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>15</td>
<td>Use of mobile phones [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>16</td>
<td>Basis for posting in journal [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>17</td>
<td>Storage, archiving, and deletion of health and personal information [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>18</td>
<td>Crypto policy [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>19</td>
<td>Password policy for the health trusts in Health South-East</td>
<td>Policy</td>
</tr>
<tr>
<td>20</td>
<td>Guidance for approval of data processing from secure third countries [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>21</td>
<td>Requirements for coded research data</td>
<td>Policy</td>
</tr>
<tr>
<td>22</td>
<td>Use of email, fax, and SMS text messaging for communication with and about patients [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>23</td>
<td>Regional policy for publishing and public services and DMZ(^d) [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>24</td>
<td>Description of identification procedure in Health South-East [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>25</td>
<td>Use of logs for administrative purposes</td>
<td>Policy</td>
</tr>
<tr>
<td>26</td>
<td>Internal control information security [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>27</td>
<td>Logging of activity and control of logs [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>28</td>
<td>Regional security policy for cloud services [63]</td>
<td>Policy</td>
</tr>
<tr>
<td>29</td>
<td>Regulations relating to the Processing of Personal Data [64]</td>
<td>Regulation</td>
</tr>
<tr>
<td>30</td>
<td>Norwegian Personal Health Data Filing System Act [16,65,66]</td>
<td>Statutory law</td>
</tr>
<tr>
<td>31</td>
<td>Act relating to Patients’ Rights</td>
<td>Statutory law</td>
</tr>
<tr>
<td>32</td>
<td>Act relating to the Processing of Personal Data [18]</td>
<td>Statutory law</td>
</tr>
<tr>
<td>33</td>
<td>Health Care Personnel Act [67,68]</td>
<td>Statutory law</td>
</tr>
<tr>
<td>34</td>
<td>Health Research Act [16]</td>
<td>Statutory law</td>
</tr>
<tr>
<td>35</td>
<td>Act relating to Public Supervision of the Health Service</td>
<td>Statutory law</td>
</tr>
</tbody>
</table>

\(^a\)PKI: public key infrastructure.
\(^b\)ICT: information and communication technology.
\(^c\)MTU: medical technical equipment.
\(^d\)DMZ: demilitarized zone.
### Table 5. Legal documents from Ghana.

<table>
<thead>
<tr>
<th>No</th>
<th>Legal document</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The GHS(^a) Patient's Charter</td>
<td>Charter</td>
</tr>
<tr>
<td>2</td>
<td>The Medical Profession Regulation and the Infectious Diseases, Cap 78</td>
<td>Regulation</td>
</tr>
<tr>
<td>3</td>
<td>The Ghana National Health Insurance Regulations of 2004</td>
<td>Regulation</td>
</tr>
<tr>
<td>4</td>
<td>Data Protection Act of Ghana 843</td>
<td>Statutory law</td>
</tr>
<tr>
<td>5</td>
<td>The Republic of Ghana's Constitution</td>
<td>Statutory law</td>
</tr>
<tr>
<td>6</td>
<td>The National Identification Authority Act 707</td>
<td>Statutory law</td>
</tr>
<tr>
<td>7</td>
<td>Cybersecurity Act of Ghana 2020</td>
<td>Statutory law</td>
</tr>
<tr>
<td>8</td>
<td>Guidelines for the Use of CCTV(^b) in GHS Facilities</td>
<td>Guidelines</td>
</tr>
<tr>
<td>9</td>
<td>Health sector ICT(^c) policy and strategy</td>
<td>Policy</td>
</tr>
</tbody>
</table>

\(^a\)GHS: Ghana Health Services.  
\(^b\)CCTV: closed-circuit television.  
\(^c\)ICT: information and communication technology.

### Table 6. Legal documents from Indonesia.

<table>
<thead>
<tr>
<th>No</th>
<th>Legal document</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regulation of the Minister of Health of the Republic of Indonesia Number 269/2008 on Medical Record</td>
<td>Regulation</td>
</tr>
<tr>
<td>2</td>
<td>Undang-Undang Republik Indonesia Nomor 29 Tahun 2004 Tentang Praktik Kedokteran</td>
<td>Statutory law</td>
</tr>
<tr>
<td>3</td>
<td>Undang-Undang No. 36/2009 Pasal 103 ayat 1</td>
<td>Statutory law</td>
</tr>
<tr>
<td>4</td>
<td>Peraturan Menteri Kesehatan Republik Indonesia Nomor 55 Tahun 2013 Tentang Penyelenggaraan Pekerjaan Perekam Medis</td>
<td>Regulation</td>
</tr>
<tr>
<td>5</td>
<td>Undang-Undang Republik Indonesia No 36 Tahun 2014 Tentang Tenaga Kesehatan</td>
<td>Statutory law</td>
</tr>
<tr>
<td>6</td>
<td>Peraturan Pemerintah Republik Indonesia Nomor 46 Tahun 2014 Tentang Sistem Informasi Kesehatan</td>
<td>Regulation</td>
</tr>
<tr>
<td>7</td>
<td>UU 36 Tahun 2009 Tentang Kesehatan</td>
<td>Statutory law</td>
</tr>
<tr>
<td>8</td>
<td>Peraturan Menteri Kesehatan Republik Indonesia Nomor 36 Tahun 2012 Tentang Rahasia Kedokteran</td>
<td>Regulation</td>
</tr>
<tr>
<td>9</td>
<td>Undang-Undang Republik Indonesia Nomor 44 Tahun 2009 Tentang Rumah Sakit</td>
<td>Statutory law</td>
</tr>
<tr>
<td>10</td>
<td>Peraturan Menteri Kesehatan Republik Indonesia Nomor 82 Tahun 2013 Tentang Sistem Informasi Manajemen Rumah Sakit</td>
<td>Regulation</td>
</tr>
</tbody>
</table>
### Table 7. Legal documents from the EU\(^a\).

<table>
<thead>
<tr>
<th>No</th>
<th>Legal document</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Penal Code [41,69]</td>
<td>Case law</td>
</tr>
<tr>
<td>2</td>
<td>Directive 95/46/EC</td>
<td>Directive [70,71]</td>
</tr>
<tr>
<td>3</td>
<td>NIS(^5) Directive</td>
<td>Directive [72]</td>
</tr>
<tr>
<td>4</td>
<td>The directive on patients’ rights in cross-border health care (Directive 2011/24)</td>
<td>Directive [73]</td>
</tr>
<tr>
<td>8</td>
<td>The Patients’ Rights Directive (2011/24/EU) [73]</td>
<td>Directive</td>
</tr>
<tr>
<td>9</td>
<td>Recommendation CM/Rec(2019)2 of the Committee of Ministers to member states on the protection of health-related data [76]</td>
<td>Guidelines</td>
</tr>
<tr>
<td>10</td>
<td>GCP(^c)</td>
<td>Guidelines [71]</td>
</tr>
<tr>
<td>11</td>
<td>Recommendation No. R (97) 5 of the Committee of Ministers to Member States on the Protection of Medical Data</td>
<td>Recommendation [77]</td>
</tr>
<tr>
<td>12</td>
<td>GDPR(^d) [16,78-83]</td>
<td>Regulation</td>
</tr>
<tr>
<td>13</td>
<td>EU regulation and compliance of national and transborder data flows</td>
<td>Regulation</td>
</tr>
<tr>
<td>14</td>
<td>Medical Device Regulation 2017/745 of EU [41]</td>
<td>Regulation</td>
</tr>
<tr>
<td>15</td>
<td>Regulation 2014/910 (the eIDAS(^e) Regulation) [78]</td>
<td>Regulation</td>
</tr>
<tr>
<td>16</td>
<td>A European standardization group for Security and Privacy of Medical Informatics (CEN TC 251/WG6(^f)) [84,85]</td>
<td>Standard</td>
</tr>
<tr>
<td>17</td>
<td>GEHR(^g)/CEN(^h) standards ENV(^i) 12265 and ENV 13606 [86,87]</td>
<td>Standard</td>
</tr>
</tbody>
</table>

\(^a\)EU: European Union.

\(^b\)NIS: Network and Information Security.

\(^c\)GCP: Good Clinical Practice.

\(^d\)GDPR: General Data Protection Regulation.

\(^e\)eIDAS: electronic identification and trust services.

\(^f\)CEN TC 251/WG6: Commission for European Normalization Technical Committee/Working Group 6.

\(^g\)GEHR: Good European Health Record.

\(^h\)CEN: European Committee for Standardization.

\(^i\)ENV: Electronic Healthcare Record Communication for the exchange of electronic health records.

### Table 8. International legal documents.

<table>
<thead>
<tr>
<th>No</th>
<th>Legal document</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ISO(^a) 27001</td>
<td>Standard</td>
</tr>
<tr>
<td>2</td>
<td>IEC(^b) 80001-1:2010</td>
<td>Standard</td>
</tr>
<tr>
<td>3</td>
<td>The Universal Declaration of Human Rights</td>
<td>Statutory law</td>
</tr>
</tbody>
</table>

\(^a\)ISO: International Organization for Standardization.

\(^b\)IEC: International Electrotechnical Commission.
Table 9. Legal requirement used in the study.

<table>
<thead>
<tr>
<th>No</th>
<th>Requirement</th>
<th>Count, n (%)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GDPR⁴</td>
<td>13 (21.67)</td>
<td>[16,78-82,88-94]</td>
</tr>
<tr>
<td>2</td>
<td>Directive 95/46/EC</td>
<td>10 (16.67)</td>
<td>[65,70,71,74,75,95-99]</td>
</tr>
<tr>
<td>3</td>
<td>Norwegian Personal Health Data Filing System Act</td>
<td>3 (5)</td>
<td>[16,100,101]</td>
</tr>
<tr>
<td>4</td>
<td>Act relating to Patients’ Rights</td>
<td>2 (3.33)</td>
<td>[16,101]</td>
</tr>
<tr>
<td>5</td>
<td>Act relating to the Processing of Personal Data</td>
<td>2 (3.33)</td>
<td>[73,90]</td>
</tr>
<tr>
<td>6</td>
<td>Directive 2011/24/EU on patients’ rights in cross-border health care</td>
<td>2 (3.33)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Health Care Personnel Act</td>
<td>2 (3.33)</td>
<td>[16,101]</td>
</tr>
<tr>
<td>8</td>
<td>Act relating to Public Supervision of the Health Service</td>
<td>1 (1.67)</td>
<td>[101]</td>
</tr>
<tr>
<td>9</td>
<td>Data protection and privacy in electronic communications—e-Privacy Directive</td>
<td>1 (1.67)</td>
<td>[75]</td>
</tr>
<tr>
<td>10</td>
<td>Directive 2002/58/EC</td>
<td>1 (1.67)</td>
<td>[65]</td>
</tr>
<tr>
<td>11</td>
<td>Directive 2009/136/EC</td>
<td>1 (1.67)</td>
<td>[74]</td>
</tr>
<tr>
<td>12</td>
<td>Directive 99/93/EC</td>
<td>1 (1.67)</td>
<td>[75]</td>
</tr>
<tr>
<td>13</td>
<td>EU regulation and compliance of national and transborder data flows</td>
<td>1 (1.67)</td>
<td>[89]</td>
</tr>
<tr>
<td>14</td>
<td>GEHR⁵/CEN⁶ standards ENV⁷ 12265 and ENV 13606</td>
<td>1 (1.67)</td>
<td>[102]</td>
</tr>
<tr>
<td>15</td>
<td>Good Clinical Practice</td>
<td>1 (1.67)</td>
<td>[71]</td>
</tr>
<tr>
<td>16</td>
<td>Health Research Act</td>
<td>1 (1.67)</td>
<td>[16]</td>
</tr>
<tr>
<td>17</td>
<td>IEC⁸ 80001-1:2010</td>
<td>1 (1.67)</td>
<td>[97]</td>
</tr>
<tr>
<td>18</td>
<td>ISO⁹ 27001</td>
<td>1 (1.67)</td>
<td>[89]</td>
</tr>
<tr>
<td>19</td>
<td>Medical Device Regulation 2017/745 of EU</td>
<td>1 (1.67)</td>
<td>[41]</td>
</tr>
<tr>
<td>20</td>
<td>Ministry Of Government Administration, Reform and Church affairs’ Requirements specification for PKI⁰ for the public sector</td>
<td>1 (1.67)</td>
<td>[65]</td>
</tr>
<tr>
<td>21</td>
<td>Penal Code</td>
<td>1 (1.67)</td>
<td>[41]</td>
</tr>
<tr>
<td>22</td>
<td>Recommendation CM/Rec(2019)2 of the Committee of Ministers to member States on the protection of health-related data</td>
<td>1 (1.67)</td>
<td>[76]</td>
</tr>
<tr>
<td>23</td>
<td>Recommendation No. R (97) 5 of the Committee of Ministers to Member States on the Protection of Medical Data</td>
<td>1 (1.67)</td>
<td>[77]</td>
</tr>
<tr>
<td>24</td>
<td>Regulation 2014/910 (the “eIDAS Regulation”)</td>
<td>1 (1.67)</td>
<td>[103]</td>
</tr>
<tr>
<td>25</td>
<td>Regulation of the Minister of Health of the Republic of Indonesia Number 269/2008 on Medical Record</td>
<td>1 (1.67)</td>
<td>[83]</td>
</tr>
<tr>
<td>26</td>
<td>Regulations relating to the Processing of Personal Data</td>
<td>1 (1.67)</td>
<td>[101]</td>
</tr>
<tr>
<td>27</td>
<td>The Ghana Health Services Patient’s Charter</td>
<td>1 (1.67)</td>
<td>[104]</td>
</tr>
<tr>
<td>28</td>
<td>The Ghana National Health Insurance Regulations of 2004</td>
<td>1 (1.67)</td>
<td>[104]</td>
</tr>
<tr>
<td>29</td>
<td>The National Identification Authority Act 707</td>
<td>1 (1.67)</td>
<td>[104]</td>
</tr>
<tr>
<td>30</td>
<td>The Republic of Ghana’s constitution</td>
<td>1 (1.67)</td>
<td>[104]</td>
</tr>
<tr>
<td>31</td>
<td>The Universal Declaration of Human Rights</td>
<td>1 (1.67)</td>
<td>[104]</td>
</tr>
<tr>
<td>32</td>
<td>UNDANG-UNDANG No.36/2009 and Pasal 103 ayat 1</td>
<td>1 (1.67)</td>
<td>[105]</td>
</tr>
<tr>
<td>33</td>
<td>Undang-undang republik, Indonesia nomor 29, Tahun 2004 tentang, Praktik kedokteran</td>
<td>1 (1.67)</td>
<td>[106]</td>
</tr>
</tbody>
</table>

⁴GDPR: General Data Protection Regulation.
⁵GEHR: Good European Health Record.
⁶CEN: European Committee for Standardization.
⁷ENV: Electronic Healthcare Record Communication for the exchange of electronic health records.
¹⁰PKI: public key infrastructure.
<table>
<thead>
<tr>
<th>No</th>
<th>Security requirement category</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data processing</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>2</td>
<td>Data protection officer</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>3</td>
<td>Right of access</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>4</td>
<td>Security by design</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>5</td>
<td>Access control</td>
<td>12 (6.9)</td>
</tr>
<tr>
<td>6</td>
<td>Email processing</td>
<td>10 (5.8)</td>
</tr>
<tr>
<td>7</td>
<td>Logs</td>
<td>9 (5.2)</td>
</tr>
<tr>
<td>8</td>
<td>Password</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>9</td>
<td>Encryption</td>
<td>6 (3.5)</td>
</tr>
<tr>
<td>10</td>
<td>Health data storage</td>
<td>6 (3.5)</td>
</tr>
<tr>
<td>11</td>
<td>Mobile phone processing</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td>12</td>
<td>Privacy by design</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td>13</td>
<td>CIA&lt;sup&gt;a&lt;/sup&gt; measures</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>14</td>
<td>Data controller</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>15</td>
<td>Personal data</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>16</td>
<td>Third countries</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>17</td>
<td>Data protection</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>18</td>
<td>Backup</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>19</td>
<td>Documentation</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>20</td>
<td>Electronic signature</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>21</td>
<td>Establish security governance</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>22</td>
<td>Least privileges</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>23</td>
<td>Medical devices</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>24</td>
<td>Right to be informed</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>25</td>
<td>Risk management</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>26</td>
<td>Security governance</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>27</td>
<td>Third parties</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>28</td>
<td>Data breach</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>29</td>
<td>Use of ISO&lt;sup&gt;b&lt;/sup&gt; standards</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>30</td>
<td>Consent</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>31</td>
<td>Data aggregation</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>32</td>
<td>Incident reporting</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>33</td>
<td>Internal control</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>34</td>
<td>Data transfer to non-EU&lt;sup&gt;c&lt;/sup&gt; countries</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>35</td>
<td>Deletion of health data</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>36</td>
<td>Establish security policies</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>37</td>
<td>Health care data hosting</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>38</td>
<td>Identity</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>39</td>
<td>Internal and external threats</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>40</td>
<td>Mobile devices</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>41</td>
<td>Monitoring of NIS&lt;sup&gt;d&lt;/sup&gt; Directives</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup> CIA: Confidentiality, Integrity, Availability<br> 
<sup>b</sup> ISO: International Organization for Standardization<br> 
<sup>c</sup> EU: European Union<br> 
<sup>d</sup> NIS: Network and Information Systems
<table>
<thead>
<tr>
<th>No</th>
<th>Security requirement category</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>Patients from other member states</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>43</td>
<td>Physical security</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>44</td>
<td>Professional secrecy</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>45</td>
<td>Protection against security incidents</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>46</td>
<td>Providing information to patients from a member state</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>47</td>
<td>Risk assessment</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>48</td>
<td>Risk mitigation</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>49</td>
<td>Sanction</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>50</td>
<td>Technological security measures</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>51</td>
<td>Training and education</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

*aCIA: confidentiality, integrity, and availability.

<table>
<thead>
<tr>
<th>No</th>
<th>Privacy requirement category</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Consent</td>
<td>13 (16)</td>
</tr>
<tr>
<td>2</td>
<td>Disclosure of health data</td>
<td>12 (15)</td>
</tr>
<tr>
<td>3</td>
<td>Privacy by design</td>
<td>8 (10)</td>
</tr>
<tr>
<td>4</td>
<td>Right to privacy</td>
<td>8 (10)</td>
</tr>
<tr>
<td>5</td>
<td>Right of access</td>
<td>7 (9)</td>
</tr>
<tr>
<td>6</td>
<td>Data protection</td>
<td>6 (8)</td>
</tr>
<tr>
<td>7</td>
<td>Data processing</td>
<td>3 (4)</td>
</tr>
<tr>
<td>8</td>
<td>Personal data</td>
<td>3 (4)</td>
</tr>
<tr>
<td>9</td>
<td>Punitive measures of security and privacy violation</td>
<td>3 (4)</td>
</tr>
<tr>
<td>10</td>
<td>How to record health data</td>
<td>2 (3)</td>
</tr>
<tr>
<td>11</td>
<td>Privacy rights</td>
<td>2 (3)</td>
</tr>
<tr>
<td>12</td>
<td>Storage of health records</td>
<td>2 (3)</td>
</tr>
<tr>
<td>13</td>
<td>CIA\textsuperscript{a} measures</td>
<td>1 (1)</td>
</tr>
<tr>
<td>14</td>
<td>Data collection purpose</td>
<td>1 (1)</td>
</tr>
<tr>
<td>15</td>
<td>Deletion of health data</td>
<td>1 (1)</td>
</tr>
<tr>
<td>16</td>
<td>Electronic signatures</td>
<td>1 (1)</td>
</tr>
<tr>
<td>17</td>
<td>Mobile phone processing</td>
<td>1 (1)</td>
</tr>
<tr>
<td>18</td>
<td>Professional secrecy</td>
<td>1 (1)</td>
</tr>
<tr>
<td>19</td>
<td>Purpose of health care data processing</td>
<td>1 (1)</td>
</tr>
<tr>
<td>20</td>
<td>Right to be forgotten</td>
<td>1 (1)</td>
</tr>
<tr>
<td>21</td>
<td>Right to object</td>
<td>1 (1)</td>
</tr>
<tr>
<td>22</td>
<td>Termination of consent</td>
<td>1 (1)</td>
</tr>
<tr>
<td>23</td>
<td>Third parties</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

*aCIA: confidentiality, integrity, and availability.
Findings

The following sections present and describe a series of findings, including law by type, law by jurisdiction, requirement by type, requirement by responsibility level, and identified security and privacy requirements and their categorizations.

Law by Type

The types of laws identified in this work are presented in Multimedia Appendix 1 and Table 2. A total of 75 legal requirements were identified in this review. The most common types of laws that were used are policies (27/75, 36%), statutory law (16/75, 21%), regulations (13/75, 17%), directive (7/75, 9%), standards (4/75, 5%), and guidelines (4/75, 5%), but recommendation, code of conduct, charter, and case law accounted for the lowest proportion. It is worth noting that the 27 policies were all collected from information security policy documents of the health care facilities of the southeast region in Norway as their internal control measures of information security and privacy measures.

Law by Jurisdiction

The specific legal documents from Norway, Ghana, Indonesia, the EU level, and the international level are listed in Table 4, Table 5, Table 6, Table 7, and Table 8, respectively, and Norway has almost half (36/75, 48%) of the laws pertaining to information security and privacy, which were identified in this work and shown in Multimedia Appendix 2 and Table 4. This was followed by the EU (17/75, 23%). The southeast health region in Norway developed approximately 27 policies, which also accounted for the larger proportion of the laws in Norway than that in other countries, as shown in the bar chart of the law jurisdiction distribution in Multimedia Appendix 2.

Identified Legal Requirement

Of the 82 requirement sources, 36 (44%) were articles that considered at least one of the identified requirements, whereas the others were legal documents. In total, 75 unique legal documents were identified, and 33 legal documents were identified to have been considered in the papers as shown in Table 9.

Moreover, as shown in Table 9, among all the legal documents, the GDPR (13/60, 22%) is the most common regulation that was used in the articles that relied on legal requirements, followed by Directive 95/46/EC (10/60, 17%), which has already been repealed and replaced by the GDPR. Some acts from Norway, as well as directive from the EU, have also been referred to several times, such as the Norwegian Personal Health Data Filing System Act (3/60, 5%), Act relating to Patients’ Rights (2/60, 3%), Act relating to the Processing of Personal Data (2/60, 3%), Directive 2011/24/EU on patients’ rights in cross-border health care (2/60, 3%), and Health Care Personnel Act (2/60, 3%).

Security and Privacy Requirements

According to Multimedia Appendix 3, most legal requirements extracted are security requirements (173/253, 68.4%), whereas the rest are privacy requirements (80/253, 31.6%).

Requirements by Responsibility Level

The identified responsibility level of users includes management, end users, and all users. The management level has more security and privacy responsibility and stipulation than the end users. As shown in Multimedia Appendices 4 and 5, documents list the security and privacy requirements only for end users.

Security Category

The security requirements extracted from all the studies cover various aspects, such as data processing, data protection officer, right of access, security by design, access control, email processing, logs, and password, as shown in Table 10. In this study, security requirements relating to data processing (14/173, 8.1%), data protection officer (14/173, 8.1%), right of access (13/173, 7.5%), security by design (13/173, 7.5%), access control (12/173, 6.9%), email processing (10/173, 5.8%), logs (9/173, 5.2%), password (7/173, 4%), encryption (6/173, 3.5%), and health data storage (6/173, 3.5%) were identified to be commonly adopted in the legal requirements, as shown in Table 10.

Privacy Category

The privacy requirement categories that were realized in this work are shown in Table 11.

The areas that were mostly required by the legal instruments are consent (13/80, 16%), disclosure of health data (12/80, 15%), privacy by design (8/80, 10%), right to privacy (8/80, 10%), right of access (7/80, 9%), data protection (6/80, 8%), data processing (3/80, 4%) and punitive measures (3/80, 4%).

Discussion

Principal Findings

The main purpose of this study is to comprehensively identify, assess, and synthesize the appropriate legal requirements and security governance tools of information security to serve as a yardstick for modeling and analyzing health care security practices. A scoping review of these requirements was conducted to include various categories, as presented in Table 1. The most used categories identified in this study are listed in Table 12. For instance, among various types of laws that were identified in this study (Multimedia Appendix 1), the most used types of law are the policies, statutory law, regulations, and directives, as shown in Table 12.
Security Requirement Responsibility Level Distribution

As defined in Table 1, the responsibility level of the requirement is the level of user categories that take action to observe, enforce, implement, or comply with the security measure. Examples include management, end users, and all users. Management includes top-level staff, such as the chief executive officers (CEOs), directors, managers, and officers, who are responsible for implementing and observing health care security practices. All users include all employees, consultants, suppliers, and others with access to the health care system and with the responsibility to comply with security and privacy requirements. The end users’ level includes only those user categories that have access to the health care system with the purpose of accessing and performing specified tasks. Such users include nurses, doctors, pharmacies, record management, and patients’ EHRs for therapeutic reasons.

As shown in Multimedia Appendices 4 and 5, the management level was identified to be mostly responsible for information security and privacy requirements, followed by all users. This implies that in most information security and privacy requirement categories such as access control, password management, consent, and incident reporting, as outlined in Tables 10 and 11, the management level has more responsibility. The management user category includes the CEO, chief information officer, chief information security officer, all directors, and all managers responsible for formulating, designing, and implementing privacy and security policies for compliance [37]. The top-management user category, such as the CEO, chief information officer, and chief information security officer, is responsible for coming out with the information security governance requirement based on prevailing laws pertaining to information security. Directors and managers then ensure that the policies, guidelines, standards, and best practices are appropriately designed and implemented. They also need to create awareness and ensure that all personnel are adequately trained in these requirements. Essentially, impact assessments such as privacy and security are also conducted by the management. To ensure compliance, these policies need to be monitored and evaluated. Management, therefore, has a major proportion of responsibility because of all these broad activities being performed toward enhancing security.

In addition, the all users category consists of all employees such as the management level and end users including temporal workers and contractors who have the responsibility to enforce and comply with the requirements. The all users category of the level of responsibility involves requirements that need the attention of both management and end users. For instance, access control requires management to incorporate it into the development of systems. However, end users must also be responsible for their access control–related behaviors, including password management. The end users level includes those health care workers who are given access to a system based on their need to use that system for therapeutic purposes [61]. Examples include the end users of an EHR system. This group of users is mostly large in number but does not have an enormous number of responsibilities as compared with the management group, as shown in Multimedia Appendices 4 and 5.

Requirement Types (Security and Privacy)

A total of 2 kinds of measures were extracted from the legal documents in this study, namely, security and privacy requirements. The legal documents contain at least one of the two kinds of measures: privacy, security, or both. Furthermore, >1 requirement was found in some of the sources of the legal documents, and this resulted in more legal requirements compared with the number of identified sources, as shown in Table 9. After the identification and extraction process, 173 security requirements and 80 privacy requirements were identified, as shown in Multimedia Appendix 3. The findings indicate that there are more security requirements than privacy requirements identified in this study. The main reason is that many policies in Norway describe security requirements, as shown in Multimedia Appendix 1 and Table 4. Most of these policies were developed to address security requirements such as email use, crypto policy, password policy, and access control logging, which resulted in the number of security requirements surpassing the number of privacy requirements.

Law by Type

From Table 2, a total of 10 types of laws were identified in this study, including case law, charter, code of conduct, directives, guidelines, policies, and recommendations. Others include regulations, standards, and statutory law, of which the most used type of laws are policies (27/75, 36%), statutory law (16/75, 21%), regulations (13/75, 17%), directives (7/75, 9%), standards (4/75, 5%), and guidelines (4/75, 5%), as shown in Table 12. The standards that were identified are only from the EU and international levels with which Norway is bound to comply. In addition, none of the countries has standards as far as what we have collected. This could be due to the level of maturity of IT development in health care in each country. Finally, only a few
documents were categorized into case law, charter, recommendation, and code of conduct.

One of the most influential legal documents that covers almost every general aspect, as mentioned is the GDPR, as shown in Table 9, to which data controllers, data processors, and data subjects need to comply. It is worth mentioning that pursuant to the GDPR, “a data controller is a legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data,” whereas a data processor means a legal person, public authority, agency, or other body that processes personal data on behalf of the controller [107]. A data subject is any identified or identifiable person whose data are processed by the data processor. ISO 27001 provides a framework for managing security issues in health care including the measures covering information security policies, organization of information security, human resource security, asset management, media handling, access control, cryptography, physical and environmental security, operational security, communications security, system acquisition, development and maintenance, supplier relationships, and information security incident management through ISO 27799 [14]. Health care has extended needs in these areas, which is why ISO 27799 was developed for use in conjunction with ISO 27001. This provides room to address the security and privacy requirements that have not been fully covered in ISO 27001.

The widely used model, namely, the CIA triad, which is the balanced protection of CIA of data [108], is the foundation and basis of many laws and regulations including the GDPR, Recommendation CM/Rec (2019)2 of the Committee of Ministers to member states on the protection of health-related data, Directive 2009/136/EC amending Directive 2002/58/EC (Privacy Directive), Medical Device Regulation 2017/745 of EU, and Regulation 2014/910 (the eIDAS Regulation) at the EU level, as well as the Norwegian Personal Health Data Filing System Act, Act relating to the Processing of Personal Data, and Act relating to Patients’ Rights as shown in Table 9.

**Law by Country**

The legal documents were identified from 3 countries: Norway, Ghana, and Indonesia. Norway has the most legal documents for this study at 47% (35/75), whereas Ghana and Indonesia provide only 12% (9/75) and 15% (11/75) of the documents, respectively. The main reason Norway has far more relevant legal documents than the other 2 countries is that Norway has many policies that describe specific details on security and privacy requirements. Furthermore, we also identified some legal documents from the EU (17/75, 23%) and some international laws (3/75, 4%). Most EU documents are directives and regulations that should be adopted by EU members, including Norway. Meanwhile, the international laws include 2 ISOs and 1 statutory law, which should be adopted by all countries.

**Security and Privacy Policies in Norway, Ghana, and Indonesia**

The privacy requirements in this study focused on patients’ consent to the processing of their personal data and the processing and storage of medical records, as shown in Table 11. The requirements for processing personal information include that the data subjects must consent to the use of their data captured and collected in the first place [109]. Patients have the right to object to the processing of their personal health data (Norwegian Personal Health Data Filing System Act [110]) and are entitled to their information not to be disclosed to a third party without their consent [111]. The Health Research Act in Norway stipulates that more detailed requirements regarding consent must be informed, voluntary, express, and documented [112]. As for the processing of medical records, it is specifically stated in Indonesian laws that the medical data should be kept confidential by the management level to protect the patients and hospitals must protect archived physical records [106].

Security and privacy requirements in Norway, Ghana, and Indonesia all contain laws to protect the CIA of health care data. As shown in Multimedia Appendix 2, almost 46% (35/75) of the laws were developed by Norway, and most of the information security and privacy policies were developed by Norwegian health care facilities to meet the CIA requirements of health care data and information, as compared with Indonesia and Ghana. The variance could arise from various reasons, including advancement in the application of ICT in health care between European and African countries [113,114], and culturally related factors among the 3 countries. Norway is one of the countries in Europe that might have been more advanced in the use of ICT in health care than Ghana and Indonesia and have therefore adopted more legal requirements than Ghana and Indonesia. In addition, Norway is affiliated with the EU through the European Economic Area and is therefore bound to adopt the legal requirements, such as the GDPR and Network and Information Security Directive. In addition, EU countries, including Norway, are concerned with privacy [114]. This may have been one of the reasons for the adoption of more legal requirements to comprehensively enhance privacy and security measures.

**Framework**

On the basis of our findings on security requirements, we present a framework in this section to provide directions for future imperial research in health care security practices. The framework consists of comprehensive security practices (drawn from the security requirements) and categories of health care staff in health care information security practices. It also includes analysis methods, the actual measure of security practices in a typical hospital, a gap or security failures, and an incentivization module, as shown in Figures 2 and 3 and as described as follows:

- Comprehensive security requirements: these include both privacy and security requirements that have been identified in the legal and security governance requirements in this study, as shown in Tables 10 and 11. These requirements are to be observed by all categories of health care workers. These requirements serve as the benchmark to be complied with by all categories of health care staff.
- Categories of users: these include management, all users, and the end users of a typical hospital. These categories of
users must observe the required security practices at their respective levels, as shown in Figure 2.

- Analysis methods: in assessing health care security practices, various methods must be identified and used, as shown in Figure 2. These include a hybrid survey consisting of both qualitative and quantitative approaches [6,16-115]. Attack-defense simulation is when the investigator acts as the adversary to gain access to health care resources by using various techniques, including social engineering, brute-force attack, and SQL injection, depending on the goal of the attacker. Data analysis with machine learning can also be adopted to analyze logs of health care staff to determine abnormal access and maliciousness. The analysis method obtains inputs from the comprehensive required security and privacy practices fused with the various levels of health care staff user categories.

- In addition, health care staff have various characteristics that can be traced in the psychological-social and cultural contexts, social engineering, and access logs [16].
- These qualities also serve as input to the study approach.
- The actual measure of security practices was then determined from the assessment and compared with the required security and privacy practices.

Figure 2. Legal requirement framework.

Security failures are gaps or deltas in the security practices that are determined if, after assessment, the hospital is not able to fully comply with all the identified requirements. Security and privacy enhancement measures: security failures can be improved with security and privacy enhancement measures, such as incentive measures and improving on factors that influence security failures. For instance, health care staff can be treated with various incentivization measures to improve their security-conscious care behavior. The assessment can then be conducted to determine the effectiveness of the treatment.

Information security and privacy requirements change based on or assessed threats, thus requiring changes in various laws. Therefore, the framework is such that the study can always be repetitive, as shown in Figure 2, to assess and identify related security and privacy gaps among health care workers in their application of ICT in health care. In Figure 2, the framework implementation is simplified, and security requirements are identified for security and privacy behavior assessment. The findings were compared with the required security behavior. Identified gaps can always be improved through cybersecurity and privacy incentives.
Conclusions

Amidst various information security solutions, data breaches continue to increase, especially in the area of the health care staff information security practice. This has attracted research interest in modeling and assessing health care staff’s information security practices toward improving their security-conscious care behavior.

However, there is no holistic benchmark that serves as a yardstick in assessing health care information security practices comprehensively. To this end, we systematically reviewed information security requirements in health care in the context of legal requirements and information security governance tools for comprehensive security and privacy requirements in health care in Norway, Indonesia, and Ghana. Approximately 173 security requirements covering data processing, right of access, security by design, access control, email processing, logging, password, encryption, health care data storage, data processing officer, and so on were identified, as shown in Table 10.

In addition, approximately 80 privacy requirement categories were identified and included consent, disclosure of health data, privacy by design, right to privacy, right of access, data protection, data processing, personal data, and punitive measures, as shown in Table 11. On the basis of these findings,
a framework for modeling, analyzing, and developing effective security countermeasures, including incentivization measures, was developed, as shown in Figures 2 and 3. Following this framework, research results of health care security practices would be more reliable and effective than relying on incomprehensive security requirements. However, we observed some limitations that should be considered in future studies. For instance, there may be more standards in information security, but we focused on health care–related information security standards from the scientific papers that we searched for based on the scope we set. Therefore, it may not be an exhaustive list of information security standards. Although we have identified the requirements and practices, in this framework, our work has not taken measures to narrow down the gap between requirements and practices by way of a real implementation. This is another limitation, and will be the next step in future work.

Having postulated this, the framework must be implemented to assess its effectiveness for general use. This framework will serve as a guideline for assessing security practices in health care.
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Abstract

Background: The COVID-19 pandemic brought social, economic, and health impacts, requiring fast adaptation of health systems. Although information and communication technologies were essential for achieving this objective, the extent to which health systems incorporated this technology is unknown.

Objective: The aim of this study was to map the use of digital health strategies in primary health care worldwide and their impact on quality of care during the COVID-19 pandemic.

Methods: We performed a scoping review based on the Joanna Briggs Institute manual and guided by the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) Extension for Scoping Reviews. A systematic and comprehensive three-step search was performed in June and July 2021 in multidisciplinary health science databases and the gray literature. Data extraction and eligibility were performed by two authors independently and interpreted using thematic analysis.

Results: A total of 44 studies were included and six thematic groups were identified: characterization and geographic distribution of studies; nomenclatures of digital strategies adopted; types of information and communication technologies; characteristics of digital strategies in primary health care; impacts on quality of care; and benefits, limitations, and challenges of digital strategies in primary health care. The impacts on organization of quality of care were investigated by the majority of studies, demonstrating the strengthening of (1) continuity of care; (2) economic, social, geographical, time, and cultural accessibility; (3) coordination of care; (4) access; (5) integrality of care; (6) optimization of appointment time; (7) and efficiency. Negative impacts were also observed in the same dimensions, such as reduced access to services and increased inequity and unequal use of services offered, digital exclusion of part of the population, lack of planning for defining the role of professionals, disarticulation of actions with real needs of the population, fragile articulation between remote and face-to-face modalities, and unpreparedness of professionals to meet demands using digital technologies.

Conclusions: The results showed the positive and negative impacts of remote strategies on quality of care in primary care and the inability to take advantage of the potential of technologies. This may demonstrate differences in the organization of fast and urgent implementation of digital strategies in primary health care worldwide. Primary health care must strengthen its response...
capacity, expand the use of information and communication technologies, and manage challenges using scientific evidence since digital health is important and must be integrated into public service.

(JMIR Hum Factors 2022;9(2):e35380) doi:10.2196/35380

**KEYWORDS** digital health; telehealth; telemedicine; primary health care; quality of care; COVID-19; pandemic; science database; gray literature

**Introduction**

Quality in health care is a multidimensional concept related to how offered services increase the probability of desired health outcomes. Health care quality also permeates correct care at the right time and in a coordinated manner, responding to the needs and preferences of service users, and reducing damage and wasted resources through a continuous and dynamic process [1]. Quality of care approximate health services to the population and has three dimensions: technical (accuracy of actions and the way they are performed), interpersonal (social and psychological relationships between care providers and users), and organizational (conditions in which services are offered, including globalization and continuity of care, coverage, coordination of actions, access, and accessibility to services) [2-4].

The COVID-19 pandemic led to immediate and profound social, economic, and health impacts, and required fast adaptation of health systems focusing on quality. Health systems, particularly primary health care (PHC), were pushed to maintain care routines, which required changes to maintain access and continuous management of health problems. This was possible owing to the creativity and innovation of professionals and managers, who introduced or expanded the use of information and communication technology (ICT) in the critical initial phase of the pandemic, where lack of coordination has negatively influenced access to health care [5].

ICT use has digital health as a great exponent in remote care strategies. This term is historically addressed as telemedicine or telehealth, which refers to communication and interaction tools between health care professionals and patients that provide remote health services and care as alternative to face-to-face appointments [6-8].

The use of telephones to answer doubts of patients, videos or text messages through mobile apps, and social media are helpful strategies for expanding the scope of health care by enabling population access. ICT also reduces the distance between patients and health professionals (eg, rural areas lacking health professionals), and facilitates appointment scheduling and renewal of prescriptions, thereby changing the professional-patient relationship and expanding personal health management [6,7,9-11].

The COVID-19 pandemic became a catalyst for expanding ICT worldwide [12]. Although digital health was recommended by the World Health Organization (WHO) [13-15] to reduce geographic barriers, its use increased only during the pandemic to maintain or increase access to health care, fight the pandemic, minimize economic impacts, and enable continuity of remote care [16,17].

Technological evolution may accelerate health care and improve access in the context of public health preparedness and response to outbreaks and emergencies. Despite these advances, the pandemic was challenging for health systems, mainly due to the lack of integration of technologies [17,18]. Considering the relevance of the topic for health and the wide use of ICT in PHC during the pandemic, we sought to gather knowledge about the quality of PHC using digital technologies. Therefore, the aim of this study was to map the use of digital health strategies in PHC worldwide and their impact on quality of care in the context of the COVID-19 pandemic.

**Methods**

**Design**

This scoping review was performed based on the Joanna Briggs Institute (JBI) manual [19] and guided by PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-analyses Extension for Scoping Reviews) guidelines [20]. We also followed the steps proposed by Arksey and O’Malley [21] and Levac et al [22]: formulation of research questions, identification of relevant studies, study selection, data extraction and coding, analysis and interpretation of results, and consultation with stakeholders.

**Ethics Approval**

The study was approved by the research ethics committee of the Faculty of Health Sciences of Trairí, Federal University of Rio Grande do Norte (CAAE: 47473121.3.0000.5568), and direct participation of participants involved in the study occurred only during consultation with stakeholders. The methodology used was previously reported in a protocol [23]. The term “telemedicine” used in the protocol [23] was replaced by “digital health” in this scoping review since it was considered to be more appropriate to reflect the broad scope of the study.

**Formulation of Research Questions**

Study questions were defined by consensus among the authors and were formulated using the PCC (Population, Concept, and Context) mnemonic and the respective results of interest [19]: (1) Which countries used digital health in PHC in response to the COVID-19 pandemic? (2) What options of ICT were used in PHC in the context of the COVID-19 pandemic? (3) What is the impact of digital health on quality of health care delivery in PHC in the context of the COVID-19 pandemic?

**Identification of Relevant Studies**

The following multidisciplinary health science databases were searched for relevant articles: MEDLINE/PubMed, Scopus, Web of Science, CINAHL, Embase, and LILACS. For gray literature, we consulted Google Scholar, WHO Global Research

The following types of studies and documents that addressed the research questions, focused on the use of remote strategies in PHC during the COVID-19 pandemic, and were available in full text were included: primary studies with quantitative, qualitative, or a mixed approach; experience reports; case reports; intervention studies; preprints; guidelines; manuals; reports; and government documents. No date or language filters were applied. Duplicate studies, protocols, literature reviews, opinion letters, and editorials were excluded.

**Study Selection**

The search was performed between June 14 and July 14, 2021, using a three-step search strategy [24]: (1) exploratory search in two databases to identify descriptors and keywords, followed by construction of the search strategy, which was improved by a librarian using the Extraction, Conversion, Combination, Construction, and Use model [25]; (2) definition and search in all databases; and (3) manual search for additional sources in references of selected studies. The detailed search strategies are presented in Multimedia Appendix 1.

Study selection followed the PRISMA steps [26]: identification, screening, eligibility, and inclusion. A pilot study was independently conducted by two authors (CRDVS and RHL) using Rayyan software [27] to verify blinding, exclusion of duplicates, and selection of studies by titles and abstracts. Subsequently, full texts and reference lists of included studies were analyzed. For studies that did not meet inclusion criteria, a third author (SACU) was consulted.

**Data Extraction and Coding**

Data extraction and coding ensured the consistency and reliability of results. Two authors (CRDVS and RHL) independently extracted all relevant data using an extraction form based on the JBI template [24], which was adapted by the authors, containing the following information: characterization of studies (first author, year, journal, country, type of study, participants); names of digital strategies adopted; types of ICT; characteristics of digital strategies in PHC; impacts on quality of care; and benefits, limitations, and challenges of digital strategies in PHC.

The database was organized in a Microsoft Excel 2016 spreadsheet and is provided for consultation in Multimedia Appendix 2.

**Analysis and Interpretation of Results**

Data were analyzed qualitatively (narrative analysis) and quantitatively (absolute and relative frequencies). Thematic analysis [28] was structured based on familiarization with data, generation of initial codes, search for topics, review of topics, definition and naming of topics, and implications of studies. Results and narrative analyses are reported in tables and figures.

**Consultation With Stakeholders**

Results of this review were presented to five stakeholders (ie, researchers with experience in digital health, ICT in health, and PHC) to fulfill the following objectives recommended by Levac et al [22]: preliminary sharing of study findings, considered a mechanism for transferring and exchanging knowledge, and development of effective dissemination strategies and ideas for future studies. The form questions are provided in Multimedia Appendix 3.

**Results**

**Included Studies**

A total of 2179 publications were identified (1692 peer-reviewed articles and 487 gray literature documents). After excluding duplicates, analysis of titles and abstracts, and full-text reading, 38 studies were included. The manual search of reference lists added 6 studies, resulting in a total of 44 publications for analysis (Figure 1). All included studies demonstrated the impacts of remote strategies on quality of care in PHC in the context of COVID-19.
Characterization and Geographic Distribution of Studies

The studies included were mostly published during 2021 (28/44, 64%). Among the 44 articles, 27 (61%) used a cross-sectional design, 6 (14%) used qualitative investigation, 6 (14%) used mixed methods, 2 (5%) were cohort studies, 1 (2%) was an experience report, 1 (2%) was a case report, and 1 (2%) was an intervention study. The sample consisted mainly of patients (n=19, 43%), health professionals (n=13, 30%), medical or consultation records (n=9, 21%), and documented interviews with patients or health professionals (n=3, 7%).

The studies covered 18 countries that used digital strategies in PHC: 18 studies were performed in North America (United States [29-43] and Canada [44-46]), 4 studies were performed in South America (Brazil [47-50]), 14 studies were performed in Europe (England [51-53], United Kingdom [54,55], Spain [56,57], Belgium [58,59], Norway [60], Portugal [61], Romania [62], Germany [63], and Poland [64]), four studies were performed in Asia (Israel [65], Oman [66], Saudi Arabia [67], and Iran [68]), and four studies were performed in Oceania (Australia [69-71] and New Zealand [72]). The characteristics of studies and distribution of countries that used digital strategies in PHC are described in Table 1 and Figure 2, respectively.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Source</th>
<th>Country</th>
<th>Study design</th>
<th>Participants/sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexander et al [29]</td>
<td>JAMA Network Open</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>National audit of consultations (n=117.9 million)</td>
</tr>
<tr>
<td>Schweiberger et al [30]</td>
<td>Journal of Medical Internet Research</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Electronic medical records (n=45) and physicians (n=121)</td>
</tr>
<tr>
<td>Olayiwola et al [31]</td>
<td>JMIR Public Health Surveillance</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Consultation records (n=3617)</td>
</tr>
<tr>
<td>Athery et al [32]</td>
<td>JMIR Public Health Surveillance</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Patients (n=1694)</td>
</tr>
<tr>
<td>Judson et al [33]</td>
<td>Journal of the American Medical Informatics Association</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Consultation records (n=1129)</td>
</tr>
<tr>
<td>Mills et al [34]</td>
<td>Journal of the American Health Association</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Patients (n=587)</td>
</tr>
<tr>
<td>Adepoju et al [36]</td>
<td>Journal of Health Care for the Poor and Underserved</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Health workers (n=1344)</td>
</tr>
<tr>
<td>Ritchie et al [37]</td>
<td>Journal of the American Medical Directors Association</td>
<td>United States</td>
<td>Mixed methods</td>
<td>Health workers (n=79)</td>
</tr>
<tr>
<td>Drerup et al [38]</td>
<td>Telemedicine Journal and e-Health</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Patients (n=65)</td>
</tr>
<tr>
<td>Chang et al [40]</td>
<td>Milbank Quarterly</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Health workers (n=918)</td>
</tr>
<tr>
<td>Thies et al [41]</td>
<td>Journal of Primary Care &amp; Community Health</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Health workers (n=655)</td>
</tr>
<tr>
<td>Godfrey et al [42]</td>
<td>Contraception</td>
<td>United States</td>
<td>Cross-sectional</td>
<td>Medical records (n=534)</td>
</tr>
<tr>
<td>Juarez-Reyes et al [43]</td>
<td>Therapeutic Advances in Chronic Disease</td>
<td>United States</td>
<td>Qualitative investigation</td>
<td>Patients (n=6)</td>
</tr>
<tr>
<td>Bui et al [44]</td>
<td>Hamilton Family Health Team</td>
<td>Canada</td>
<td>Cross-sectional</td>
<td>Clinicians (n=126) and nurses (n=6)</td>
</tr>
<tr>
<td>Mohammed et al [45]</td>
<td>PLoS One</td>
<td>Canada</td>
<td>Cross-sectional</td>
<td>Clinicians (n=163) and nurses (n=37)</td>
</tr>
<tr>
<td>Donnelly et al [46]</td>
<td>BMC Family Practice</td>
<td>Canada</td>
<td>Mixed methods</td>
<td>Health workers (n=473)</td>
</tr>
<tr>
<td>Castro et al [47]</td>
<td>Revista Brasileira de Medicina da Familia e da Comunidade</td>
<td>Brazil</td>
<td>Cross-sectional</td>
<td>Consultation records (n=329)</td>
</tr>
<tr>
<td>Diner et al [48]</td>
<td>CoDAS</td>
<td>Brazil</td>
<td>Experience report</td>
<td>Consultation records (n=17)</td>
</tr>
<tr>
<td>Queiroz et al [49]</td>
<td>Acta Diabetologica</td>
<td>Brazil</td>
<td>Cohort</td>
<td>Patients (n=627)</td>
</tr>
<tr>
<td>Silva et al [50]</td>
<td>Ciência e Saúde Coletiva</td>
<td>Brazil</td>
<td>Cross-sectional</td>
<td>Clinicians and nurses (n=7054)</td>
</tr>
<tr>
<td>Sahni et al [51]</td>
<td>Cureus</td>
<td>England</td>
<td>Cross-sectional</td>
<td>Clinicians (n=312)</td>
</tr>
<tr>
<td>Leung et al [52]</td>
<td>BMJ Open Quality</td>
<td>England</td>
<td>Intervention study</td>
<td>Patients (n=12)</td>
</tr>
<tr>
<td>Tuijt et al [53]</td>
<td>British Journal of General Practice</td>
<td>England</td>
<td>Qualitative investigation</td>
<td>Patients (n=30) and caregivers (n=31)</td>
</tr>
<tr>
<td>Salisbury et al [54]</td>
<td>Journal of Medical Internet Research</td>
<td>United Kingdom</td>
<td>Mixed methods</td>
<td>Patients (n=1452) and health workers (n=12)</td>
</tr>
<tr>
<td>Murphy et al [55]</td>
<td>British Journal of General Practice</td>
<td>United Kingdom</td>
<td>Mixed methods</td>
<td>Medical records (n=350,966) and health workers (n=87)</td>
</tr>
<tr>
<td>Llamosas et al [56]</td>
<td>Physiotherapy</td>
<td>Spain</td>
<td>Case report</td>
<td>Patient (n=1)</td>
</tr>
<tr>
<td>Coronado-Vázquez et al [57]</td>
<td>Journal of Personalized Medicine</td>
<td>Spain</td>
<td>Cohort</td>
<td>Patients (n=166)</td>
</tr>
<tr>
<td>Morreel et al [58]</td>
<td>PLoS One</td>
<td>Belgium</td>
<td>Cross-sectional</td>
<td>Home visit records (n=15,655)</td>
</tr>
<tr>
<td>Verhoeven et al [59]</td>
<td>BMJ Open</td>
<td>Belgium</td>
<td>Qualitative investigation</td>
<td>Patients (n=132)</td>
</tr>
<tr>
<td>Reference</td>
<td>Source</td>
<td>Country</td>
<td>Study design</td>
<td>Participants/sample</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------------------------------------</td>
<td>-----------------</td>
<td>----------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Johnsen et al [60]</td>
<td>Journal of Medical Internet Research</td>
<td>Norway</td>
<td>Cross-sectional</td>
<td>Clinicians (n=1237)</td>
</tr>
<tr>
<td>Lapão et al [61]</td>
<td>Journal of Medical Internet Research</td>
<td>Portugal</td>
<td>Mixed methods</td>
<td>Patients (n=35)</td>
</tr>
<tr>
<td>Mueller et al [63]</td>
<td>JMIR Medical Informatics</td>
<td>Germany</td>
<td>Qualitative investigation</td>
<td>Patients (n=20)</td>
</tr>
<tr>
<td>Kludacz-Alessandri et al [64]</td>
<td>PLoS One</td>
<td>Poland</td>
<td>Cross-sectional</td>
<td>Patients (n=100)</td>
</tr>
<tr>
<td>Zeltzer et al [65]</td>
<td>National Bureau of Economic Research (NBER)/NBER Working Paper Series</td>
<td>Israel</td>
<td>Cross-sectional</td>
<td>Records from clinicians (n=4293) and patients (n=3.7 million)</td>
</tr>
<tr>
<td>Hasani et al [66]</td>
<td>Journal of Primary Care &amp; Community Health</td>
<td>Oman</td>
<td>Qualitative investigation</td>
<td>Clinicians (n=22)</td>
</tr>
<tr>
<td>Alharbi et al [67]</td>
<td>Journal of Family and Community Medicine</td>
<td>Saudi Arabia</td>
<td>Cross-sectional</td>
<td>Patients (n=439)</td>
</tr>
<tr>
<td>Jannati et al [68]</td>
<td>International Journal of Medical Informatics</td>
<td>Iran</td>
<td>Cross-sectional</td>
<td>Patients (n=400)</td>
</tr>
<tr>
<td>Isautier et al [69]</td>
<td>Journal of Medical Internet Research</td>
<td>Australia</td>
<td>Cross-sectional</td>
<td>Patients (n=596)</td>
</tr>
<tr>
<td>Javanparast et al [70]</td>
<td>BMC Family Practice</td>
<td>Australia</td>
<td>Qualitative investigation</td>
<td>Patients (n=30)</td>
</tr>
<tr>
<td>Ervin et al [71]</td>
<td>Australian Journal of Primary Health</td>
<td>Australia</td>
<td>Cross-sectional</td>
<td>Clinicians (n=24)</td>
</tr>
<tr>
<td>Imlach et al [72]</td>
<td>BMC Family Practice</td>
<td>New Zealand</td>
<td>Mixed methods</td>
<td>Patients (n=1010)</td>
</tr>
</tbody>
</table>

**Figure 2.** Distribution of countries that used digital strategies in primary health care. Numbers represent the number of studies performed in each country.

**Nomenclatures of Adopted Digital Strategies**

Nomenclatures regarding remote care strategies varied considerably among studies, with the terms “telehealth” [30,33,36,44,45,54,55,60,63,64,67-69,72] and “telemedicine” [29,31,32,38,39,46,47,51,59,61,63,69,71] being the most frequent. The following terms were also mentioned: teleconsultation [40,58,71], virtual visit [41,48,58], virtual health/eHealth [35,51], remote consultation [37,50,56,65], electronic consultation [35,62], telephone follow-up [35,66], video visit [35,70], video consultation [34,49], online consultation [69], virtual care [53], web-based video consultation [69], digital monitoring [72], nonpresental consultation [52],...
and remote self-monitoring [43]. Figure 3 shows the word cloud representing the most commonly used nomenclatures.

**Figure 3.** Word cloud with nomenclatures used to refer to digital strategies in primary health care.

### Types of ICT Employed

A total of 39 of the 44 studies (89%) mentioned the types of ICT used in PHC. Telephone calls had the highest number of records (29/39, 74%) [30,31,33-38,40,44-48, 50,52,53,55-60,62,65,66,69,70,72], followed by video calls (25/39, 64%) [30,31,33-41,43-48,55,60,62-65,69,72], patient portal (11/39, 28%) [31,33,35-37,40,42,44,48,61,72], smartphone apps (5/39, 13%) [44,49,52,54,68], text messages (3/39, 8%) [35,46,60], email (3/39, 8%) [46,62,72], electronic medical record (2/39, 5%) [31,72], and social networks (1/39, 3%) [46]. We highlight that many studies used more than one type of technology, mainly phone and video calls.

Moreover, the following electronic platforms and apps were used to conduct services: WhatsApp, Updox, Epic MyChart, Doximity, Facetime, Skype, Zoom, Telegram, iCARE-DATA, Babylon GP at Hand (BGPaH), EyercCloud, DJRiq, Aid Access, Telus PS Suite, eVisit Ontario Telemedicine Network, and Multimorbidity Management Health Information System (METHIS).

### Characteristics of Digital Strategies in PHC

We analyzed the target audience, professionals involved, direction, synchronicity, and modality and model of actions in PHC (Figure 4).

Actions were mostly directed to the general public (ie, any health status or characteristic) [29,31,32,34-36,38,40-42, 44,46,48,49,51,53,55,56,58-60,63,67,71]. Regarding professionals who conducted the actions, the majority were clinicians [29-31, 34, 36-38, 42, 44-46, 49-51, 54, 55, 57, 58, 60, 63-66, 69, 71, 72] and nurses [35,39,41,43,47,48,56,70,72]. Actions were directed toward people with and without COVID-19 [31,32,34,36,38,40,42, 44,49,51,53-56,58-63, 65,67,68,70-72]. Synchronous interaction [31-33, 40,42,44-46,51,52,54,63-66,68,70,71] was the most frequently reported interaction type. The clinical modality was the most commonly reported [29-31, 33, 36-38, 40-46, 48-52, 54, 58-60, 63, 65-67, 69, 71, 72], referring to the following actions: consultations, renewal of medical prescriptions, exams, screening, monitoring, diagnosis, management of chronic conditions, referrals, clinical self-monitoring, and risk classification. Remote consultation associated with in-person actions was the most prevalent model [29-32,34-38,40,42-46,49,51,53,54,56,57,60-64,67].
Impacts on Quality of Care

Studies reported the impacts of remote strategies on technical, interpersonal, or organizational dimensions of quality of care. Positive impacts were highlighted in 19 of the 44 (43%) studies [31,33,34,38,41,42,45,47-50,52,56,57,60,62,64,65,70], negative impacts were mentioned in 6 (14%) studies [36,40,51,53,63,69], and positive and negative impacts were mentioned in 19 (43%) studies [29, 30, 32, 35, 37, 39, 43, 44, 46, 54, 55, 58, 59, 61, 66-68, 71, 72].

Textbox 1 summarizes the positive and negative impacts on dimensions of quality of care evidenced in the studies.
Textbox 1. Impacts on dimensions of quality of care.

**Technical dimension**

*Positive impacts*

- Security in care provision [31,33,35,37,38,42,43,46,49,52,55,57-59,61,64,66,67,71,72]
- Technical quality of information and communication technology [31,34,49,52,57,60,62,68]
- Technical accuracy [42,44,47,49,52,58,67]
- Resolvability [33,35,43,55,64,72]
- Support for clinical decision-making [50,65]
- Reliability [64,68]
- Utility [30]
- Attendance [56]
- Privacy [31]

*Negative impacts*

- Technical inaccuracy/inaccuracy [36,37,46,53,55,59,61,69,72]
- Low quality of consultations [33,36,51,63,69]
- Lack of assessment of vital signs and physical exams [29,59,63,69]
- Selective resolvability [39,40,53,54]
- Insecurity of data privacy [36,54,61,67]
- Discrepancy between professional conduct [66]

**Interpersonal dimension**

*Positive impacts*

- Trust and bond with professionals improved adherence [43,47,48,65,67,68,70,72]
- Ease loneliness [39,46,52,59,64,70,72]
- Professional respect [31,42,43,64,68]
- Active listening [38,47,59]
- Positive interpersonal communication [38,41,64]
- Humanization of care [31]

*Negative impacts*

- Loss of nonverbal communication; lack of eye contact or touch [36,43,53,55,59,68,69,72]
- Interpersonal communication hampered by technology, speed of consultation, or memory difficulties of patients [39,40,53,59,69]
- Great emotional burden and stress [40,55]
- Fear of not being resolutive compared with face-to-face modality; insecurity [35,37]

**Organizational domain**

*Positive impacts*

- Continuous care [32-34,38,39,42,43,47,48,54-57,59,60,65,67,68,70]
- Economic, social, geographical, time, and cultural accessibility [29,31,34,38,42,54,55,57,67,70-72]
- Coordination of care [31,33,34,47,49,50,52,57-59,64]
- Access [42,43,45-47,54,58,65,72]
- Integrality of care [31,38,42,57,67,71]
- Optimization of consultation time [15,38,43,52,55,61,64]
- Economic efficiency [33,38,52,57,64]
- Organization of the work process [31,41,64]
- Increased demand for assistance [38,64,72]
- Planning of quality improvement [31,41]
- User-friendly technologies [33]
- Community engagement [37]

Negative impacts

- Reduced access; evidence of inequity [32,35-37,39,40,54,55,59,69]
- Reduced integrity of care [36,37,40,46,53,54,59,69]
- Digital exclusion [35-37,39,40,54,68,69]
- Lack of planning in defining the role of the team; disarticulation between actions and needs of the population [37,46,53,55,59,69,71]
- Reduced training of professionals using information and communication technology [37,53,54,59,61,69]
- Reduced continuity of care [30,36,40,54,58]
- Reduced coordination of care; fragile remote-presential articulation [37,46,54,55,68]
- Lack of professionals; high turnover [37,54,59]
- Reduced accessibility [30,32,53]
- Lack of support in internet technologies [36,69,71]
- Reduced active search in the community [53]

Benefits, Limitations, and Challenges of Digital Strategies in PHC

The following benefits of digital strategies in PHC were highlighted in the studies: (1) acceptability and patient satisfaction [29,31,34,36,38,43-45,47,52,54,56-58,62-64,67,68]; (2) great possibility of sustainability in the post-pandemic period [31,32,38,40,43,54,55,58,62,64,68-72]; (3) increased frequency of people seeking care in PHC, especially in remote areas with difficult access and little face-to-face demand [29,34-36,41,46,49,50,53,55,59,70-72]; (4) great safety against COVID-19 transmission [33,35,38,42,47,54,55,57-59,61,66,71,72]; (5) time and cost savings due to geographic displacements [33,34,36,38,43,49,55,63,68,70,72]; (6) organization of work process and scheduling of face-to-face and remote demands [31,39,41,47,48,53,54,63]; (7) faster service [33,52-54,61,66-68]; (8) reduced need for referrals to secondary care and hospitalizations [33,35,44,50,52,57,65]; (9) great comfort and practicality [34,36,42,43,68,72]; (10) optimization of training, meetings, and education of professionals [31,33,41,49,59]; (11) opportunity to be present in patients’ lives, which benefits emotional health [30,32,43,44]; (12) fast home screening in cases of clinical changes [31,44,57]; (13) better communication with patients [46,64]; (14) great facility of use of technological tools and opportunity to overcome technological limitations [52,64]; (15) advantage of video calls over other tools [39,63]; (16) possibility of choosing the attendance modality [54]; (17) anonymity in situations that generate stigma, such as abortion care [42]; and (18) increased possibility of contacting inaccessible patients [61].

Conversely, the following limitations and challenges of digital strategies in PHC were identified: (1) difficulty in accessing internet, poor connectivity, digital divide (ie, more people with access to telephones and less to video calls) or digital desert (ie, people without access to technologies) [32-36,38-40,42,45-47,54,55,59,64,67,68,72]; (2) increased need for training professionals and the population regarding digital health [36,37,39-41,44-47,50,51,55,59,61,66,69-71]; (3) great diagnostic imprecision and professional misconduct due to absence of physical examinations [39,43,52,54-56,59-61,65,68,69,72]; (4) inconsistent platforms, with errors in data storage, limited resources, or both [31,33,38,41,43,45,58,60,64,68,71]; (5) difficult communication with the elderly, children, and people with disabilities or dementia [37-39,46,48,53,55,59,69]; (6) lack of planning regarding management of services [40,41,46,52,54,55,61,71]; (7) uncertainty about privacy and confidentiality of personal data [35,36,41,61,63,66,67]; (8) rapid implementation of remote services without prior guarantee of equitable access [30,42,55,63,71,72]; (9) poor support from information technology professionals [31,36,41,43,66,71]; (10) great need for good articulation between remote and face-to-face modalities to meet demands [39,40,46,63,70]; (11) mental stress in health workers [37,43,46,55,59]; (12) lack of health professionals, high turnover of professionals, or both [37,54,57,59,67]; (13) possible increase of chronic conditions (eg, certain groups of people who stopped seeking services) and side effects due to excessive self-medication [53,55,58,59]; (14) telephone calls are used but not resolutive [34,35,53,64]; (15) low acceptability of professionals toward new remote workflows [46,51,55]; (16) difficult clinical monitoring of patients at home [51,57,64]; (17) difficulty regarding early identification of more complex health demands [31,59,69]; (18) delayed administrative tasks of health teams due to increased care demands [47,59]; (19) fast and urgent care [53,54]; (20) difficult articulation between professionals to meet more complex demands [44,54]; (21) difficulty regarding referral to other services [46]; (22) poor resolution in situations of risk at home (ie, domestic violence) [72]; (23) reduced supply of services [32]; and (24) difficulty in long-term follow-up of patients [49].
Discussion

Main Findings and Relation to Existing Literature

This scoping review demonstrated that the COVID-19 pandemic impacted health care in PHC worldwide (ie, fast implementation or increased use of remote care strategies or both) to mitigate the pandemic and ensure continuity of activities [73]. Various terms to refer to remote strategies were found in the literature [8,74]. Beyond concepts, technologies and tools are important components for health care systems, supporting the interaction among health care professionals or between health care professionals and patients [9]. The WHO [13,14] suggests telemedicine or telehealth to define distance care using ICT, whose purpose is to provide health care services in situations where distance or geographic barriers hinder the provision of care. Recently, “digital health” was introduced as an umbrella term, covering the use of electronic and mobile technologies (eg, advanced computer science, artificial intelligence, and big data) to support health and emerging health care areas [75].

The WHO and others [75,76] highlight the importance of digital technologies for achieving sustainable development goals and the advance of universal health coverage as opportunities to face challenges of health systems (ie, delayed provision of care, and reduced demand, adherence, and geographic accessibility) and increase coverage, accessibility, and quality of actions.

Telephone and video consultations are efficient tools for offering digital health [77,78]. Although telephone may increase follow-up contact and is more accessible than tools that require an internet connection, the assessment of severity and health status is compromised due to the absence of eye contact [79].

Telephone and audio consultations were recognized as telehealth modalities during the COVID-19 pandemic to support social distancing [80]. Although video consultations were rare in many locations before the pandemic [77], they are superior to phone calls, mainly due to eye contact and better communication for building bonds. Nevertheless, technical problems are more frequent when using digital strategies, and people need a stable connection to the internet, which may raise questions about the relationship between equity and the type of technology used [81-84]. For greater benefits, the literature indicates that the use of technology should be simple, with local workflows, convenient for users, offer advantages over face-to-face consultations [76,85,86], and complement other existing technologies.

Results of this study corroborate with those of Breton et al [87], in which phone calls and video calls were identified as the most frequently used remote technologies, especially in the first months of the pandemic. We highlight that communication between health services users and professionals, mainly regarding platforms that ensure safety and reliability in the context of health care [88], is an important measure to be adopted due to the increased offer of newly developed applications.

The results of this scoping review also revealed the positive and negative impacts of remote strategies on quality of care in PHC worldwide, suggesting different types of organization (eg, fast or urgent implementation) of digital strategies. Safe offer of care, technical quality and accuracy, and resolvability were the positive impacts most frequently reported in the technical dimension. By contrast, technical inaccuracy or imprecision, consultations with poor quality, lack of detailed physical examination, and selective solving of problems were also observed.

The interpersonal dimension was characterized by trust and bond with professionals that facilitated adherence to technologies, increased the possibility of talking to someone, alleviated loneliness caused by isolation, and improved respect between professionals and patients. From another perspective, we also found loss of nonverbal communication, lack of physical contact, difficult communication aggravated by technologies, and negative and stressful emotional load among professionals as negative impacts.

The impacts in the organizational dimension were the most frequently identified in the included studies, which strengthened continuity of care; economic, social, geographical, time, and cultural accessibility; coordination of care; access; integrity of care; and optimization of appointment time and efficiency. Negative impacts were also observed in this dimension, such as reduced access to services, inequity, and unequal use of services offered; digital exclusion of part of the population due to lack of technologies, connectivity, or knowledge regarding use; reduced integrity of care; lack of planning for defining the role of professionals; disarticulation of actions with real needs of the population; impaired continuity of care; reduced coordination of care; fragile articulation between remote and face-to-face modalities; and unpreparedness of professionals to meet demands mediated by ICT.

One study [89] that verified how the pandemic impacted primary care services suggested digital health as an inflection point for PHC and the only alternative for restructuring the workflow of health care providers during the pandemic. The latter may have also contributed to the impaired quality of health care, especially for the elderly and people with preexisting health conditions (ie, psychological problems, addictions, or victims of domestic violence).

Issues limiting technological barriers and ethics in the use of information might be linked to work organization, health financing, and lack of familiarity of professionals and patients [6]. When properly available, patients considered digital health to be satisfactory and safe, and felt comfortable when trusting relationships with professionals and person-centered practices were present.

In PHC, preexisting virtual solutions to COVID-19 served as opportunities to support public health responses in combating the pandemic and minimizing the risk of exposure [90-93]. The adaptation of health systems based on PHC and training of professionals regarding the use of digital tools to fulfill clinical responsibilities, which previously required face-to-face contact, were also useful [90]. Studies also highlighted the relevance of digital strategies in preventive and health promotion actions, such as remote monitoring of clinical signs; management of chronic diseases and medication; and guidance on healthy lifestyle, exercises, and eating habits [94,95].
Studies conducted before the COVID-19 pandemic demonstrated the importance of digital health in expanding access in PHC [82,96,97], even though face-to-face care was preferred [98]. Positive experiences were associated with planning according to the health needs of the population [99-101], whereas health professionals complained about insufficient remuneration, unavailability of technologies, and lack of standardization [102,103]. Based on these prepandemic experiences, digital strategies in PHC were an option to mitigate barriers and increase access for hard-to-reach populations. During periods of greater restriction and social isolation due to the COVID-19 pandemic, the reality of virtual assistance was extrapolated beyond populations with difficulties in accessing services. This fact allowed us to observe different results regarding the strengthening of digital health or predominance of persistent problems that depended on decision-making factors of governance to provide broad coverage of technologies (complementary or alternative) to populations. In fact, in most situations, digital health was adopted without the support of a national strategy.

The results of this study emphasize the benefits, limitations, and challenges of remote strategies in PHC, offering lessons during a global public health crisis. In this sense, quality of care in PHC can still be improved with consolidation and advances in digital health.

Implications for Practice and Research

According to the Pan American Health Organization [104], ICTs are essential to increase access of citizens to high-quality PHC, regardless of their distance from large urban centers. Technologies are becoming the primary method in which people, governments, and health institutions work, communicate, and generate and exchange knowledge. In this context, we must reflect on how remote technologies and strategies can support and strengthen essential characteristics of PHC, since this is the first point of contact for people, and offers comprehensive, accessible, and community-based health care. PHC also offers health promotion and prevention, treatment of acute and infectious diseases, control of chronic diseases, palliative care, and rehabilitation to individuals, families, and communities [105].

This study demonstrates that the fast transition and expansion of digital health impacted access and quality of care in PHC worldwide, even considering that health needs, policies, management, and financing differ between countries. PHC must take advantage of the lessons learned from the COVID-19 pandemic, strengthen its response capacity, balance the offer of new modalities of care with expanded use of technologies, and be more equitable and accessible. In contrast, equity of health care supply is beyond the power of action of health professionals or management of local services, since it is a larger and structural problem that depends on the integrated actions and engagement of public and social policies.

PHC services must be aligned with the needs and satisfaction of the population, while efforts must be made to perform self-assessments and improve quality of in-person and remote processes. Planning and intersectoral articulation at the management level, along with investment in financial and human resources are essential to improve the cost-effectiveness of remote care. Furthermore, technical and operational infrastructure is imperative for using technologies, strengthening security and protection of the patients and professional data.

Services and actions exceeding needs increase costs and do not improve results regarding patient-centered care and needs [106,107]. Moreover, health outcomes are worse, and costs are high when care is not based on the needs of the population. For digital health strategies in PHC, Lillrank et al [108] recommend planning actions by homogeneous groups with similar health needs, and organizing the supply of care considering demand, severity, and duration of needs, according to demand and supply–based operating modes. This organization could also facilitate continuity of care and optimize the work process using remote strategies.

The identification of gaps in the literature is expected in scoping reviews. As the COVID-19 pandemic changed the provision of services at all levels of care worldwide (eg, expansion of remote care strategies), directions for future research are challenging because the long-term impacts are unknown. Based on the observations from this scoping review, we recommend the following primary studies focused on remote strategies in PHC, especially in countries that have not yet investigated the topics discussed here: (1) assess implementation and differences between health systems (either public and private or with different forms of management and financing) based on the principles of universality and universal coverage; (2) assess the effectiveness and safety of remote strategies between users, professionals, and health managers; (3) monitor the impacts of remote strategies on quality of care and investigate how to enhance quality; and (4) perform intervention studies to investigate innovative strategies or approaches to improve clinical practice. Moreover, systematic reviews with meta-analysis could be performed to (1) assess the impact of remote strategies on clinical outcomes in vulnerable populations and (2) follow-up of patients with COVID-19 complications using ICT.

Consultation With Stakeholders

In the consultation stage, stakeholders were asked about ideas for future research, applicability of the results, and dissemination strategies. From the perspective of the participants, this scoping review can stimulate development agencies to finance ICT in PHC; reflect on cost-effectiveness of digital health to achieve greater adherence to therapeutic plans, reduce disease transmission, and prevent injuries; demonstrate the benefits of using digital health for monitoring indicators, goals, and indices in PHC, and for health surveillance; and support health professionals with lessons learned for improving care in remote mode.

Regarding the possibilities of disseminating the results, the following suggestions were discussed: scientific dissemination (indexed journals, conferences, and workshops); disclosure by health secretariats; creation of networks with interested social agents; linking of agents to research groups to approximate academia from health services and the general population; meetings and debates with local and national health managers; and adaptation of dissemination of results according to the local
culture, choosing the most accessible means of communication (ie, social networks).

When asked about ideas for future research, the following were suggested: action research with health managers and professionals focusing on solutions for digital inclusion of vulnerable populations; sectorial studies inserted in PHC (eg, sectional and intervention research designs regarding digital pharmaceutical and oral health care industries); studies investigating the acceptability of remote strategies by specific groups and its associated factors (eg, age, gender, socioeconomic status, preexisting health conditions, and beliefs); and long-term follow-up of patients using remote monitoring in PHC.

Strengths and Limitations
This scoping review is the first to broadly map evidence regarding the use of remote strategies in PHC and its impacts on quality of care in the context of COVID-19. The study met the criteria for scoping reviews [24,109], and followed methodological references, checklists, and published protocols [23].

We did not conduct a meta-analysis [23] or assess the quality of studies. However, these steps are not essential due to the exploratory and descriptive nature of a scoping review. The search was performed to retrieve the highest number of publications regarding the topic, rather than focusing on studies with the highest standards of scientific rigor. Even though databases for peer-reviewed publications and gray literature were included with no filter limits and a high-sensitivity search strategy was performed, we do not know to what extent relevant studies and important databases were included.

Conclusion
This review provides information on the use of digital strategies in PHC and its impacts on quality of care during the COVID-19 pandemic. Confronting a public health situation of such proportion sheds light on realities that were not as evident previously. Given the importance of digital health in the current global health situation and the possibility of integrating and advancing this strategy after the pandemic, primary care must strengthen its response capacity, expand ICT use, and manage challenges using scientific evidence.

The number of digital health initiatives launched worldwide without a scientific basis during the pandemic had its foundation in the health crisis. Digital health needs to be improved and expanded to strengthen primary care and health systems.
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Abstract

Background: Remote patient monitoring (RPM) interventions are being increasingly implemented in health care environments, given their benefits for different stakeholders. However, the effects of these interventions on the workflow of clinical staff are not always considered in RPM research and practice.

Objective: This review explored how contemporary RPM interventions affect clinical staff and their workflows in perioperative settings.

Methods: We conducted a scoping review of recent articles reporting the impact of RPM interventions implemented in perioperative settings on clinical staff and their workflow. The databases accessed were Embase and PubMed. A qualitative analysis was performed to identify the main problems and advantages that RPM brings to staff, in addition to the approaches taken to evaluate the impact of those interventions. Different themes were identified in terms of the challenges of RPM for clinical staff as well as in terms of benefits, risk-reduction strategies, and methods for measuring the impact of these interventions on the workflow of clinical staff.

Results: A total of 1063 papers were found during the initial search, of which 21 (1.98%) met the inclusion criteria. Of the 21 included papers, 15 (71%) focused on evaluating new RPM systems, 4 (19%) focused on existing systems, and 2 (10%) were reviews.

Conclusions: The reviewed literature shows that the impact on staff work experience is a crucial factor to consider when developing and implementing RPM interventions in perioperative settings. However, we noticed both underdevelopment and lack of standardization in the methods for assessing the impact of these interventions on clinical staff and their workflow. On the basis of the reviewed literature, we recommend the development of more robust methods for evaluating the impact of RPM interventions on staff experience in perioperative care; the adoption of a stronger focus on transition management when introducing these interventions in clinical practice; and the inclusion of longer periods of assessment, including the evaluation of long-term goals.
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Introduction

Background
Remote patient monitoring (RPM) interventions allow patients to be continuously monitored at a distance and beyond the physical borders of the hospital or health care institution [1]. RPM interventions have been used to monitor patients within clinical settings (eg, in intensive care environments) or outside of care facilities (eg, in the patients’ homes). Moreover, RPM has been used for delivering care for multiple health conditions, from heart failure [2] to diabetes [3] and skin problems [4].

RPM interventions can provide 24-hour care as they can collect data continuously and alert specialists when certain parameters are outside the standard thresholds [5]. This can enable real-time adjustments, timely decisions, and improved care. RPM as a field has also enjoyed an unprecedented acceleration as a consequence of the COVID-19 pandemic, which has stimulated the adoption of remote care to minimize face-to-face interactions between patients and staff [6]. In the perioperative setting, RPM can be useful for assessing physical conditions preoperatively or monitoring patients’ recovery after discharge. Although RPM applications in this domain are still relatively novel, encouraging results are driving an increased interest from researchers and practitioners.

An example of the application of RPM technologies to perioperative care was offered by Atilgan et al [7], who evaluated a system comprising monitoring devices collecting several vital signs (including blood pressure, heart rate, oxygen saturation, body temperature, blood glucose, and electrocardiography) and a mobile app providing medication reminders, suggested daily life activities, diet and nutrition plans, and web-based visit capabilities. Vital parameters were measured in patients who had undergone cardiac surgery after discharge and automatically transferred to a telemedicine team for assessment. Overall, the authors reported the RPM intervention to have resulted in high patient satisfaction, prevention of incorrect medications and dosages, prevention of rehospitalization, and early detection of potentially life-threatening complications.

Much of the available research on RPM interventions in the perioperative domain focuses on the effects of RPM on patients [8-11] and describes its advantages, especially in terms of clinical outcomes and efficiency gains [12-14]. Some studies have also addressed the benefits for health care providers, such as hospitals, nursing homes, and other entities. These studies tend to focus on the economic benefits for providers, for instance through reductions in hospitalizations and thus, in the use of resources [15,16]. However, there is limited knowledge of the benefits and limitations of RPM for clinical staff.

Objectives
This research seeks to evaluate the impact of RPM interventions on the workflow of clinical staff in the context of perioperative care. To explain what we mean by workflow, we follow Carayon et al [17], who defined workflow as “the flow of people, equipment, information, and tasks, in different places, at different levels, at different timescales continuously and discontinuously, that are used or required to support the goals of the work domain.” This means that we aimed to evaluate the impact of RPM-related tasks in combination with previously existing activities. In this paper, the words clinical staff will be used when referring to both nurses and specialists. To investigate the impact of RPM on the workflow of clinical staff, a human factor perspective was adopted in this review. As mentioned by Hignett et al [18], human factors help in understanding the interactions between humans and the elements of a system to optimize its performance and human well-being.

This scoping review sought to answer the following overall research question: What is the impact of perioperative RPM interventions on the workflow of clinical staff? To answer this main question, we developed the following subresearch questions: (1) What are the problems and challenges of perioperative RPM interventions for clinical staff from a workflow perspective? (2) What are the benefits of perioperative RPM interventions for clinical staff from a workflow perspective? (3) What strategies are implemented or proposed to overcome the problems that perioperative RPM interventions present to the workflow of clinical staff? (4) How is the impact of perioperative RPM interventions on the workflow of clinical staff evaluated and measured?

Methods

Overview
This scoping review followed the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist [19]. As the review focuses on collecting and comparing workflow-related insights from recent RPM literature rather than on drawing conclusions on specific outcomes, the risk of bias in the results of the included studies was not assessed. Conversely, the risk of bias in the synthesis of the literature review findings was considered. Specifically, the risk of bias owing to missing results was assessed by MAL and VP through the framework for assessing the risk of bias owing to missing results in a synthesis offered in the Cochrane Handbook for Systematic Reviews of Interventions [20]. The results of this assessment are discussed in the Limitations section.

Selection Criteria and Search Strategy
The databases used were PubMed and Embase. To define the inclusion criteria, key concepts were selected. For each of them, keywords were defined to guide the search strategy (Textbox 1). For the keywords of each concept, the logical operator OR was included to consider all the possibilities, whereas the logical operator AND was used between concepts. The full queries in both databases are presented in Multimedia Appendix 1. Finally, the search included articles that were written in English between January 2015 and March 2021. This was chosen to obtain a picture of contemporary RPM interventions as this review focuses on current challenges and opportunities. The search was conducted during the last week of March 2021.

The articles resulting from this search were screened based on the following inclusion criteria: (1) the inclusion of RPM...
interventions for perioperative care and (2) the mention of the impact on the workflow of clinical staff.

**Textbox 1. Concepts included in the literature search.**

- A keyword can have some variations (plural or singular form or simple or continuous verb form). An asterisk (*) is used for the search algorithm in the database to find all possible variations of a certain word.
- Remote patient monitoring: remote monitor*; telemedicine; telemonitoring; telehealth, remote follow-up; eHealth; remote consultation; remote sensing technology; self-monitor*
- Workflow: workflow; outcome and process assessment, health care; task performance and analysis; workflow; staffing; attitude of health personnel; alarm fatigue*; alert fatigue; professional burnout, workload; patient care management; nursing process*; clinical competence; caregiver burden; time and motion studies; work simplification; practice patterns, nurses; nursing audit
- Perioperative care: surgical procedures, operative; general surgery; perioperative; surgery; post-operative; post-discharge

**Review Process and Analysis**

Our main categories were established (Textbox 2) to analyze the studies, namely challenges and problems, benefits, risk-reduction strategies, and evaluation methods. These were based on the main goals of this research and the research questions.

**Textbox 2. Categories used for data extraction.**

- Problems and challenges of remote patient monitoring (RPM) interventions for clinical staff: includes the problems shown regarding RPM interventions for clinical staff.
- Benefits of RPM interventions for clinical staff: includes the benefits concerning RPM interventions for clinical staff.
- Risk-reduction strategies regarding RPM interventions for clinical staff: includes solutions tested to tackle some of the problems brought by the introduction of RPM interventions and some of the proposals suggested.
- Methods to measure and quantify the impact of RPM interventions on clinical staff’s tasks and workflow. It entails the variables and measures collected and analyzed.

**Results**

**Overview**

A total of 1063 articles were identified after searching both databases, of which 1007 (94.73%) were left after deduplication. Of these 1007 articles, 137 (13.6%) fulfilled the first round of selection, and 21 (2.09%) passed the final round of selection (Figure 1).

In general, the articles included in this review were experimental or observational studies. Of the 21 articles, 15 (71%) involved the evaluation of a design intervention (an RPM model, tool, or service), 4 (19%) consisted of an analysis of already implemented interventions, and the remaining 2 (10%) were reviews. The references and articles analyzed in these 2 reviews did not include any of the other selected articles in this scoping review.

The studies focused on a wide range of patient cohorts and surgical specialties, including orthopedic, bariatric, and oncological surgery. Most of these studies (20/21, 95%) focused on adult patients (aged >18 years). The described RPM interventions ranged from 1 to 45 months of duration.

The criteria were used for 2 iterations of screening: the first was based on the title and abstract of the articles, and the second was based on the full text.

The articles were reviewed by MAL, who was also responsible for data extraction. Subsequently, the first step of the analysis was performed by classifying the results into the chosen categories. The second step consisted of creating different themes per category. This step required several iterations to obtain the final set of themes.

In addition, the articles presented different types of RPM interventions, ranging from e-tools used only by the clinical staff to services and models that incorporated devices and platforms for both patients and specialists. Moreover, most of the interventions contemplated nursing staff as the main actors responsible for remote care and included physicians for specific tasks or just in case a more detailed and in-depth analysis of the patient’s data was needed.

Not all the included studies contained information on all the categories established. For example, the included reviews hardly mentioned the methodologies used to assess the impact of different RPM interventions on the workflow of the clinical staff.

Once the data were extracted from the articles, they were classified into the 4 categories. To better understand each category, different themes were defined (Figure 2) based on the similarity of the topics addressed in each of the articles. Figure 2 presents an overview of this classification, where each category is labeled with a different color. By means of a gradient in the color’s intensity, it is possible to show the quantity of papers that touch on each of the proposed themes. In this case, more saturated colors represent more papers mentioning information relevant to a specific theme. The results for each category are discussed in detail in the following sections.
Figure 1. Flowchart of the scoping review process and the inclusion and exclusion criteria. RPM: remote patient monitoring.
Figure 2. Heat map of the review results organized by categories (each corresponding to a research question) and themes (recurring topics touched on in the included studies). RPM: remote patient monitoring.

Category 1: Problems and Challenges of RPM for Clinical Staff

On the basis of the articles analyzed, 5 main themes regarding RPM challenges from the viewpoint of clinical staff were identified (Table 1). The first theme was planning and implementation. Planning is a complex task in health care given the diversity of the stakeholders involved and their needs. RPM projects do not always involve or consider the complex context in which these interventions have to be implemented. This often leads to ambiguity in tasks and roles and, thus, to lack of clarity and structure in the workflow of the clinical staff.

The second theme was workload and logistics. Some staff members do not feel comfortable with the new behind-the-desk activities, which can result in unpredictable and emergent tasks when RPM systems register values outside the thresholds. Moreover, data analysis may require more than one specialist, making the workflow more complex. In addition, RPM is perceived as bringing more work, which adds to the existing schedule.

The third theme was technology. Systems might not be user-friendly, and different technical malfunctions may arise, which may require extra expertise from clinical staff.

The fourth theme was data, which can produce more informed decisions but also increase time and be burdensome to analyze. Moreover, it can be hard to keep all the data under 1 platform, so the staff may need to analyze multiple fragments of information to provide remote care.

The last theme was health care resources, intended as the new resources that RPM interventions require. Moreover, the aforementioned ambiguity in tasks determines a lack of clarity regarding reimbursement policies.

A detailed overview of the reported challenges for each category is provided in Table 1.
Table 1. Overview of problems and challenges of remote patient monitoring (RPM) interventions for clinical staff.

<table>
<thead>
<tr>
<th>Theme and description</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Planning and implementation</strong></td>
<td></td>
</tr>
<tr>
<td>• Lack of previous user testing</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Lack of planning or inadequate planning</td>
<td></td>
</tr>
<tr>
<td>• Lack of contemplation of changes in workflow (tasks, competences, responsibilities, and roles)</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Emergence of uncontemplated tasks</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• No standardization in practices and no clear guidelines</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Noncompatibility with current practices</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• No clear definition of time for tasks</td>
<td>Sanger et al [26]</td>
</tr>
<tr>
<td>• No long-term care coordination</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Services are implemented before all the resources are available and prepared</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• Lack of resource analysis (“readiness level”)</td>
<td></td>
</tr>
<tr>
<td>• No clear overview of required skills</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• No consideration of staff experience</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• No clarity on resource accessibility (whether clinical staff is adequately equipped)</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>• Lack of multidisciplinary awareness</td>
<td></td>
</tr>
<tr>
<td>• Uncontemplated users, nonusers, and other actors affected</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Limited or poor communication and coordination among users</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Poor task planning (tasks overlapping and no consideration for the need of staff to attend to 1 patient at a time)</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Disregard for the specificities of different specialties and wards (eg, cardiovascular and pediatric)</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• Lack of compliance and engagement</td>
<td></td>
</tr>
<tr>
<td>• Lack of involvement of stakeholders in planning</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Fear of conflict of interest</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Lack of promotion and motivation among staff</td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td>• Decrease of use of systems over time</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Resistance to change</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>• Specialists and rural hospitals, among others, feeling threatened to be replaced</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• Lack of multidisciplinary awareness</td>
<td></td>
</tr>
<tr>
<td>• Uncontemplated users, nonusers, and other actors affected</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Limited or poor communication and coordination among users</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Poor task planning (tasks overlapping and no consideration for the need of staff to attend to 1 patient at a time)</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Disregard for the specificities of different specialties and wards (eg, cardiovascular and pediatric)</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• Workload and logistics</td>
<td></td>
</tr>
<tr>
<td>• High workload</td>
<td></td>
</tr>
<tr>
<td>• New tasks as an addition and not a replacement</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>• Telehealth tasks are perceived to be labor-intensive (“More administrative work in arranging telehealth than meets the eyes”)</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Tracking patients takes too much time (because of subtasks such as setting up appointments, billing, mailing, analyzing, reviewing transmissions, documenting in the EMR(^2), and physician contact)</td>
<td>Dunphy et al [36]</td>
</tr>
<tr>
<td>• Remote patients are not considered as part of “normal flow” (ignored for workload calculation)</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Potentially adding an unnecessary step when patient attention is needed (immediate patient check by GP(^b) instead of data follow-up by nurse)</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Documentation is burdensome</td>
<td>Sanger et al [26]</td>
</tr>
<tr>
<td>• Disruption in workflow</td>
<td></td>
</tr>
<tr>
<td>• Unpredictable, emergent tasks</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• High memory load</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Mistakes on interrupted activities</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Unanswered or unplanned calls</td>
<td>Sanger et al [26]</td>
</tr>
<tr>
<td>• Nonurgent tasks emerge outside working hours</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Need of trustworthy professionals for data analysis</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Nurses sometimes need to consult with physicians</td>
<td></td>
</tr>
<tr>
<td>• Fear of infringing on other providers’ patient care</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>Theme and description</td>
<td>Studies</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>• Stress because of pressure for timely responses to multiple issues</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td></td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td></td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>Technology</td>
<td></td>
</tr>
<tr>
<td>• Difficulties in use of e-tools</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>• Not user-friendly</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• No experience or training</td>
<td>Davoody and Högglund [23]</td>
</tr>
<tr>
<td></td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td></td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td></td>
<td>Sousa et al [37]</td>
</tr>
<tr>
<td></td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Technical problems</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Troubleshooting and malfunctions</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>• Connection issues (eg, congestion, no signal, and delays)</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Not compatible with current software</td>
<td>Maknhi et al [31]</td>
</tr>
<tr>
<td></td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Deficient communication</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Inappropriate means of communication</td>
<td>Dunphy et al [36]</td>
</tr>
<tr>
<td>• Hard to establish “personal connection” for communicating bad news or managing conflict with patients</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• New medical-legal situations (patients might misunderstand information or take it out of context)</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• RPM interventions might not be suitable to all the patients</td>
<td>Maknhi et al [31]</td>
</tr>
<tr>
<td></td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td></td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• RPM does not offer monitoring to the same extent as in-hospital monitoring</td>
<td>Dunphy et al [36]</td>
</tr>
<tr>
<td>• No physical examination</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Cannot assess if patient does self-monitoring or prescribe activities correctly</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td></td>
</tr>
<tr>
<td>• False or insignificant alarms or overreaction</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Stress by constant sound</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>• Turning devices off or not using them</td>
<td>Richards et al [39]</td>
</tr>
<tr>
<td>• Unclear data and meaning</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Require extensive analysis</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Overabundance of data</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• No flag data</td>
<td></td>
</tr>
<tr>
<td>• Missing connection among data</td>
<td></td>
</tr>
<tr>
<td>• No clear “holistic” impression of patients</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Lack of data integration with EMR and other existing platforms</td>
<td>Semple et al [40]</td>
</tr>
<tr>
<td>• Not all the reports generated by the system are consulted by physicians</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td></td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Low reliability of patient monitoring</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Incomplete data</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• Incorrect measurements</td>
<td></td>
</tr>
<tr>
<td>• Legal issues (eg, privacy, firewall, and licenses)</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td></td>
<td>Das et al [22]</td>
</tr>
<tr>
<td></td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td></td>
<td>Maknhi et al [31]</td>
</tr>
<tr>
<td></td>
<td>Semple et al [40]</td>
</tr>
</tbody>
</table>

**Health care resources**
### Theme and description

- **Lack of funding**
  - Higher costs than budget
  - Nonsustainable billing rates
  - No clinic income established
  - Higher payment for in-hospital visits

- **Demand of new or more resources**

- **Difficult to quantify quality and effort**

- **Unclear compensation or reimbursement policies**
  - Telehealth can take up the same amount of time for significantly less remuneration

### Studies

- Das et al [22]
- Brophy [35]
- Harsha et al [21]
- Makhni et al [31]
- Wiadji et al [28]
- Demand of new or more resources

- Wiadji et al [28]

- Brophy [35]
- Ke et al [24]
- Semple et al [40]

---

**Category 2: Benefits of RPM for Clinical Staff**

For the *benefits* category, 3 main themes were identified as relevant (Table 2). The first theme was the improvement that RPM brings regarding workload and logistics as it allows for the definition of guidelines for more consistent care pathways. This also includes improvements in data management and analysis, which produces timely detection and treatment of conditions.

The second theme was health care resources, which can be operated more effectively with the reduction of in-hospital visits and stays and the possibility of extending coverage of care.

Finally, patient relationship can be improved by increasing satisfaction and convenience of care.
## Table 2. Overview of benefits of remote patient monitoring interventions for clinical staff.

<table>
<thead>
<tr>
<th>Theme and description</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Workload and logistics</strong></td>
<td></td>
</tr>
<tr>
<td>• Care pathways are standardized</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>• More systematic and consistent activities</td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td>• Reducing the incidence of duplicate documentation</td>
<td>Jansson et al [41]</td>
</tr>
<tr>
<td>• Promote collaboration among health care specialists</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• New and appropriate means to hold clinical meetings</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• Patient information can be made accessible to the caregivers involved</td>
<td></td>
</tr>
<tr>
<td>• Reduce time to reach a clinical decision</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Shortens face-to-face consultation time</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• Patients are better prepared for the appointment</td>
<td></td>
</tr>
<tr>
<td>• Improve sense-making of data</td>
<td>Jansson et al [41]</td>
</tr>
<tr>
<td>• Include more sources for analyzing patients’ clinical condition (current state, feedback, and patients’ experience and feeling)</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td>• Reassuring system based on predefined algorithms for clinical support and suggestions</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Increased detection of events</td>
<td>Makhni et al [31]</td>
</tr>
<tr>
<td>• Real-time monitoring of symptoms over a prolonged period</td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td>• Include more sources for analyzing patients’ clinical condition (current state, feedback, and patients’ experience and feeling)</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Reassuring system based on predefined algorithms for clinical support and suggestions</td>
<td>Richards et al [39]</td>
</tr>
<tr>
<td>• Increased detection of events</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• Real-time monitoring of symptoms over a prolonged period</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td><strong>Health care resources</strong></td>
<td></td>
</tr>
<tr>
<td>• Reduce workload</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Can reduce costs</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Prevents unnecessary visits and health care use</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Reduces tests and investigations</td>
<td>Makhni et al [31]</td>
</tr>
<tr>
<td>• Prevents unnecessary visits and health care use</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Reduces tests and investigations</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td>• Increase accessibility</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• More patients can be taken care of</td>
<td>Brophy [35]</td>
</tr>
<tr>
<td>• More hospitals (eg, rural and remote) can track patients</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Customizable service (awareness of unique individual challenges)</td>
<td>Davoody and Hägglund [23]</td>
</tr>
<tr>
<td>• Prevents unnecessary visits and health care use</td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td>• Reduces tests and investigations</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Allow for a new form of triage for better assessment of patients and resource allocation</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td></td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td><strong>Patient relationship</strong></td>
<td></td>
</tr>
<tr>
<td>• Increase patient satisfaction and convenience</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Increase awareness of patient’s daily life</td>
<td>Dunphy et al [36]</td>
</tr>
<tr>
<td>• Increase awareness of patient’s daily life</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>• Increase awareness of patient’s daily life</td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td></td>
<td>Das et al [22]</td>
</tr>
<tr>
<td></td>
<td>Davoody and Hägglund [23]</td>
</tr>
</tbody>
</table>

### Category 3: Risk-Reduction Strategies Regarding RPM for Clinical Staff

This category is about strategies to overcome and minimize the challenges that RPM interventions bring about to clinical staff (Table 3). For ease of reference, we refer to risk-reduction strategies related to the introduction of RPM interventions as strategies. First, we listed strategies regarding planning and implementation of RPM interventions. Most of the included studies (14/21, 67%) mentioned the value of involving the relevant stakeholders in these processes to understand their needs and the repercussions of the introduction of the RPM intervention on their workflow. Stakeholders’ involvement and participatory approaches were also deemed useful to assess the
resources necessary for RPM interventions, the possible risks associated with them, and the need for possible changes to the implementation plans. Finally, training and establishment of protocols (regarding activities, communication, time, and resources) help in risk reduction during implementation and increase the chances of success and adoption.

Second, we listed strategies regarding workload and logistics. Several included studies (8/21, 38%) suggested the creation of new roles for nurses and teams for the remote care of patients, where specialists would be consulted only in special cases. Some strategies to avoid an increase in workload for nursing staff included facilitating collaboration between actors and helping them plan their tasks.

The third theme was technology, which should be user-friendly, interoperable with existing devices and systems, and allow for automatic data collection.

Finally, we identified the theme of data. To avoid the analysis of RPM data being burdensome for staff, smart systems based on customizable alerts were proposed to prevent resource overuse and the incidence of false alarms. These should include measurements from different devices or sources and be presented to the relevant staff in an actionable and understandable way to avoid extra time and burden.
<table>
<thead>
<tr>
<th>Theme and description</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Planning and implementation</strong></td>
<td></td>
</tr>
<tr>
<td>• Develop an integrated governance structure</td>
<td>• Das et al [22]</td>
</tr>
<tr>
<td>• Include all actors concerned with patient management (co-design and participatory practices)</td>
<td>• Harsha et al [21]</td>
</tr>
<tr>
<td>• Set clear objectives, success metrics, and methods to measure them</td>
<td>• Ke et al [24]</td>
</tr>
<tr>
<td>• Determine health care resource use in terms of the following:</td>
<td>• Leppla et al [25]</td>
</tr>
<tr>
<td>• Clinical staff and skills</td>
<td>• McMullen et al [33]</td>
</tr>
<tr>
<td>• Tasks and their timing (to avoid invisible or additional work, time, roles or teams, or an inadequate alert response)</td>
<td>• Parkes et al [29]</td>
</tr>
<tr>
<td>• Awareness of the multidisciplinary environment</td>
<td>• Sanger et al [26]</td>
</tr>
<tr>
<td>• Plan for problem solving and changes needed</td>
<td>• Semple et al [40]</td>
</tr>
<tr>
<td>• Time for solving technical or general problems</td>
<td>• Timmerman et al [27]</td>
</tr>
<tr>
<td>• Devices and structure</td>
<td>• Wiadji et al [28]</td>
</tr>
<tr>
<td>• Define practice standards, policies, and best practices in terms of the following:</td>
<td></td>
</tr>
<tr>
<td>• Workflow</td>
<td>• Augestad et al [38]</td>
</tr>
<tr>
<td>• Documentation</td>
<td>• Das et al [22]</td>
</tr>
<tr>
<td>• Communication pathways</td>
<td>• Harsha et al [21]</td>
</tr>
<tr>
<td>• Measurements</td>
<td>• Jansson et al [41]</td>
</tr>
<tr>
<td>• Types of data collected</td>
<td>• Ke et al [24]</td>
</tr>
<tr>
<td>• Impact on the clinical staff’s well-being (clinical staff’s attitudes, performance, and overall service satisfaction)</td>
<td>• Leppla et al [25]</td>
</tr>
<tr>
<td>• Risk assessment</td>
<td>• McMullen et al [33]</td>
</tr>
<tr>
<td>• Perform adequate device testing</td>
<td>• Parkes et al [29]</td>
</tr>
<tr>
<td>• Contemplate technical or general problems (extra time)</td>
<td>• Richards et al [39]</td>
</tr>
<tr>
<td>• Consider current state and context</td>
<td>• Timmerman et al [27]</td>
</tr>
<tr>
<td>• Plan according to resources, program, location, dynamics (within the hospital and among clinical staff, and schedules (consider “less busy” and “very busy” times)</td>
<td>• Wiadji et al [28]</td>
</tr>
<tr>
<td>• Customize interventions for integration with existing clinical dynamics and tools</td>
<td></td>
</tr>
<tr>
<td>• Definition of reimbursement policies</td>
<td>• Brophy [35]</td>
</tr>
<tr>
<td>• Automatically track time for standardization</td>
<td>• Das et al [22]</td>
</tr>
<tr>
<td>• Consider financial or nonfinancial options (awards and acknowledgments)</td>
<td>• Leppla et al [25]</td>
</tr>
<tr>
<td>• Automatically measure time to determine billing</td>
<td>• Richards et al [39]</td>
</tr>
<tr>
<td>• Include billing functionalities in the intervention</td>
<td>• Sousa et al [37]</td>
</tr>
<tr>
<td>• Performance and efficiency of the intervention</td>
<td>• Das et al [22]</td>
</tr>
<tr>
<td>• Desk checking</td>
<td>• Wiadji et al [28]</td>
</tr>
<tr>
<td>Theme and description</td>
<td>Studies</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------</td>
</tr>
</tbody>
</table>
| • Training staff on tools and protocols  
  • Promote enthusiasm, value, and importance among medical staff regarding RPM | Brophy [35]  
  Das et al [22]  
  Downey et al [32]  
  Jansson et al [41]  
  Leppla et al [25]  
  Makhni et al [31]  
  McMullen et al [33]  
  Rothgangel et al [30]  
  Semple et al [40]  
  Sousa et al [37]  
  Timmerman et al [27]  
  Wiadji et al [28]  |

**Workload and logistics**

| • Devise a primary nursing-based model (physicians for emergencies and medical decisions) | Leppla et al [25] |
| • Allow for easy collaboration between the different actors | Davoody and Hägglund [23]  
  Leppla et al [25] |
| • Create dedicated teams for RPM interventions | Leppla et al [25] |
| • Include planning tools for routines and tasks  
  • Define goals for tasks to make progress clear | Davoody and Hägglund [23] |
| • Externalize tasks  
  • Have specialized centers for data analysis and alarm reviews | Leppla et al [25] |
| • Ensure accessibility to patients’ contact details (to facilitate appointment scheduling and remote consultations) | Jansson et al [41]  
  Ke et al [24] |
| • Make e-tools available in different languages | Brophy [35] |

**Technology**

| • Provide appropriate support and access to software and technology for both patients and specialists  
  • Ensure compatibility with different smartphones and tablets | Dunphy et al [36]  
  Rothgangel et al [30]  
  Wiadji et al [28] |
| • Ensure QoS\(^a\) support | Harsha et al [21] |
| • Integrate with current technologies  
  • Interoperable and compatible with other or existing devices and systems  
  • Guarantee a seamless connection between RPM platform and staff’s EMR\(^b\) system | Harsha et al [21]  
  Leppla et al [25]  
  McMullen et al [33]  
  Rothgangel et al [30] |
| • Ensure automatic measurements and documentation | Das et al [22]  
  Ke et al [24]  
  Sanger et al [26] |
| • Develop user-friendly tools for clinical staff and patients | Augestad et al [38]  
  Brophy [35]  
  Davoody and Hägglund [23]  
  Leppla et al [25]  
  McMullen et al [33]  
  Timmerman et al [27] |

**Data**
Studies

Theme and description

- Alert-based follow-up protocol
  - Continuous data collection (24-hour data) but data analysis focused on alerts by patient prioritization and event-triggered assessment (identify main events to follow)
  - Automatic event classification and suggestions for corrective actions
  - Providing memory aids to staff for interrupted tasks
  - Dunphy et al [36]
  - Ke et al [24]
  - McMullen et al [33]
  - Richards et al [39]
  - Sanger et al [26]

- Customizable data collection
  - According to treatment, acuity, goal, progress, and diagnosis (identify high-risk patients to determine extra measures needed)
  - Das et al [22]
  - Davoody and Hägglund [23]
  - Downey et al [32]
  - Jansson et al [41]
  - Ke et al [24]
  - McMullen et al [33]
  - Rothgangel et al [30]

- Present easy-to-interpret and actionable data
  - Filter data (“noise cancellation” and false positives)
  - Provide comparison of individual scores with “standard values” of comparable patients
  - Dunphy et al [36]
  - Leppla et al [25]
  - McMullen et al [33]
  - Rothgangel et al [30]
  - Sanger et al [26]

- Incorporate different kinds of measurements (from different physiological variables)
  - Include historical patients’ data
  - Davoody and Hägglund [23]
  - Dunphy et al [36]
  - Jansson et al [41]
  - McMullen et al [33]
  - Rothgangel et al [30]
  - Sanger et al [26]

- More effective use of patients’ data
  - Use RPM data to guide future medical appointments
  - Use RPM data to assess eligibility for procedures, possible risks, and outcomes
  - Dunphy et al [36]
  - Jansson et al [41]
  - Parkes et al [29]
  - Sharif et al [34]
  - Wiadji et al [28]

- Collect data on patient and staff feedback on the intervention for improvement purposes
  - Jansson et al [41]
  - Leppla et al [25]

- Provide patients with tools to help assess, interpret, and act upon symptoms
  - Leppla et al [25]

aQoS: quality of service.
bEMR: electronic medical record.

Category 4: Methods to Measure and Quantify the Impact of RPM on Clinical Staff

This category presents the methods used to identify the impact of RPM interventions on clinical staff tasks and workflows. In total, 2 main themes were established (Table 4) based on the kind of measures of the impact of RPM interventions on staff being collected and analyzed using different methods. The first theme was time and activity analysis, which includes methods for measuring clinical staff time expenditure and workload in relation to existing activities and RPM interventions. These methods allow for a comparative analysis between the standard of care and the RPM intervention. Other possible quantifiable measures found in this category are the number of times certain resources are accessed or the time spent on certain tasks.

The second theme was staff satisfaction and experience, which focuses on how RPM interventions are perceived by the staff and how the new tools and ways of working affect their behaviors. This theme includes subjective measures, such as those gathered through interviews and surveys, and more objective measures, such as measures of adherence to protocols or alert frequency.
Table 4. Overview of methods to measure and quantify the impact of remote patient monitoring (RPM) interventions on clinical staff.

<table>
<thead>
<tr>
<th>Theme and description</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time and activity analysis</strong></td>
<td></td>
</tr>
<tr>
<td>Activity timing</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Automatic recording of time spent on events and consultations</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Duration of use of RPM tools</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Cumulative time on activities</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>• Cumulative time on platform</td>
<td>Sousa et al [37]</td>
</tr>
<tr>
<td>• Frequency and quantity of alerts</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>Activity mapping</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>• Current state mapping</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Implementation assessment</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Number of times telemonitoring tools were used</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>• Number of transmissions and events</td>
<td>Sousa et al [37]</td>
</tr>
<tr>
<td>• Selecting most busy times</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>• Nurses’ tasks</td>
<td></td>
</tr>
<tr>
<td>Comparative analysis with baseline (time spent on activities and number of in-hospital visits and events)</td>
<td>Harsha et al [21]</td>
</tr>
<tr>
<td>Hospital logistics</td>
<td>Sousa et al [37]</td>
</tr>
<tr>
<td>• Number of in-hospital visits</td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td>• Length of in-hospital visits</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Type of complications</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>• Type of resources</td>
<td></td>
</tr>
<tr>
<td>• Accessibility to resources (quantity and quality)</td>
<td></td>
</tr>
<tr>
<td>Cost savings based on time and resources used</td>
<td>Makhni et al [31]</td>
</tr>
<tr>
<td><strong>Satisfaction and experience analysis</strong></td>
<td></td>
</tr>
<tr>
<td>Surveys and questionnaires</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Usability (e.g., System Usability Score)</td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td>• Adherence to protocols</td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td>• Utility and efficiency of e-tools (frequency of incomplete data and effort and work needed for gathering extra data)</td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td>Interviews and focus groups</td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td>•</td>
<td>Timmerman et al [27]</td>
</tr>
<tr>
<td>•</td>
<td>Wiadji et al [28]</td>
</tr>
<tr>
<td>Ethnographic research</td>
<td></td>
</tr>
<tr>
<td>• Observation</td>
<td>Das et al [22]</td>
</tr>
<tr>
<td>• Journey mapping</td>
<td>Davoody and Hägglund [23]</td>
</tr>
<tr>
<td>Co-design and cocreation sessions and workshops</td>
<td>Downey et al [32]</td>
</tr>
<tr>
<td>• Critical incident technique—think-aloud approach—mock-ups</td>
<td>Dunphy et al [36]</td>
</tr>
<tr>
<td>•</td>
<td>Jansson et al [41]</td>
</tr>
<tr>
<td>Impact of alerts on performance and well-being</td>
<td>Ke et al [24]</td>
</tr>
<tr>
<td></td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td></td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td></td>
<td>Parkes et al [29]</td>
</tr>
<tr>
<td></td>
<td>Sharif et al [34]</td>
</tr>
<tr>
<td></td>
<td>Augestad et al [38]</td>
</tr>
<tr>
<td></td>
<td>Das et al [22]</td>
</tr>
<tr>
<td></td>
<td>Leppla et al [25]</td>
</tr>
<tr>
<td></td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td></td>
<td>Sanger et al [26]</td>
</tr>
<tr>
<td></td>
<td>McMullen et al [33]</td>
</tr>
<tr>
<td></td>
<td>Rothgangel et al [30]</td>
</tr>
<tr>
<td></td>
<td>Downey et al [32]</td>
</tr>
</tbody>
</table>
**Discussion**

**Principal Findings**

RPM is presented as a useful tool to help patients feel safer and more empowered in their self-care during the perioperative period. In addition, health care institutions benefit from it by increasing the efficiency in the use of their resources, both physical (such as beds and monitors) and human (clinical staff). In deciding on the adoption of RPM interventions, considering the impact on and perceptions of clinical staff is crucial as the success of these interventions is based on their cooperation and comprehension. As users and providers of remote perioperative care, clinical staff need to be comfortable and willing to adopt RPM interventions, which should not hinder their other tasks.

Overall, the main RPM-related problems found for clinical staff were related to undesirable changes in their workflow and lack of planning. In several included papers (11/21, 52%), the introduction of RPM led to a higher workload because of unforeseen tasks that emerged when the RPM intervention was implemented in the complex health care environment and not necessarily when the intervention was tested in controlled settings. In particular, tasks such as (remotely monitored) patient data analysis, remote alert response, and remote care reporting and billing were mentioned as sources of increased staff workload and disruptions in the usual care workflow. In addition, the time necessary for activities was often underestimated because of the lack of experience and knowledge of the clinical staff to perform some of the new tasks that RPM interventions created. Furthermore, problems were reported in relation to unanticipated users as sometimes it was unclear who was in charge of these new tasks, the assigned actor was not the adequate one, or they depended on the assistance of a third party. Problems regarding the difficulty in use and functioning of RPM tools were also described. This was mainly due to lack of knowledge or training, technical malfunctions, or legal issues where the new services conflicted with the current systems. Although it is true that these problems might be temporary and limited to the initial introduction of RPM interventions, it is still important to assess and address them as they do have an impact on the workflow and might cause the intervention implementation to fail before familiarization and adaptation are even possible. Furthermore, it is important to consider initial workflow problems as adaptation strategies and coping mechanisms adopted by staff to overcome these problems might in themselves generate structural issues. For example, when new tasks are introduced by RPM interventions without a clear indication of who is responsible for them, the available actors will feel compelled to take over, adding to their daily workload.

Most of the reported benefits for clinical staff related to the improvement in monitoring and data analysis, resulting in better resource management and clinical outcomes. Even though most staff members agree on the advantages these interventions bring in terms of better follow-up of patients and resource allocation, they are still concerned about the extra workload they face.

Regarding best practices and risk-reduction strategies, most of the included studies (18/21, 86%) mentioned the need to strengthen the implementation process of RPM interventions through better planning and improved stakeholder involvement. This way, clinical staff can provide a better overview of their pre-existing work routines and needs so that the new interventions can be better integrated and adapted to their usual workflow rather than the other way around. Other strategies involved establishing protocols to guide the interventions’ use and operations and providing the necessary training to avoid uncertainty and prepare staff. Finally, several included studies (10/21, 48%) stressed the importance of interoperability and ensuring compatibility between the new RPM interventions and the existing tools and processes used by the staff to prevent double work or the emergence of conflicts in the recorded patient data.

Moreover, it is recommended that RPM-related interfaces be user-friendly and tested in the context to reduce time spent on training and possible technical problems. Enhancing staff’s understanding of and familiarity with the tools can increase their willingness toward their adoption as technology will be perceived as an enhancer and not as an obstacle.

The included studies reported recommendations for best practices and risk-reduction strategies for most of the staff-related problems and challenges mentioned in connection with RPM interventions. It is important to note that these solutions address problems that represent major barriers to RPM implementation in the present. Therefore, adopting them more consistently in RPM research and practice represents a way to maximize the capability of RPM to deliver real-world results in health care services in the future.

**Figure 2** shows the connections between themes and categories. Here, we can see how some of the identified themes were not present in all the categories. Notably, there are problems that lack specific recommendations in the literature, such as those related to health care resources. Reimbursement schemes prioritizing in-hospital care constitute a largely unaddressed challenge complicated by the complexity of the context and the different types of stakeholders involved. This affects the commitment and motivation of clinical staff toward RPM interventions as it is not always clear how the extra or new work will be reimbursed. In addition, there are currently few answers on how to increase funding for RPM interventions (Table 1). This is a big challenge, as RPM interventions may not clearly present benefits justifying their relatively high expenses, especially in the short term.

There is still room for improvement in ways to manage incoming alerts so that they do not create interruptions and annoyance among staff while ensuring timely responses. Another open challenge is related to providing a collaborative environment between the different staff members involved in patient care and defining clear roles so as to divide RPM-related tasks effectively and avoid confusion. In addition, there are opportunities to improve the devices and systems that collect, analyze, and communicate patient data. This includes the possibility of using data for more informed or automatized decisions that consider multiple data sources, thus avoiding biases, false positives, and incorrect inputs.
Most of the methods used to assess the impact of RPM interventions on staff-related workflows were qualitative and subjective, including interviews, questionnaires, and observations. Few reported studies (7/21, 33%) included the collection of quantitative measures such as tracking the time invested in using the interventions. This is characterized as an opportunity for improvement in RPM-related research as quantitative impact measures would help assess resource use and, therefore, better evaluate the overall interventions. Furthermore, quantitative measures could unlock the possibility of meaningful comparisons across different interventions and contexts. Some of these more quantitative or objective measures could be anxiety levels using existing scales, as proposed by Jukic et al [42].

However, there is still not enough research on methods to track RPM-related workload quantitatively. Examples of RPM interventions in fields other than perioperative care can be useful in this regard. For example, in tele-intensive care units and the remote monitoring of cardiovascular implantable electronic devices, diverse methods have been deployed to measure staff workload [43-46] by, for example, time-motion studies [47,48]. In these interventions, systems automatically record use time while an observer also tracks the nurses and annotates the duration of RPM-related activities. This has reportedly helped researchers identify the most time-consuming aspects of RPM-related workflow and find bottlenecks and weaknesses to improve designs and implementation plans. These tele-intensive care unit and cardiovascular implantable electronic device remote monitoring research methods could be profitably translated to perioperative care. In general, research on RPM interventions [31,35] helps in understanding possible outcomes and identifying barriers, facilitators, and recommendations [30], which can guide the design and implementation stages of these interventions.

Further research should be dedicated to the quantification of resource use in RPM interventions—to standardize reimbursement policies—and the evaluation of the implementation of these strategies in different settings. Moreover, the time horizon of these studies should be extended to cover longer periods, as many relevant effects of RPM interventions cannot be observed in the short term - partly because of factors such as the staff learning curve.

**Limitations**

This scoping review has several limitations. The first is the diversity of RPM interventions examined as they might have different objectives, leading to variable results and problems.

In addition, the results will be influenced by the initial state and environment in which the RPM intervention was introduced. As mentioned by Herdman [49], intervention benefits depend on the baseline, whereby an initial higher performance may lead to a comparatively smaller advantage. Moreover, these interventions were executed under different circumstances and environments, which might change the dynamics among the clinical staff. Additional limitations are derived from the differences in the methodology used in the included studies as the target variables and outcomes might not be comparable. Finally, most of the included studies (13/21, 62%) only considered short- and midterm impacts, whereas RPM interventions can have long-term effects that are decisive to assess their overall performance.

This review was also susceptible to risk of bias because of missing results. This risk is increased by our exclusive focus on articles in English, our use of 2 databases (PubMed and Embase), and our focus on a limited time frame (January 2015 to March 2021). Nonreporting bias risk is also likely to apply to this review as we noticed that only a small fraction of papers in the RPM domain reported any insight at all on the impact of the introduction of new interventions on staff workflow. Overall, in light of the aforementioned limitations and risks of bias, we recommend interpreting and using our contribution as an initial description of the types of workflow-related implications of RPM described in the current literature and not as an exhaustive overview.

**Conclusions**

Every day there are more studies that show the impact of RPM interventions given their increasing use in clinical practice and in perioperative care in particular. Most of these studies focus on the patient’s perspective and on clinical outcomes. In our scoping review, we presented an overview of the recent knowledge regarding clinical staff’s perspective, which reveals the possible problems and benefits that remote monitoring can bring. Further research regarding policy making and protocol standardization should be conducted to establish a more trustworthy analysis of RPM interventions.

Studies concerning the impact of RPM strategies on clinical staff workflows and dynamics should be clear about the study objective, the design, and the methods used to test the intervention. This will help future readers in assessing the overall performance of RPM interventions. Moreover, this can enable better comparative research and promote the establishment of valuable benchmarking and auditing systems.
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Abstract

Background: Physical activity and a diet that follows general recommendations can help to prevent noncommunicable diseases. However, most adults do not meet current recommended guidelines, and support for behavior change needs to be strengthened. There is growing evidence that shows the benefits of eHealth and mobile health (mHealth) services in promoting healthy habits; however, their long-term effectiveness is uncertain because of nonadherence.

Objective: We aimed to explore users’ perceptions of acceptability, engagement, and usability of eHealth and mHealth services that promote physical activity, healthy diets, or both in the primary or secondary prevention of noncommunicable diseases.

Methods: We conducted a systematic review with a narrative synthesis. We performed the literature search in PubMed, PsycINFO, and CINAHL electronic databases in February 2021 and July 2021. The search was limited to papers published in English between 2016 and 2021. Papers on qualitative and mixed method studies that encompassed eHealth and mHealth services for adults with a focus on physical activity, healthy diet, or both in the primary or secondary prevention of noncommunicable diseases were included. Three authors screened the studies independently, and 2 of the authors separately performed thematic analysis of qualitative data.

Results: With an initial finding of 6308 articles and the removal of 427 duplicates, 23 articles were deemed eligible for inclusion in the review. Based on users’ preferences, an overarching theme—eHealth and mHealth services provide value but need to be tailored to individual needs—and 5 subthemes—interactive and integrated; varying and multifunctional; easy, pedagogic, and attractive; individualized and customizable; and reliable—emerged.

Conclusions: New evidence on the optimization of digital services that promote physical activity and healthy diets has been synthesized. The findings represent users’ perceptions of acceptability, engagement, and usability of eHealth and mHealth services and show that services should be personalized, dynamic, easily manageable, and reliable. These findings can help improve adherence to digital health-promoting services.

(JMIR Hum Factors 2022;9(2):e34278) doi:10.2196/34278
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Introduction

Noncommunicable diseases, such as type 2 diabetes, cardiovascular diseases, and certain types of cancer (colon, breast, prostate), are the leading causes of impaired quality of life and premature death worldwide, responsible for 71% of all deaths globally [1]. In Europe, where 60% of incidences are associated with unhealthy lifestyles (such as poor diet and physical inactivity) [2], close to 800,000 EU citizens die yearly because of noncommunicable diseases. The noncommunicable disease epidemic continues to grow and is expected to cause 75% of all global deaths by 2030 [3]. World Health Organization guidelines on physical activity and sedentary behavior suggest that adults should perform at least 150 to 300 minutes of moderate-intensity aerobic exercise or 75 to 150 minutes of vigorous-intensity aerobic exercise per week [4]. If adults were more physically active, 4 to 5 million global deaths yearly could be prevented [4]. Yet, only 1 in 4 adults meet the global recommendations for physical activity [5]. There is also growing evidence that a healthy diet plays an important role in preventing noncommunicable diseases [6]. Dietary recommendations may vary between nations but originate from global guidelines [6] that suggest that adults should eat all macronutrients in balance with the energy expenditure; consume a limited amount of saturated fats, trans fats, sugars, and salt; and consume more fruits, vegetables, and whole grains.

eHealth has been defined as “the use of emerging information and communications technology to improve or enable health and health care [7].” A subsegment of eHealth is mobile health (mHealth), which has been defined as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices [8].” eHealth has the potential to support behavior change, and thus, improve health. For instance, several studies that have investigated the effects of digital lifestyle interventions reported short-term positive effects in disease-specific clinical outcomes [9-11], physical activity levels [12,13], and dietary patterns [12,14]. There is also evidence that physical activity interventions delivered using technology are 12% more effective in increasing physical activity levels than physical activity interventions delivered using technology are [12,13], and dietary patterns [12,14]. There is also evidence that physical activity interventions delivered using technology are 12% more effective in increasing physical activity levels than those that are not delivered using technology [15]. However, 75% of people who download smartphone health apps stop using the apps within a short time [16]. There is a need to identify factors which influence engagement with and adherence to health-promoting technology [10,11,17,18].

Previous reviews of qualitative studies have captured users’ perceptions and beliefs about mHealth apps [19] or analyzed different behavior change techniques and persuasive system designs in concern of users’ motivation and maintenance in eHealth tools [20]. However, to our knowledge there is no summarized evidence on users’ perceptions of factors that may affect the acceptability, engagement, and usability in eHealth and mHealth services that focus exclusively on physical activity, diet, and lifestyle-related diseases in the primary and secondary prevention of noncommunicable diseases. Filling this gap is vital to capitalize on the promising prospects of health technology. Therefore, this systematic review explores users’ perceptions of acceptability, engagement, and usability of eHealth and mHealth services that promote physical activity, healthy diets, or both in the primary or secondary prevention of noncommunicable diseases.

Methods

Overview

In this systematic review, qualitative studies were summarized using a narrative synthesis [21]. The process followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) framework [22] (checklist [23] in Multimedia Appendix 1). Only studies with ethical approval were included to avoid encouraging eHealth interventions in which study participants may have harmed their physical or mental health. The review was registered on July 25, 2021 (PROSPERO International Prospective Register of Systematic Reviews; CRD42021261844).

Search Strategy

Assisted by 2 university librarians, we searched PubMed, PsycINFO, and CINAHL electronic databases in February 2021; we updated the search results in July 2021 (Figure 1). The search terms were (“acceptability” OR “engagement” OR “usability” OR AND (“digital service” OR “eHealth” OR “mHealth”) AND (“behavior change” OR “physical activity” OR “diet”). A full overview of the search terms is listed in Multimedia Appendix 2. The search was limited to papers published in English between 2016 and 2021, given that the rapidly progressing nature of health-promoting technology [24] likely lowered the relevance of older publications (ie, outdated technology). All identified studies were imported to review management software (Covidence systematic review software, Veritas Health Innovation) that automatically removed duplicates. Three authors (JB, YW, JR) independently screened titles and abstracts to determine whether papers would be included in the second screening phase. Any disagreements were discussed. In the second screening phase, the full texts were independently screened by 2 authors (JB, JR) to determine the final selection of papers.
Selection Criteria
The selection criteria (Table 1) were based on the PEO (Population, Exposure, Outcome) framework [25]. We included papers describing qualitative or mixed methods studies that presented qualitative data on acceptability, engagement, and the usability of digital behavior change services for the promotion of physical activity, healthy diets, or both, consistent with current World Health Organization guidelines [4,6]. We did not include papers that focused on interventions that targeted sedentary behaviors only.
Table 1. Selection criteria based on the PEO (Population, Exposure, Outcome) framework.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study type</td>
<td>Ethical approval, full text available, English language, all geographical locations, published between 2016 and 2021</td>
<td>No ethical approval, full text not available, non-English language, published before 2016</td>
</tr>
<tr>
<td>Study design</td>
<td>Original qualitative study, original or secondary analysis of a mixed methods study including a qualitative method</td>
<td>Systematic review, meta-analysis, study protocol, efficacy or effect study evaluating effect only</td>
</tr>
<tr>
<td>Population</td>
<td>Healthy adults (≥18 years) and adults with noncommunicable diseases, including overweight or obesity, type 2 diabetes, cardiovascular diseases and relevant cancer types (colon, breast, prostate)</td>
<td>Children and adolescents (≤18 years), pregnant women, clinical populations (eg, communicable diseases and severe diseases)</td>
</tr>
<tr>
<td>Exposure</td>
<td>Web-based platform or mobile app promoting lifestyle-related behavior changes on an individual level focusing on physical activity, healthy diets, or both in the primary or secondary prevention of noncommunicable diseases</td>
<td>Focus not explicitly on physical activity, healthy diets, or both (alcohol, tobacco, sleep, sedentary behavior, mental health, medical adherence), physical activity or diet not comparable to WHO guidelines, behavior changes at group level (eg, group-oriented activities in workplace settings), content adapted to a specific clinical population (eg, cancer, cardiovascular diseases patients) and thus not suitable for general adults, platform or app including dietary recording, calorie counting, exergames, social networking, short message service, digital counseling, wearables only (ie, no multicomponent platforms or apps)</td>
</tr>
<tr>
<td>Outcome</td>
<td>Qualitative data on acceptability, engagement, and usability</td>
<td>Quantitative data on acceptability, engagement, and usability; qualitative data on a user’s perceived effect or general experience in participating in a study; qualitative data on an individual’s general preferences of eHealth technology (ie, no platform or app yet designed); health care professionals’ perceptions; qualitative data only evaluating one feature of a platform or app</td>
</tr>
</tbody>
</table>

aWHO: World Health Organization.

Data Extraction and Analysis

Data extraction was performed by JB and reviewed by JR in accordance with Guidance on the Conduct of Narrative Synthesis in Systematic Reviews [21]. The procedure included three steps: (1) tabulation to provide detailed information of all studies in a common table (Multimedia Appendix 3), including reference details, study design, population, exposure, outcome, and quality; (2) clustering to organize the findings into groups relevant to the research aim (participants’ subjective opinion clustered as facilitators, barriers, and suggested improvements); and (3) translation to explore similarities and differences between the studies using thematic analysis (ie, identify the most relevant and important themes and concepts across the studies in an inductive manner, hence, without predefined themes to guide the analysis) [21]. The thematic synthesis included 3 steps, described by Thomas et al [26] as “coding of text line-by-line; the development of ‘descriptive themes’; and the generation of ‘analytical themes.’”

Quality Appraisal

Quality appraisal was performed in accordance with the process described in The Swedish National Agency for Medical and Social Evaluation method book [27]. Quality criteria (authors’ affiliated departments, study design, study theory, recruitment, data collection, data analysis methodology, relevance to the study aim, coherence, sample size, and results) were assessed as high, medium, or low.

Results

Overview

A total of 6308 papers were identified; 427 duplicates were removed, 5881 titles and abstracts were screened for eligibility, and 110 full-text articles were read. The final sample comprised 23 papers (Figure 1).

Study Characteristics

Study characteristics are outlined in Multimedia Appendix 3. Papers were published between 2016 and 2021, with the majority published after 2018 (n=18). The studies were undertaken in the United Kingdom [28-33], Italy [34], Belgium [35,36], Finland [37,38], Portugal [39], Sweden [40], Germany [41], the United States [42-46], Australia [47-49], and Canada [50]. Of the included studies, 11 were qualitative studies [32,34,35,37,40,42-44,46,47,50], and 12 were mixed methods studies [28-31,33,36,38,39,41,45,48,49]. Most studies included participants of both sexes [28,41,43,44,46,47,49,50], except for 1 study [48] with men only, and 2 studies [42,45] with women only. One study did not report sex distribution [39]. In total, sex was reported for 417 women, 309 men, and 1 nonbinary individual. In the studies with both men and women, most often, women were overrepresented. In the 23 studies, 769 participants between 18 and 75 years (mean age range 34-62 years) were included. Ten studies included healthy adults [28,31,34-36,38-40,46,49,50], and 13 included adults with obesity or who were overweight [29,30,33,37,42,45,47,48], adults with type 2 diabetes [43], or adult cancer survivors [29,32,44].
More than half of the studies focused on apps [28,29,31,32,34,35,38,40,42,44,45] or websites [36,41] promoting physical activity, while the rest involved diet-promoting apps [30,33,49], or diet- and physical activity–promoting apps [39,43,46-48,50] or websites [37]. The most commonly applied behavior change techniques according to behavior change technique taxonomy [51] were (presented in descending order) feedback and monitoring (category 2) [28-31,33,35-44,48-49], goals and planning (category 1) [29-31,35,36,38,40,44,47,48,50], social support (category 3) [28,31,37,44,47,48], and rewards and threats (category 10) [29,31,33,38,44,48]. The services were tested for up to a 1-year period, with the majority (n=18) being tested for ≤4 months. One study [44] did not report the intervention period’s duration. Of the 23 studies, 20 studies used semistructured interviews [29-41,44-50], 2 studies used think-aloud interviews [34,39], 5 studies used focus group discussions [30,33,42,43,45], and 3 studies used web-based questionnaires [39,41,49].

Study Quality
In all studies, a theoretical framework was used to support the purpose of the study; papers included information on authors with relevant professions, recruitment methods, data collection and analysis, and results: 10 studies were appraised as high quality [32,34,35,37,40,42,46,47,49,50], 11 studies were appraised as medium quality [29-31,36,38,39,41,43-45,48], and 2 studies were appraised as low quality [28,33] (Multimedia Appendix 3).

Findings
Overview
An overarching theme and 5 subthemes emerged from the thematic analysis reflecting users’ perceived acceptability, engagement, and usability of eHealth and mHealth services promoting physical activity and healthy diets. The overarching theme showed that eHealth and mHealth services provide value but need to be tailored to create compelling services that offer long-term user value. The subthemes indicated that users prefer services to be (1) interactive and integrated; (2) varying and multifunctional; (3) easy, pedagogic, and attractive; (4) individualized and customizable; and (5) reliable.

Provide Value but Need to Be Tailored
Users recognize that eHealth and mHealth services can support behavior change but that more effective services are needed to meet individual needs, provide long-term user value and keep engagement over time.

Interactive and Integrated
Users stressed the importance of an interactive service, enhanced with a dynamic bidirectional communication path between the service and the user. Some users described dynamic communication as a desire to make services more human and less robotic, for instance, to make services operate as an automatic coach or to integrate services with a physical coach [35]. Several users expressed disappointment when the service was not sufficiently interactive or did not provide sufficient support [29,32,34-36,38,39,41,46,47]. More interactive guidance was expressly requested when including goal setting, action planning, and coping planning [35,36,46,47]. The request for more interactive guidance was exemplified by 2 users who stated desire for and satisfaction with interactive guidance when discussing physical activity–promoting apps. One user said,

Something that gradually guide you toward your goals, step-by-step, perhaps also suggesting what kind of physical activity to do and providing advice. [34]

The other user remarked,

It provides suggestions about how much activity to do per week, how to increase it, etc. That what I liked a lot. [34]

Integration with health experts, external health devices, and support services to increase user engagement and usability was feedback commonly expressed by users. Some users wanted to connect with personal trainers, health coaches, and clinicians to receive information, recommendations, and feedback [32,34,37,48]. One study suggested inviting expert moderators to create more productive discussions when social networking [37]. Some studies reported that the integration of other device apps (eg, calendar, alarm, and external health apps) as suggestions for improvement [39,40,49]. Some users found it comfortable to track physical activity by phone [42,46], whereas others preferred the integration of an app with a wearable [29,31,34,35,47]. In addition, users appreciated automatic syncing with external apps or wearables that monitor multiple variables (eg, steps, distance, calories, heart rate) were integrated [35,40-42,47]. Some users proposed services that enable meal planning and food purchasing by integrating people’s shopping lists with a web-based grocery service [49]. Other suggestions for integration included the ability to synchronize app content with family members and friends (eg, sharing goals and grocery lists), connect to sponsors that donate rewards when goals are achieved, obtain community resources and location-specific recommendations to facilitate physical activity, and arrange meetup-style events to gain support from and connect with peers online [29,42-44,47,49].

Varying and Multifunctional
Variety was another frequently cited theme of importance. One user stated,

If it always stays the same I think I will not use it for long and will consequently delete it [39]

The significance of variety applied both to the content and to the included behavior change techniques of the service. Users preferred variety or novelty over repetition for motivational, inspirational, and educational content [33,34,39-41,44,49]. One user said,

...it was the same exact wording in the message every single time, so it almost seemed like robotic. [44]

Apps with several behavior change techniques were appreciated. The behavior change techniques most appreciated by users were social networking [28-31,34-36,38-40,42-45,48], self-monitoring [28-31,33,34,37,38,39,40,43,47,48,50], push notifications [28-31,34-37,40,44,47], progress tracking [29,31,34-36,40,44,46], goal setting [34,40-42,44,47,50], and gamification (ie, gamified...
challenges and rewards) [31,33,35,37,44,47,48]. Users also appreciated the ability to track several health parameters in the same app (eg, energy expenditure, heart rate, weight loss, physical activity level, diet, water intake) [34,40,44,47,50]. One user commented,

I would have liked an app that includes a wide variety of health measurements. Now there are apps for movement and apps for eating, but if you got them all in one app I would use it a lot more. If the app included other health components, I could have set goals that were more attractive to me. [40]

Yet, one study [38] found that services with too many options may be a hindrance for older people (≥63 years), which could potentially affect user acceptability and usability negatively. Another study [49] reported that it might be problematic to include to many features, as this could make the service difficult to navigate.

**Easy, Pedagogic, and Attractive**

Users recognized the value of a straightforward service with good flow and a menu that can be easily navigated [31,32,34-36,39,45-47,49,50]. At the same time, they disliked cognitively demanding or time-consuming services [30,34,43,48]. One user said,

I mean part of the reason why the step app worked so well was that you literally turn it on it does everything. There isn’t really a lot I need to do to interact with it further. [46]

Another user noted,

Y’know...it’s a nice, simple app. You don’t need to be that literate. [32]

Users often reported manual data entry as an obstacle because it was time-consuming [34,35,37,43,48], especially in tracking physical activity or diet using a diary [37,41,43,48]. Users preferred easily performed exercises that did not require additional equipment [32,41]. In one study that used photos of meals for dietary self-monitoring, users found the method to be inappropriate in social settings [33]. Another study applied self-monitoring of food choices using “Happy-scores [39].” Users liked its easy and educational way to monitor and reflect on lifestyle habits. One user said,

We saw when we said we ate “bad” foods (fried food and such), and we lowered our score, it was...we thought “right, I shouldn’t have eaten that” or “I should have eaten a healthier food.” The fact that we have a score and we see the effect of that score in our behaviour ends up motivating us to have a better score. [39]

Visualization of goals and clinical parameters using easy-to-read graphs was either requested or appreciated as a way to track progress in a larger context [30,32,37,40,43,44,50]. In addition, many users wanted to be provided with a manual or initial tutorial to learn about the service or new tools. They also desired technical support [29,31,41,46,47,50]. Users valued the attractiveness of an app if the content and tone of the service are not discouraging or associated with illness and disease. Overall, users preferred services to be encouraging, fun, and positive [29,37-40,44,45,49]. One user said,

Although [another sport app] it’s just an app, but it says something like “now you’ve missed your training session,” it makes me feel somehow bad. So probably you should pay attention to that, how the feedback is. [38]

What was perceived as an attractive layout varied widely among the users. While some preferred a clean design [31,35,36,46,50], others favored more color [35-37,48]. One study [42] stressed the importance of using a layout that was not too child-like (eg, excluding smiley faces) as it decrease the service’s relatability. In 2 studies [47,50], changeable layout themes were offered, which the users appreciated. For external physical activity trackers, the users valued small, light, and waterproof devices [41,44].

**Individualized and Customizable**

Several studies [32,35-41,44-46,49,50] reported individualized content as a facilitator or suggestion for improvement when interacting with eHealth and mHealth apps. For example, users valued content tailored to personal motives and goals, current health status, fitness level, motivation level, season, weather conditions, and profile set-ups (such as sex, age, and personal interests) [32,34,36-38,40,41,50]. However, one study [38] reported concerns stereotyping based on interests or activities and emphasized the importance of modifiable individual set-ups. In one study [49], users suggested that recipes should be adapted to the family constellation (eg, modified portion sizes and meal suggestions appropriate to young children). For physical activity–promoting apps, some users noted the importance of offering relevant and challenging exercises [50]. Moreover, addressing users by their names was suggested (eg, when sending push notifications) [45]. Several studies [29,34,35,38,40,45] reported that users like to gain a sense of control of the service by customizing behavior change techniques to personal needs, preferences, and schedules. One user expressed discontent when the push notifications were not tailored to the person’s schedule:

The amount of time is not much, but sometimes it is...because you get the notification at 8 o’clock, that didn’t fit my working schedule. If I start with an early shift, I get up at 5 o’clock in the morning, at 6.30 o’clock I’m already at work...and then I actually have to think about my app during coffee break...And those things didn’t always go so well... [35]

In addition, there were mixed opinions on certain elements. For instance, users did not agree with push notifications, social networking, and gamification: some appreciated or requested them [32,34,37,38,40], while others found them inappropriate or annoying [32,34,37,38,40,45]. Some users wanted to adjust push notifications to personal goals, frequency, and time [30,45]. Two studies also emphasized the importance of customizing the content to a user’s self-identity (ie, sex, age, body size, and fitness level) when, for example, sharing activity tips using video clips and internet instructors [32,35]. One user said,
And of course, umm, on both of them [J&J and Gorilla Workout]...the videos, errr, show the sort of slim, fit young, ultra-fit, young men doing it. You think, “Gosh, I...I haven’t looked like that for about 40 years.” [32]

Reliable
A reliable service, with proven personal safety and trustworthiness, was expressed as essential. Some users complained about sharing personal data and wanted confidentiality ensured before sharing private and sensitive data [32,43]. A service that originated from a trustworthy source (such as recognized authorities or health care professionals) and provided evidence-based content in line with public recommendations, was perceived as being more reliable [29,37,46,49,50]. User perception of the reliability of services decreased when excessive advertisements, when parts of the content were unavailable if not paid for, and regular system updates were part of the service [34,35,37,40,44,46]. When tracking the physical activity level by phone or wearable, users reported that it was important for the tracker to be convenient and technical accurate in distinguishing different activities (eg, walking, running, biking) [32,34,40]. Technical issues were generally perceived as impediments, with users expressing the need for apps to be technically stable, easily manageable, and effective. Finally, apps should not drain the battery, mobile data usage, or phone memory [32,44,49,50].

Discussion
Principal Results
In this systematic review, we explored adults’ perceptions of the acceptability, engagement, and usability of eHealth and mHealth services that focus on physical activity, healthy diets, or both in the primary and secondary prevention of noncommunicable diseases. The results showed that users value eHealth and mHealth services, but considerations need to be taken account to maintain engagement. Users preferred services to be (1) interactive and integrated; (2) varying and multifunctional; (3) easy, pedagogic, and attractive; (4) individualized and customizable; and (5) reliable. By taking these findings into account, we believe that adherence to eHealth and mHealth services could be significantly improved.

Comparison With Previous Research
Users underlined the need for variation. This user view was supported by Dennison et al [52], who reasoned that new and updated content increases mHealth app users’ motivation and engagement. Users also valued a service that is composed of several behavior change techniques. There was some disagreement about the effectiveness of behavior change techniques and about the number of behavior change techniques that should be employed. A meta-analysis [53] reported that intervention effectiveness increased when more behavior change techniques were included. In contrast, Kelders [54] underscored the importance of matching user and intervention characteristics rather than applying several behavior change techniques. Our findings indicate that users preferred individualized services. Users also valued a straightforward and easy-to-use service, which is aligned with the less-is-more strategy for effective human–computer interactions [55]. A service offering multiple behavior change techniques tailored to users’ preferences and activities can enhance user engagement. Broekhuizen et al [56] confirmed that tailoring to an individual’s needs was beneficial in digital health behavior change interventions. On the other hand, tunneling the content and basing it on presumed stereotypical activities should be avoided as presumed assessments may mislead the tailoring process. Analytical and artificial intelligence–based methodologies that use input from the app or captured by external devices, could improve user individualization without increasing user burden [57]. Our findings also show that users valued an interactive service enhanced with bidirectional communication and indicative support, especially when the behavior change techniques were used for goals and planning (category 1 [51]). Evidence supports this finding, showing that it is crucial with indicative support to set realistic and achievable goals when minding motivation and engagement [58]. Some evidence stated the importance of applying well-established behavior change techniques when designing health-promoting technology, with suggestions to include self-monitoring and goal setting as support for physical activity and dietary behavior changes [59-61]. It is well evidenced that self-monitoring and goal setting appear to enhance the behavior change process and increase the intervention effect [59-61]. This review shows self-monitoring of several health parameters, goal setting, social networking, gamification, and push notifications were valued as behavior change techniques. Social networking, gamification, and push notifications were appreciated to gain support and enhance motivation, although some users found these behavior change techniques to be inappropriate or even annoying when not carefully adjusted to personal schedules, motives, and interests. There were conflicting opinions about social networking and gamification. For instance, some studies reported that social networking and gamification favored usability (ie, the efficacy and satisfaction of the service) [62,63], whereas others felt it was not essential for long-term behavior changes [18,64]. However, this difference in findings reflects users’ individual preferences, which suggests that there is a need to offer a customizable and flexible device to provide a personalized and dynamic service that follows the varying attitudes, values, and schedules of users. Some users expressed privacy concerns when sharing personal data, which could be an issue when tailoring is used. Individualization and anonymity have been discussed as a problem in eHealth elsewhere [38,65]. Finally, our results suggest that time efficiency may be another crucial factor that is particularly challenging in monitoring dietary habits. This view was supported by Peng et al [65], who reported that ease of use and time efficiency was significant for long-term engagement to mHealth apps.

Strengths and Limitations
Our results are based on newly published studies, which is a strength given the rapidly progression of eHealth and mHealth. Another strength is that we included studies with healthy adults and adults with a medical history and from a wide age range. Thus, the results can be generalized as users’ perceptions may vary with age and the purpose of the service being used. We
also included studies with participants of both sexes and from several countries. However, a slightly larger number of women (417 women compared with 309 men) were included in this review, limiting the generalizability to male populations. Studies were from diverse high-income countries strengthening international generalization. Yet, few studies were from low-and middle-income countries which restricts generalization to low- and middle-income countries. Most of the studies included in this review had recruited participants interested in using health-promoting services. This recruitment bias could limit the generalizability of our results because such individuals are likely to have a level of motivation that is higher than that of the general population. Also, we included studies in which individuals used the digital service for free, which may affect the expectations and perceptions of the service compared with the real world, where consumers pay for services. Most studies had an intervention period of only 4 months, which is a limitation because users' perceptions are likely to change; however, one with a 12-month intervention period did not report any deviating results. All studies were included regardless of assessed quality; however, none of the studies assessed with low quality added anything new or distinctive to the results. Also, this review only included qualitative studies; quantitatively measured aspects were not considered. Researcher bias is a potential limitation in analyzing qualitative data. However, this limitation is less of an issue, because in our review, 2 authors independently analyzed and discussed the findings.

**Conclusion**

Our findings from the synthesis of studies on the optimization of digital services to promote physical activity and healthy diets represent users’ perceptions of acceptability, engagement, and usability and show that eHealth and mHealth services provide value but need to be tailored to make them personalized, dynamic, easily manageable, and reliable. These findings can be useful in improving the user value when receiving support by digital services for behavior change to promote healthy lifestyles and increase adherence to eHealth services.
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Abstract

Background: Poor usability is a primary cause of unintended consequences related to the use of electronic health record (EHR) systems, which negatively impacts patient safety. Due to the cost and time needed to carry out iterative evaluations, many EHR components, such as clinical decision support systems (CDSSs), have not undergone rigorous usability testing prior to their deployment in clinical practice. Usability testing in the predeployment phase is crucial to eliminating usability issues and preventing costly fixes that will be needed if these issues are found after the system’s implementation.

Objective: This study presents an example application of a systematic evaluation method that uses clinician experts with human-computer interaction (HCI) expertise to evaluate the usability of an electronic clinical decision support (CDS) intervention prior to its deployment in a randomized controlled trial.

Methods: We invited 6 HCI experts to participate in a heuristic evaluation of our CDS intervention. Each expert was asked to independently explore the intervention at least twice. After completing the assigned tasks using patient scenarios, each expert completed a heuristic evaluation checklist developed by Bright et al based on Nielsen’s 10 heuristics. The experts also rated the overall severity of each identified heuristic violation on a scale of 0 to 4, where 0 indicates no problems and 4 indicates a usability catastrophe. Data from the experts’ coded comments were synthesized, and the severity of each identified usability heuristic was analyzed.

Results: The 6 HCI experts included professionals from the fields of nursing (n=4), pharmaceutical science (n=1), and systems engineering (n=1). The mean overall severity scores of the identified heuristic violations ranged from 0.66 (flexibility and efficiency of use) to 2.00 (user control and freedom and error prevention), in which scores closer to 0 indicate a more usable system. The heuristic principle user control and freedom was identified as the most in need of refinement and, particularly by nonnursing HCI experts, considered as having major usability problems. In response to the heuristic match between system and the real world, the experts pointed to the reversed direction of our system’s pain scale scores (1=severe pain) compared to those commonly used in clinical practice (typically 1=mild pain); although this was identified as a minor usability problem, its refinement was repeatedly emphasized by nursing HCI experts.

Conclusions: Our heuristic evaluation process is simple and systematic and can be used at multiple stages of system development to reduce the time and cost needed to establish the usability of a system before its widespread implementation. Furthermore, heuristic evaluations can help organizations develop transparent reporting protocols for usability, as required by Title IV of the 21st Century Cures Act. Testing of EHRs and CDSSs by clinicians with HCI expertise in heuristic evaluation processes has the potential to reduce the frequency of testing while increasing its quality, which may reduce clinicians’ cognitive workload and errors and enhance the adoption of EHRs and CDSSs.
Introduction

Despite the great potential of electronic health records (EHRs), clinicians are often confronted with unintended consequences related to the use of these systems, which can negatively impact patient safety [1-3]. One of the primary reasons for these unforeseen challenges stems from the lack of or poorly executed usability testing of these systems [4-6].

Usability measures the quality of a user’s experience when interacting with a system [7]. Recent evidence suggests that poor usability in EHRs is associated with an increase in clinicians’ cognitive workload, EHR-related fatigue, burnout, work inefficiency, job dissatisfaction, and intentions to leave the job [8-10]. System acceptance and adoption are crucial and strongly associated with the usability of EHR systems [11-13]. To optimize the benefits of EHRs for clinicians and avoid any unintended consequences that adversely impact patient safety, it is imperative to establish a system’s usability before its widespread implementation in real-world practice.

Usability evaluation methods are generally classified as expert- or user-based. Expert-based evaluations (eg, heuristic evaluations, cognitive walkthroughs, field observations) focus on ensuring that a system’s functionality is optimized and evidence-based interface standards and norms are met [14,15]. Evidence-based interface standards have been developed by various researchers to answer the following questions: (1) Does the user interface conform to evidence-based design principles? (2) Can users accomplish a given task? (3) Are users satisfied with the way a system helps perform a task? and (4) Can users operate the system efficiently with a quality outcome? [16-19]. In contrast, user-based evaluations focus on a user’s experience and interaction with a given system (eg, think-aloud method, interviews, focus groups, questionnaires) [14,15,20,21]. Although user-based usability testing shows differences in task performance between users who experienced difficulties and those who did not, expert-based usability testing focuses on “making things work” (ie, functionality) [12,14,20,22].

Clinical decision support systems (CDSSs) are specific components of EHRs that are frequently added and updated to reflect new evidence. CDSSs are defined as systems that provide clinicians with clinical knowledge and patient information that is “intelligently filtered and presented at appropriate times to improve patient care” [23]. When used as intended, CDSSs provide clinicians easy access to evidence-based information relevant to their decision-making process and can reduce their cognitive burden by minimizing the amount of information they must remember; these benefits enhance work efficiency, improve adherence to clinical guidelines, reduce the occurrence of medication errors, and prevent misdiagnoses [24-27]. Surprisingly, many CDSSs have not undergone rigorous usability and effectiveness testing prior to their deployment in practice [28]. The testing of CDSSs’ textual information and interfaces is critical in optimizing clinical decision-making and preventing errors in guidance.

A major challenge to establishing the usability of the CDSSs interfaced with EHRs has been the cost and time needed to carry out rigorous, iterative evaluations [21,29]. Attempting to fix usability issues after widespread deployment results in much higher costs than if done before implementation. Although usability studies should be iteratively conducted at multiple stages during system development [15], usability evaluations of health information technologies are often conducted during only a single stage of development [14]. In previous studies of CDSSs developed for clinicians that include nurses, usability testing was typically conducted either at an early stage for prototyping using an expert-based method [27,30] or after their deployment in practice using a user-based method [31-33]. Nurses participated in the evaluations mostly as a target user [31-33]; they may act as an expert—although they do not have usability expertise—after training by a usability expert to conduct the evaluation [27].

We believe that combining user- and expert-based evaluations has the potential to improve the efficiency and effectiveness of a system. In a user-based evaluation, the average cost per general user (ie, nonclinicians) is US $171, and at least twenty users are needed to identify 95% of the usability problems in a system [34,35]. Conducting iterative usability evaluations of EHRs and CDSSs with clinician-users is even more costly and time-consuming because recruiting them in clinical studies remains challenging [36,37]. In an expert-based evaluation, 3 to 5 expert evaluators are recommended [38], and 3 experts can identify 80%–90% of the usability problems [39]. Although both types of evaluation are valuable in testing EHRs and CDSSs, the stage of development often dictates the choice of the usability evaluation conducted. However, the predeployment phase, which occurs after prototyping, is the most crucial phase since eliminating usability issues in this phase avoids the costly fixes that will be needed if they are found after a system’s implementation [40,41]. Therefore, involving both experts and users in a late-stage (ie, predeployment stage after prototyping) usability evaluation would be optimal.

In this study, we offer an example application of our heuristic evaluation process, which provides a low-cost, time-effective, and expert-based method that includes potential users (ie, clinician usability experts) to evaluate the usability of CDSSs prior to their deployment in clinical practice.

Methods

Heuristic Evaluation

A heuristic evaluation is a usability-inspection method commonly used in the field of human-computer interaction
The heuristic evaluation proposed by Nielsen is an assessment conducted by a small group of evaluators using an evidence-based set of design guidelines called heuristics. Heuristic evaluators, who are generally experts in HCI, examine a user interface and the system design according to the evidence-based interface standards.

**Example of Heuristic Evaluation Method**

The example application of our approach involved the systematic evaluation of an electronic intervention containing clinical decision support (CDS) that was being prepared for deployment and testing by nurses in a national randomized controlled trial (RCT). Prior to nationwide deployment, we conducted a heuristic evaluation with HCI experts to identify any violations of usability principles in the CDS intervention.

We chose the heuristic evaluation process based on Nielsen’s 10 heuristics and used a heuristic evaluation checklist developed by Bright et al. The checklist facilitated each expert’s systematic inspection of the system’s user interface by judging its compliance with each usability factor through yes-or-no questioning and rating its overall severity for each of Nielsen’s 10 heuristics on a scale of 0 (no problems) to 4 (usability catastrophe). Our heuristic evaluation process included specific HCI experts with nursing informatics expertise (referred to as “nursing HCI experts”) and general HCI experts (referred to as “nonnursing HCI experts”) to capture the views of both usability experts and clinician-users of our CDS intervention.

**CDS Intervention Under Evaluation**

The main components of the CDS intervention evaluated in this paper were nursing diagnoses, nursing outcomes with current and expected ratings, and nursing interventions. Through an iterative design process with users (ie, nurses), our study team had previously developed and pretested a desktop prototype intervention designed to evaluate the effectiveness of 3 different electronic CDS intervention display formats: text, table, and graph (see Figure 1). The CDS intervention contained evidence-based suggestions for improving palliative care delivered via a modular EHR care planning system (see Figure 2).

Subsequently, our team was funded by the National Institutes of Health to conduct a national, remotely administered RCT of the previously developed intervention. A desktop prototype in the 3 display formats (Figure 1) underwent iterative, user-centered–design usability studies with users (ie, user-based evaluations); however, a web-based application was needed to remotely test the CDS intervention with a national sample of 200 nurses. As small interface changes can impact the overall usability of an electronic CDS intervention, our team chose to conduct a second phase of usability testing using expert perspectives (ie, expert-based evaluations).
Sampling and Recruitment
We used purposeful sampling to invite 6 HCI experts, including nursing and nonnursing HCI experts, to participate in this study from August 3, 2020, to September 11, 2020. The sample size was decided in accordance with current recommendations, which state that including more than 3 to 5 evaluators in a heuristic evaluation is unlikely to yield additional useful information [38]. The main qualifications for participation were possession of a doctoral degree in the field of informatics and training in HCI. These qualifications were essential in this study since the quality of a heuristic evaluation is dependent on the skills and experience of the evaluators [22,51].
Procedure
Our heuristic evaluation was conducted virtually during the COVID-19 pandemic. Before the evaluation, each expert was given a standardized orientation using a Microsoft PowerPoint video and transcript about how the CDS intervention works. The experts were also presented with the 2 use cases shown in Figure 3; these patient case scenarios require users (ie, nurses) to adjust their care plans to the unfolding clinical context. During the evaluation, each expert was asked to independently interact with the CDS intervention, ensuring unbiased evaluations from each evaluator. The experts were encouraged to explore the user interface of the entire CDS intervention at least twice.

Figure 3. Use cases describing patient scenarios. POC: plan of care.

Ethics Approval
The University of Florida Institutional Review Board reviewed and approved the addition of an evaluation of the intervention software by experts, with no subjects in the clinical trial involved (IRB201902611).

Data Analysis
Data analysis focused on the experts’ comments and overall severity scores collected via the heuristic evaluation checklist. To capture the experts’ perspectives on usability, we conducted deductive coding based on a pre-established set of guidelines (ie, heuristics). We developed a codebook for coding their comments using Microsoft Excel. Data from the coded comments were synthesized by 2 nursing informatics and HCI experts (HC and KDL), who were not participants in the heuristic evaluation, according to Nielsen’s 10 usability heuristics [38,42]. Differences in coding data were discussed until consensus was achieved. Descriptive statistics were used to analyze the overall severity of the identified usability factors collected using the checklist. The mean and standard deviation of the overall severity score were calculated for each heuristic principle.

Results
The 6 HCI experts who participated in the heuristic evaluation were professionals in the fields of nursing (n=4), pharmaceutical sciences (n=1), and system engineering (n=1). The mean overall severity scores of the identified heuristic violations ranged from 0.66 (flexibility and efficiency of use) to 2.00 (user control and freedom and error prevention), in which scores closer to 0 indicate a more usable system. Figure 4 depicts the mean
severity scores by heuristics and highlights the 4 highest scores. **Table 1** organizes the evaluation’s mean severity scores and sample comments into Nielsen’s 10 usability heuristics.

The heuristic principles identified as the most in need of refinement were **user control and freedom** (mean 2.00, SD 1.09) and **error prevention** (mean 2.00, SD 1.09). Although all heuristics were identified as having major (ie, severity score of 3) and minor (ie, severity score of 2) usability problems, **user control and freedom** was considered a major usability issue particularly by nonnursing HCI experts, who pointed out that users of the CDS intervention were unable to alter current and expected scores for nursing outcomes once the ratings were entered in. To improve this heuristic, the experts suggested that the “Undo” function should not be limited and to give users the ability to fix the entered scores. Similarly, after the “Action Required” menu was completed, it was no longer possible for users to select the “Undo” function to bring it up again. An example of this is shown in **Figure 2**, where the “Action Required” was choosing nursing interventions for the plan of care (POC) based on the decision support suggestions recommended by our CDS intervention.

**Figure 4.** Four highest mean severity scores by heuristic. Severity score from 0 to 4: no usability problems (0), cosmetic problem only (1), minor usability problem (2), major usability problem (3), and usability catastrophe (4).
Table 1. Mean severity scores and sample comments from the heuristic evaluations.

<table>
<thead>
<tr>
<th>Usability heuristic</th>
<th>Severity score, mean (SD)</th>
<th>Sample comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility of system status</td>
<td>1.66 (1.21)</td>
<td>• Unclear if care plan icons (circle, square, triangle) are clickable</td>
</tr>
<tr>
<td>Match between system and the real world</td>
<td>1.00 (1.09)</td>
<td>• Pain scale in the CDS intervention, in which score 1 indicates “severe” pain is the opposite of common pain scales used in clinical practice (1 indicates “mild” pain)</td>
</tr>
<tr>
<td>User control and freedom</td>
<td>2.00 (1.09)</td>
<td>• Limited “Undo” functionality</td>
</tr>
<tr>
<td>Consistency and standards</td>
<td>1.16 (1.16)</td>
<td>• Unclear of formatting standards referred</td>
</tr>
<tr>
<td>Help users recognize, diagnose, and recover from errors</td>
<td>1.66 (1.63)</td>
<td>• Error message is not informative as it doesn’t indicate where the error occurred</td>
</tr>
<tr>
<td>Error prevention</td>
<td>2.00 (1.09)</td>
<td>• Need a warning message when clicking the minus button</td>
</tr>
<tr>
<td>Recognition rather than recall</td>
<td>1.83 (1.16)</td>
<td>• Unclear what was undone</td>
</tr>
<tr>
<td>Flexibility and efficiency of use</td>
<td>0.66 (1.03)</td>
<td>• Suggested helping users to find content on the site (hyperlinks, alphabetical index)</td>
</tr>
<tr>
<td>Help and documentation</td>
<td>1.83 (0.98)</td>
<td>• Needs HELP function to inform on how the CDS intervention works</td>
</tr>
<tr>
<td>Aesthetic and minimalist design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph format</td>
<td>1.33 (1.50)</td>
<td>• Not visually appealing from similar blues/grey shades</td>
</tr>
<tr>
<td>Table format</td>
<td>1.66 (1.50)</td>
<td>• Font is too small and difficult to read</td>
</tr>
<tr>
<td>Text format</td>
<td>1.16 (0.75)</td>
<td>• No labels in the icons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Suggested we use text section headers instead of icons</td>
</tr>
</tbody>
</table>

*aSeverity score from 0=best to 4=worst: no usability problems (0), cosmetic problem only (1), minor usability problem (2), major usability problem (3), and usability catastrophe (4).

In response to error prevention, the experts found the exit (x) button in the upper right corner of the “Action Required” menu to be confusing since 2 other options are also available: “Save To POC” and “Close without saving” in the lower left and right corners of the screen, respectively (Figure 5). To improve error prevention, the experts suggested that we provide the warning message shown in Figure 6 when the minus button is clicked; they also recommended that this warning message indicate where the error occurred to support the heuristic help users recognize, diagnose, and recover from errors (mean 1.66, SD 1.63).

The next heuristics identified as requiring the most improvement were recognition rather than recall (mean 1.83, SD 1.16) and help and documentation (mean 1.83, SD 0.98). Recognition rather than recall was considered a major usability problem particularly by nonnursing HCI experts, who stated that clicking the “Undo” button to see what was undone should be recognizable to users. Regarding help and documentation, the experts emphasized the need for a “Help” or “Search” functionality to inform users of how our CDS intervention works (eg, how users can add a new nursing diagnosis) and reduce user errors when using the intervention.

Finally, for the heuristic match between system and the real world (mean 1.00, SD 1.09), the experts pointed to the reversed direction of our pain scale scores (1 indicating severe pain) compared to those commonly used in clinical practice (1 indicating mild pain; Figure 7). Although this usability issue was identified as minor, its refinement was repeatedly emphasized by nursing HCI experts.
Figure 5. Action Required menu (reproduced with permission from the HANDS Research Team). NIC: nursing intervention classification; NOC: nursing outcome classification; POC: plan of care.

Figure 6. Warning message (reproduced with permission from the HANDS Research Team). NANDA-I: NANDA International nursing diagnosis; NIC: nursing intervention classification; NOC: nursing outcome classification; POC: plan of care.

Figure 7. Pain scale scores (reproduced with permission from the HANDS Research Team). NANDA-I: NANDA International nursing diagnosis; NIC: nursing intervention classification; NOC: nursing outcome classification; POC: plan of care.
Discussion

Principal Findings

With the proliferation of EHRs and CDSSs in today’s health care, rigorous and multistage usability evaluations are essential to the development of effective electronic systems; however, these evaluations are considered challenging due to the cost and time required to conduct them [21,29]. In this study, we provided an example application of a heuristic evaluation process that we used prior to the deployment of an electronic CDS intervention for our RCT study. The same process can be used with different EHRs and CDSSs and at multiple phases of development to provide high-quality, low-cost, and efficient usability assessments. This heuristic evaluation method can also help organizations develop transparent reporting on a system’s usability, as required by Title IV of the 21st Century Cures Act [52]. As evidenced in this study, conducting this evaluation enabled us to detect unmet evidence-based usability principles of an electronic CDS intervention prior to its deployment.

This study took approximately 2 months (from August to September 2020) to locate and enlist the experts, distribute study materials, and compile the results. It is important to emphasize that this study was conducted during the global COVID-19 pandemic, which potentially affected the recruitment period as well as data collection. Thus, our process can likely be performed in a shorter period of time than the 2 months we experienced.

Through expert-based usability testing, we discovered major and minor usability problems in the user interface of an electronic CDS intervention prior to its deployment for use by users. Despite their benefits, heuristic evaluations are rarely reported for usability testing, especially in late-stage (ie, predeployment stage after prototyping) usability testing. Although user-based usability testing is effective in identifying major usability issues that affect user performance, a focus on user testing alone may lead to missed usability violations that users who do not have HCI expertise may not recognize [53-55]. Although unrecognized, these violations can decrease the system’s usability, increase users’ cognitive workload, create unintended consequences that threaten patient safety, and result in the EHR and CDSS being discontinued in practice. Future work should include a reevaluation of the CDS intervention after the recommendations against the heuristic violations have been implemented. In summary, heuristic evaluations have the potential to clarify usability issues within EHRs and CDSSs, not only after deployment but also before deployment, since they can be employed throughout various stages of system development [56]. Thus, this study reveals the value of including expert review methods at some point during the development process to ultimately achieve the goals of the system.

A heuristic evaluation with experts can identify minor usability problems that are often not detected in user testing but can be costly to fix if detected after a system’s deployment [39]. Fixing usability problems after deployment or during maintenance stages usually costs 40 to 100 times more than fixing them before deployment and in the development stage [40,41]; therefore, the early refinement of CDSSs using a heuristic evaluation process, such as the one described in this paper, ultimately reduces a system’s overall development and redesign costs.

Since expert-based usability testing focuses on “making things work” in a natural and logical order, the experts in this study recommended changing the direction of our intervention’s pain scale to range from 0 (no pain) to 4 (severe); this pain scale now matches those used in real-world clinical practice and would be intuitive to use. It is important to note that this usability problem was detected only by nursing HCI experts who have backgrounds in clinical nursing practice; this underscores the advantage of having a panel of experts who boasts skills and experience in the relevant clinical domains (eg, nursing, medicine), as well as in usability and HCI, when evaluating clinical technologies [51]. Our purposively selected panel of HCI experts, including nursing and nonnursing HCI experts, enabled us to identify significant usability problems that may have increased the likelihood of medical errors in real-world clinical settings, which is an important strength of this study.

Limitations

The limitations of this study were related to the experts’ independent evaluations. To complete the evaluation, each expert used his or her own device (eg, desktop and laptop computers, tablets) with differing screen sizes; this could have influenced their evaluations of the CDS intervention. Nonetheless, to obtain an optimal idea of the intervention’s general scope, we asked the experts to use Google Chrome’s Incognito (ie, private) browser to access the intervention, as well as to carefully explore the user interface’s screen layout and interaction structure at least twice [20].

Another potential limitation of our study is that we did not collect the demographic information of our study participants. We invited them to participate in our expert-based evaluation as HCI experts either with or without domain expertise.

Conclusions

Our heuristic evaluation process is simple, systematic, and theoretical and can ensure a system’s optimal functionality. Beyond confirming that evidence-based interface standards and norms are met, our process can be used at multiple stages of system development before implementation (ie, predeployment phase after prototyping) to reduce the time and cost of the iterative evaluations needed to improve a system’s usability after widespread implementation. A heuristic evaluation that includes HCI experts with domain expertise (ie, clinician HCI experts) has the potential to reduce the frequency of testing while increasing its quality, which may reduce clinicians’ cognitive workload and EHR-related errors. Making this small investment in early refinement can reap sizable benefits to further enhance EHR and CDSS adoption and acceptance by various clinicians in real-world clinical practice.
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Abstract

Background: With electronic technologies, patients are provided with tools to easily acquire information and to manage and record their own health status. eHealth interventions are already broadly applied to perioperative care. In a similar way, we aimed to utilize a smartphone application to enable postoperative patients to partially self-manage their postoperative pain. The results of a previously performed proof-of-concept study regarding the application were promising, and nurses as well as patients were optimistic regarding this innovative mobile application. Nevertheless, in reality, it appears that the usage and overall implementation of this application have stagnated since its introduction. Problems with innovation adoption are not novel; various studies have been conducted to explore the reasons for low implementation success of eHealth applications and indicated that adoption is influenced by multiple organizational factors. This study investigated the influence of these organizational factors on the adoption process, aiming to provide more insight in the dos and don’ts for implementing eHealth in the working processes of hospital care.

Objective: This study aimed to provide insight in how to successfully implement a technological eHealth innovation in a general nonacademic hospital.

Methods: A qualitative study was conducted to explore organizational factors affecting the innovation adoption process. Data were collected by conducting semistructured one-on-one interviews with 11 stakeholders. The data were analyzed using thematic analysis identifying overarching themes.

Results: Absorptive capacity, referred to as an organization’s dynamic capability pertaining to knowledge creation and utilization that enhances an organization’s ability to gain and sustain a competitive advantage, was regarded as the most influential factor on the application’s adoption. Accordingly, it appeared that innovation adoption is mainly determined by the capability and willingness to assimilate and transform new information into productive use and the ability to absorb a novel innovation. Absorptive capacity was found to be influenced by the innovation’s benefit and the sense of ownership and responsibility. Organizational readiness and management support were also regarded as essential since absorptive capacity seemed to be mediated by these factors. The size of the hospital influenced eHealth adoption by the amount of resources available and by its organizational structure.
Conclusions: In conclusion, absorptive capacity is essential for eHealth adoption, and it is mediated by management support and organizational readiness. It is recommended to increase the degree of willingness and ability to adopt an eHealth innovation by enhancing the relevance, engaging stakeholders, and assigning appropriate leaders to offer guidance.

(KEYWORDS)

innovation; eHealth adoption model, mobile health; pain; self-report; perioperative medicine; postoperative pain; surgery

Introduction

To date, hospital care, admission potential, urgent and nonurgent care, and health care professionals are under pressure due to problems such as the aging population, the rising prevalence of chronic comorbid diseases, and overall increasing health care costs [1,2]. On top of these already existing problems came the COVID-19 pandemic. These growing demands accelerate the surge in eHealth innovations [3-5].

With electronic technologies, patients are provided with tools to easily acquire information and to manage and record their own health status. eHealth interventions are already broadly applied to perioperative care (eg, remote monitoring, educational websites, and telerehabilitation) [6,7]. In a similar way, we aimed to utilize an eHealth tool (the OLVG Pain App) with the objective to improve the efficiency and quality of postoperative pain management. This eHealth tool enables the patient to partially self-manage their postoperative pain, as they record their own postoperative pain intensity in their electronic medical record. The results of a previously performed proof-of-concept study regarding the OLVG Pain App were promising, and nurses as well as patients were optimistic regarding this innovative mobile application [8].

Nevertheless, in reality, it appears that the usage and overall implementation of this application have stagnated since its introduction. Problems with innovation adoption are not novel; various studies have been conducted to explore the reasons for low implementation success of eHealth applications and indicated that adoption is influenced by multiple organizational factors such as technological knowledge and skills, financial aspects, social and organizational support, and a lack of education and training [9-13]. Therefore, the aim of this study was to provide insight on how to successfully implement a technological eHealth innovation in a general nonacademic hospital. Accordingly, the research question was: “How can the adoption process of the PainApp be understood with regards to the organizational factors within a general hospital?”

Methods

Study Design

A qualitative study was conducted between March 1, 2020, and July 31, 2020. Stakeholders involved with the development and implementation process of the application were interviewed to provide an in-depth understanding of how the context of a general hospital can facilitate or hamper the adoption of eHealth. The study was conducted and is reported according to the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth) checklist (V.1.6.1) [14], the consolidated criteria for reporting qualitative research (COREQ) [15], and the “Qualitative research: standards, challenges, methodological guidelines” by Malterud [16].

Recruitment

For this study, the perceptions of stakeholders active within the departments of Information Technology (IT), Electronic Medical Record (EMR), Anesthesiology, and Nursing Staff Convention from 2 hospitals were investigated. Both OLVG Hospital and Maasstad Hospital are general hospitals providing surgical care for 23,000 patients annually.

The sample size was determined by the concept of “information power,” which depends on the relevance of the participants included [17,18]. Based on this premise and similar studies, 11 participants were considered satisfactory, as the selected participants were highly informative and significant actors in the innovation procedure (Table 1, participant characteristics). Participants from specific departments within the OLVG Hospital and Maasstad Hospital were provided by personal contacts from the supervisors of this study.
### Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Identification number</th>
<th>Hospital</th>
<th>Position</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Work experience (years)</th>
<th>Technical background</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>OLVG Hospital</td>
<td>Anesthetist</td>
<td>52</td>
<td>M&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17</td>
<td>6 years of postoperative home monitoring and digitalized preoperative screening</td>
</tr>
<tr>
<td>P2</td>
<td>OLVG Hospital</td>
<td>Nurse, application specialist</td>
<td>42</td>
<td>M</td>
<td>18</td>
<td>6 years as an application specialist for the EHR&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P3</td>
<td>Maasstad Hospital</td>
<td>Anesthetist</td>
<td>39</td>
<td>M</td>
<td>6</td>
<td>1 year as a CMIO&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>P4</td>
<td>OLVG Hospital</td>
<td>Neurologist</td>
<td>39</td>
<td>M</td>
<td>6</td>
<td>3 years as an innovation specialist, human-centered design, and eHealth implementation</td>
</tr>
<tr>
<td>P5 LKru</td>
<td>OLVG Hospital</td>
<td>Department manager</td>
<td>45</td>
<td>M</td>
<td>10</td>
<td>5 years as a manager of the EHR and patient participation</td>
</tr>
<tr>
<td>P6</td>
<td>OLVG Hospital</td>
<td>Nurse team leader</td>
<td>37</td>
<td>F&lt;sup&gt;d&lt;/sup&gt;</td>
<td>15</td>
<td>3 years as a key user of the EPIC EHR</td>
</tr>
<tr>
<td>P7</td>
<td>OLVG Hospital</td>
<td>Department manager</td>
<td>-</td>
<td>M</td>
<td>-</td>
<td>6 years as a manager of the ICT&lt;sup&gt;e&lt;/sup&gt; department</td>
</tr>
<tr>
<td>P8</td>
<td>OLVG Hospital</td>
<td>Nurse team leader</td>
<td>-</td>
<td>F</td>
<td>28</td>
<td>10 years as a nurse team leader in the neurosurgery department</td>
</tr>
<tr>
<td>P9</td>
<td>OLVG Hospital</td>
<td>Operational manager</td>
<td>-</td>
<td>F</td>
<td>39</td>
<td>4 years as a manager of the neurosurgery business unit</td>
</tr>
<tr>
<td>P10</td>
<td>OLVG Hospital</td>
<td>Pulmonologist</td>
<td>62</td>
<td>M</td>
<td>30</td>
<td>2 years as a CMIO</td>
</tr>
<tr>
<td>P11</td>
<td>Maasstad Hospital</td>
<td>Clinical computer scientist</td>
<td>34</td>
<td>M</td>
<td>5</td>
<td>Specialty connectivity between medical devices and the EHR</td>
</tr>
</tbody>
</table>

<sup>a</sup>M: male.
<sup>b</sup>EHR: electronic health record.
<sup>c</sup>CMIO: Chief Medical Information Officer.
<sup>d</sup>F: female.
<sup>e</sup>Participant did not respond to the extra questions for age and years of work experience.
<sup>f</sup>ICT: information communication and technology.

#### Data Collection

The data were collected during semistructured one-on-one interviews performed by a research student (IK). The interviews were structured by the following topic questions: size of the hospital, top management support, organizational readiness, and centralization in decision-making and absorptive capacity. These topics were based on pre-established themes derived from the eHealth Adoption Model (eHAM) [19]. The eHAM combines elements of the diffusion of innovation theory and the technology-organization-environment framework, since these form a theoretical base of innovation in various sectors [20].

The interviews were conducted in Dutch; the interview guide was originally formulated in Dutch, followed by a translation into English for the purpose of this report (Multimedia Appendix 1). Prior to the interview, participants received some general information concerning the research topic, and informed consent was requested from the interviewee to allow for audio recording of the interview. The interview commenced with introductory questions, with which the general opinion on eHealth innovations of eeeoe the participant was established. After this introductory phase, topic questions regarding the concepts of the eHAM model were asked to explore their experiences with and perspectives on the influences of these factors. Lastly, specific closing questions recapping the themes were asked to evaluate the importance of each organizational factor. Furthermore, interviews were conducted online through Skype, Zoom, or FaceTime due to COVID-19 measures.

#### Data Analysis

Data collection and analysis progression were discussed during regular meetings with the researchers BT and JS and the research student IK. A thematic framework approach was utilized in order to analyze the qualitative data [21,22]. First, the audio recordings of the interviews were transcribed verbatim in Dutch. As for the validity, the interpretations of the interview were sent to the respective participants to check whether the interviews
were well understood and in line with their perspectives. After familiarization with the data, the transcripts were coded with an English coding guide that was developed according to the eHAM model. The coding guide included the 5 main concepts regarding the organizational factors, which were further differentiated into subconcepts. After coding, overarching themes and patterns were identified and labelled within each concept.

**Ethics Approval**
This study was conducted as part of the “Closing the loop” project approved by the Advisory board for Science and Research (ACWO) OLVG Hospital on December 30, 2019, with registration number WO 19.167.

**Results**

**Themes**
The results were derived from stakeholder interviews and yielded a total of more than 40 themes that are related to the eHAM [19]. For a visualized overview of all identified and related themes, see Multimedia Appendix 2. Overall, the stakeholders considered absorptive capacity, top management support, and organizational readiness as the most essential factors for the adoption of eHealth innovation. For interview data, see Multimedia Appendix 3. Moreover, the remaining 2 factors (ie, size of the hospital and centralization in decision-making) were considered as generic influences and are therefore briefly discussed.

**Absorptive Capacity**
Absorptive capacity appeared to be of great importance. Absorptive capacity refers to an organization’s “dynamic capability pertaining to knowledge creation and utilization that enhances an organization’s ability to gain and sustain a competitive advantage” [23].

The majority of stakeholders stated that the individual’s willingness is an essential aspect that can affect the degree of absorptive capacity. Next to the willingness to absorb new information, the ability to do so is also essential for successful innovation adoption.

Altogether, the participants mentioned that spreading new knowledge is more effective when done repetitively face-to-face, than, for instance, digitally through newsletters or by email. Clinical lessons and pilot tests can also be used to effectively introduce innovations or increase the skills of employees.

Another important aspect mentioned to influence absorptive capacity is the culture within the hospital, as a culture that is more “open” and stimulating in accepting new information can enhance the adaptability and flexibility of the organization.

Furthermore, this willingness and ability to adopt certain innovations also appeared to depend on various themes, such as personal characteristics, the context, and whether a sense of ownership and responsibility is present with the individual. The influence of personal characteristics on absorptive capacity became evident as 9 of 11 participants noted that features such as age (or generation), affinity with technology, and being an early or late adopter can affect whether an individual absorbs an innovation. Accordingly, a team leader stated:

*When talking about absorptive capacity, it also depends a lot on the type of person. How much information can you assimilate? Are you theoretical or more practical? How old are you? Do you have an affinity for innovation and technology? [P6, team leader]*

Additionally, 6 (P9, P1, P4, P5, P3, P6) participants felt that hospital employees are commonly not very capable of acquiring, assimilating, transforming, and connecting new information to existing knowledge for productive use. They believed that hospital employees are extremely programmed to conform to protocols, which limits the potential for adoption and particularly affects their ability to embed innovations into practiced daily routines. An essential remark made by all participants is that the context in which the innovation adoption takes place has a significant role in whether individuals are willing to absorb it. It became clear that the severity or urgency of the problem that the innovation addresses and responds to should be sufficiently experienced by those who need to use the innovation.

In addition, all participants mentioned that the innovation’s relevance is a key factor for successful innovation adoption and that this mainly depends on whether there is a substantial benefit to fulfill the need of the user. Another theme that emerged from 6 interviews was that the innovation should induce a sense of ownership in order for employees to truly adopt the eHealth innovation.

**Top Management Support**
Next to the absorptive capacity, the support of top management also appears to be of great influence, as managers are recognized to be responsible for delivering the required resources to facilitate innovation adoption. An anesthetist described the top management’s influence accordingly:

*I think they certainly have an impact. They have to provide the money to be able to introduce eHealth tools such as the OLVG Pain app and support ICT and so on. Thus, if they say we won’t be doing it, then it won’t happen.* [P3, anesthetist]

In addition, top management also seems to be responsible for arranging employees and project structures for realization. All participants agree that commitment from the top and a supportive vision of innovations should be present for successful eHealth adoption. More importantly, one of the team leaders stated that all management layers should be committed, in particular the team leaders, since they are practically active at the site of implementation:

*You want it to be implemented in the workplace, so you should focus on there. The employees have no idea of what is happening in the top of the organization. If it is transmitted by a team leader, then they will believe and follow it.* [P8, team leader]

**Organizational Readiness**
Most of the participants experienced that the actual IT infrastructure was adequately present to facilitate technological
developments. However, P6 did mention that the hospitals lag behind some current technologies due to limited financial resources and complex privacy concerns:

For example, we still do not have a blood pressure meter that automatically sends the data into the patient data management system (PDMS) via Wi-Fi. Nowadays, it must be possible to automatically Bluetooth or Wi-Fi everything to the system; why is it not possible for us to realize this? [P6, team leader]

Some participants supported this decision as they believed that hospitals are not supposed to compete with third-party app developers:

I don’t think we’ll be any better at it, because the hospital is good at treating patients and our core business is not building an app. [P5, department manager]

Financial Readiness

The majority of participants mentioned that they are aware that hospitals have relatively little financial resources. Furthermore, most of the participants recognized that the financial readiness for eHealth innovations mainly depends on the innovation’s significance and potential for success. P6 described this accordingly:

Yes, if an innovation doctor says: “Yes we have to do this and I know it costs 100 thousand euros,” the innovation committee can still object by saying that there is no money for that, because it has to be spent on new patient beds, as that is simply more important than that innovation. [P6, team leader]

Size of the Hospital

Most of the participants agreed that the size of the hospital’s influence on eHealth implementation is associated with the available resources and the organizational structure. For instance, an IT employee mentioned that a larger hospital allows for more available resources, which in turn increases the organizational readiness for the adoption of eHealth innovations. On the other hand, a larger hospital appears to have more management layers and is therefore considered to be more bureaucratic in its structure. One of the participants (P5) stated correspondingly:

So yes, you have resources, but then again you are so big and bureaucratic that the speed of implementing innovations really slows down. [P5, department manager]

Centralization in Decision-making

All participants agreed that centralization is required for a structured overview to focus on hospital-wide interests and a fairer selection procedure of all projects. P5 described that a centralized group can positively influence eHealth adoption by providing guidance and resources:

That central group helps with getting a sharp picture of whether the innovation really matters and if that is what we want, and then they’ll help bridge the connection with those who can support, build, implement, and train it. [P5, department manager]

Discussion

Principal Findings

The results of this study demonstrate that absorptive capacity is regarded as the most important factor influencing eHealth adoption in a general hospital. In addition, the degree of absorptive capacity is predominantly mediated by the amount of management support and the organizational readiness (Figure 1). However, the size of the hospital and centralization in decision-making are rather generic influences on the innovation process. Previous studies show supportive findings regarding the importance of absorptive capacity in influencing eHealth adoption [24-27]. We found that “being attached to follow fixed guidelines” (ie, working by following strict protocols), “context” (ie, the way urgency and relevance of a specific issue push an innovation), and the absence of a sense of ownership and responsibility affected absorptive capacity. Being a “family owner” could contribute to the willingness for innovation and therefore could positively influence absorptive capacity [28]. Next to highlighting the importance of absorptive capacity itself, we also reveal that both management support and organizational readiness mediate this factor. Numerous other studies also present that absorptive capacity is influenced by organizational structure, culture, and communication [27,29-31].

Our findings regarding organizational readiness are in accordance with other studies suggesting that organizations with a favorable environment, the structure, and the required resources are more prone to absorb innovations [32,33].

For financial readiness, we found that a hospital’s limited budget could be a barrier but would not be a determinant of the innovation’s actual success. It seemed that, rather, the innovation’s importance and potential to truly improve the quality of care would eventually determine the availability of financial resources.

The size of the hospital was found to influence the innovation process, as a larger size is positively associated with a greater amount of organizational resources, which in turn can facilitate better innovation implementation. This is in line with previous literature indicating that a greater hospital size influences the likelihood of successful adoption [34]. In contrast to this, our findings suggest that a greater size could also lead to a more bureaucratic structure and therefore even hamper innovation adoption despite its possession of more resources.

As for the centralization of decision-making, it became clear that this organizational factor differed in influence depending on the specific stage of the innovation process. Despite the potential positive influence of an acknowledgeable centralized group in guiding the innovation implementation, the stakeholders in our study ranked this factor as one of the least influential for successful adoption.
Limitations
This study has several limitations; despite the recruitment of stakeholders from 2 different hospitals, the results and key messages of this study are mainly valid for the OLVG specifically, as the great majority of interviewees came from this hospital. This might have limited the acquisition of in-depth details on certain factors. The use of a conceptual model enabled this study to provide more insights into how the organizational factors influence adoption and to structure an overview of how these different factors relate to each other in terms of prioritization. However, the inclusion of such an extensive number of organizational factors may also have hampered a deeper understanding and exploration of each factor’s influence on its own. Accordingly, this is also the reason why the hospital’s “communication structures” have only been addressed briefly in our study and hence, lacks thoroughness in the findings.

Recommendations for Practice
The results revealed that adoption was prominently lacking on the innovation’s benefit and on the sense of ownership and responsibility, which in turn negatively affected the absorptive capacity. Therefore, we suggest 3 focal points for policy.

The first focal point follows the “Quadruple Aim criteria” as a concept that focuses on examining the innovation according to the following 4 aims: lower cost of care, improved patient care, better health outcomes, and improved staff experience [35].

The second focal point increases the absorptive capacity from various aspects by using the value-sensitive design approach to engage all stakeholders from the beginning, creating a sense of ownership and responsibility [36].

The third focal point relates to our finding that management has a major influence on organizational culture and thus, also on the absorptive capacity. Accordingly, appropriate leaders who are truly able to stimulate an innovation-friendly learning culture should engage stakeholders. Therefore, the allocation of ambassadors or managers can support in overcoming resistance to change concerning stakeholder engagement and creating the innovation’s benefit.

Conclusions
This study provides insight in how to successfully implement an eHealth innovation in a general hospital. The most important factor influencing eHealth adoption was absorptive capacity, which was mainly determined by the innovation’s urgency and relevance, and a sense of ownership and responsibility. Additionally, we revealed that absorptive capacity is mediated by management support and organizational readiness. Three focal points for successful eHealth adoption are enhancing the innovation’s relevance, adequately engaging stakeholders from the start, and allocating ambassadors or managers to support stakeholder engagement and to offer proper guidance and training.
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Abstract
The health care management and the medical practitioner literature lack a descriptive conceptual framework for understanding the dynamic and complex interactions between clinicians and artificial intelligence (AI) systems. As most of the existing literature has been investigating AI’s performance and effectiveness from a statistical (analytical) standpoint, there is a lack of studies ensuring AI’s ecological validity. In this study, we derived a framework that focuses explicitly on the interaction between AI and clinicians. The proposed framework builds upon well-established human factors models such as the technology acceptance model and expectancy theory. The framework can be used to perform quantitative and qualitative analyses (mixed methods) to capture how clinician-AI interactions may vary based on human factors such as expectancy, workload, trust, cognitive variables related to absorptive capacity and bounded rationality, and concerns for patient safety. If leveraged, the proposed framework can help to identify factors influencing clinicians’ intention to use AI and, consequently, improve AI acceptance and address the lack of AI accountability while safeguarding the patients, clinicians, and AI technology. Overall, this paper discusses the concepts, propositions, and assumptions of the multidisciplinary decision-making literature, constituting a sociocognitive approach that extends the theories of distributed cognition and, thus, will account for the ecological validity of AI.

Introduction
With the growth of multidisciplinary and collaborative health care [1], clinicians have more information and expertise to inform clinical decision-making than ever before [2]. Nevertheless, when confronted with information and knowledge that are (1) not always within the scope of the primary or focal expertise of a clinician and (2) in such quantities that it becomes difficult for the clinician to process reliably and validly and in a timely manner, clinicians can often resort to boundedly rational and, in some cases, incorrect diagnoses, treatment, and other clinical decisions [3]. A response to the interrelated problems of the clinician’s limited absorptive and cognitive capacities has been the integration of artificial intelligence (AI) into health care decision-making [4-6]. However, technological solutions to the problem of limited absorptive and cognitive capacities in multidisciplinary, complex, and collaborative decision-making
can introduce new situations [7]. For example, team science in clinical settings can come with competing diagnoses and prescriptions for treatment and wellness [8,9]. Furthermore, when new technologies for decision-making are imposed from above (eg, by management, rather than organically) or from below (eg, at the clinician level, clinicians may not always trust or intend to use those technologies) [10].

The problems regarding trust in AI and the use of AI systems in clinical decision-making illustrate the classic distinction between the rational and descriptive decision-making models. Studies of clinical decision-making demonstrate that the rational model of introducing integrative technologies, including but not limited to AI, into clinical decision-making is not always supported by the data. In other words, rational models of clinical decision-making [6,11,12] and decision-making, in general, are not ecologically valid; they assume perfect information, ideal absorptive and cognitive capacity, optimal trust, and unlimited resources to make a fully and correctly informed decision. The descriptive empirical research demonstrates mixed effects regarding technology-assisted decision-making in clinical settings owing to limited cognitive capacity of the end user (care providers), information overload or lack of data, and suboptimal trust in the technology [7,13,14].

Similar to most technologies, AI can be a boon or bane within the health care ecosystem. With increasing autonomous activities in health care, challenges concerning AI and human factors may manifest evidently at an individual level (eg, awareness and trust), macrolevel (eg, regulation and policies), and technical level (eg, usability and reliability) because many health care AI applications are poorly designed and not evaluated thoroughly [15]. Therefore, human factors and ergonomics (HFE) consideration in health care AI systems has become necessary. If leveraged while developing AI systems, HFE principles and methods can augment its use and adoption without disturbing patient safety or clinical protocols. Of all the possible HFE challenges that AI in health care can cause, suboptimal clinician-AI interaction is significant. Integration of poorly designed AI in health care can complicate the relationships between clinicians and computer (intelligent) systems. Unlike other health care technologies, the complexity of AI is more, as it can interact (through chatbots, automated recommender systems, health apps, etc) with clinicians and patients based on the inputs (feedback) that it receives from them. AI’s output (result generated by the AI) largely depends on the information fed into it—certain types of AI, for instance, reinforcement learning [16], learn and adapt themselves based on user input to optimize the outcome. Therefore, clinician-AI interaction may influence AI performance and, in turn, the clinician’s viewpoint toward it. Optimal and successful clinician-AI interaction depends on several factors, including situation awareness, cognitive workload, working environment, and emotional resources (eg, current state of mind, willingness to use AI, previous experience with AI technology, trust in technology, and others). Most studies on health care AI have ignored (1) ecological validity and (2) human cognition, which may create challenges at the interface with clinicians and the clinical environment. Moreover, there is a lack of sufficient studies focusing on improving the human factors, mainly, (1) how to ensure whether clinicians are implementing it correctly; (2) the cognitive workload it imposes on clinicians working in stressful environments; and (3) its impact on clinicians’ situation awareness, clinical decision-making, and patient safety outcome. Although studies on AI have reported its great performance and potential in medicine [17-19], research breakthroughs (AI performance in research settings) do not necessarily translate into a technology that is ready to be used in a high-risk environment [20], such as health care. In addition, most AI featuring prominent abilities in research and literature are not executable in a clinical environment [21,22]. According to the technology readiness level (TRL), most AI systems, at least in pediatric and neonatal intensive critical care, if not all, do not qualify for implementation [17].

TRL is a gauging system, developed to assess the maturity level of a particular technology [23]. It consists of 9 categories (readiness levels), in which a score of TRL 1 is the lowest and TRL 9 is the highest (Textbox 1).

**Textbox 1. Technology readiness levels (TRLs; 1-9).**

<table>
<thead>
<tr>
<th>Technologies with TRL 1-4 are executable in a laboratory setting, where the main objective is to conduct research. This stage is the proof of concept.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRL 1: Basic principles of the technology observed</td>
</tr>
<tr>
<td>TRL 2: Technology concept formulated</td>
</tr>
<tr>
<td>TRL 3: Experimental proof of concept developed</td>
</tr>
<tr>
<td>TRL 4: Technology validated in a study laboratory</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technologies with TRL 5-7 are in the development phase, in which the functional prototype is ready.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRL 5: Technology validated in a relevant environment (controlled setting in a real-life environment)</td>
</tr>
<tr>
<td>TRL 6: Technology demonstrated in a relevant environment</td>
</tr>
<tr>
<td>TRL 7: System prototype demonstrated in an operational environment</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Finally, technologies with TRL 8 and 9 are in the operational phase, in which the primary objective is implementation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRL 8: System completed and certified for commercial use</td>
</tr>
<tr>
<td>TRL 9: System approved for and implemented in the actual operational environment</td>
</tr>
</tbody>
</table>
For example, in clinical settings, nurses and physicians have demonstrated lack of trust in AI, including machine learning analytics and decision-making tools [7]; numerous other information technologies designed to improve decision-making efficiency and effectiveness, such as medication management systems [13], event reporting systems [14], and electronic health care records systems [24]; and clinical biotechnologies such as gene therapy [25]. There are demonstrations of incorrect use of clinical technologies, such as unwarranted trust and reliance on automated nursing tools, leading to adverse health consequences, including, but not limited to, avoidable fatalities [11] and inappropriate use of medical devices inducing patient harm [12,26]. It is critical to understand that the impact of AI, particularly in health care, is not only a function of the accuracy of its underlying mathematical process but also the cognitive human factors, including trust, perception, usability, and safety. Therefore, to minimize errors caused by health care AI (as noted in other health information technology [HIT] literature, such as electronic medical records), a holistic approach, recognizing health care as a dynamic sociotechnical system in which subelements interact, is necessary.

Objective

This study aimed to propose a descriptive conceptual framework derived from cognitive human factors and decision-making literature. Note that this framework is not a rational model. Then, future studies can leverage this framework and inform the eventual development of a prescriptive framework for optimal AI-clinician interactions. The proposed framework can be best used for mixed methods studies. In other words, the descriptive conceptual framework will help to capture the interactions between clinicians and AI. The prescriptive framework (guided by experimental study findings) will help to develop better AI-clinician interactions.

The novelty of the descriptive framework presented in this study is that it uses systems thinking and combines multiple descriptive (vs rational) human factors approaches to understand clinician-AI interactions in decision-making. Although human factors considerations in clinical decision-making can augment the intended positive impacts of integrative decision-making technologies such as AI, so far, there are few studies on how and the extent to which clinicians use AI in diagnostic and health care decision-making. In addition, the predominance of empirical studies of AI in clinical settings focuses on the technical aspects of AI-driven diagnostic and care decision-making, that is, the plethora of machine learning algorithms and high-dimensional data that AI entails [27]. The few studies on human factors in the use of AI in decision-making are not focused on clinical samples and contexts, but rather on nonclinical applications in other industries and sectors of the economy, including, but not limited to, military [28]; transportation [29]; and organizational design, in general [30].

Framework Development

The health care management and medical practitioner literature lack a conceptual framework for capturing the impact of AI from a systems perspective and simultaneously understanding clinician-AI interactions that are ecologically valid, specifically focusing on how such interactions may vary based on human factors such as expectancy, trust, cognitive variables related to absorptive capacity and bounded rationality, and concerns for patient safety. To derive the conceptual framework, this study leverages (1) literature on systems thinking and AI in medical practice, (2) information use in human decision-making, (3) trust and informing decisions with AI, and (4) patient safety and informing decisions with AI.

Systems Thinking and AI in Medical Practice

Overview

Technological advancement and diffusion of innovation are supporting an expeditious transformation in the structures and institutions in veritably every facet of life, and medical practice is no exception. Technologies can now facilitate the accomplishment of activities that humans once considered impossible and are responsible for substantial social and public policy changes in health care. For example, Widmer et al [31] discussed the convergence of health care policy reform in the United States with technological advancements and social shifts as support for the great use of AI in health care practice. They argued that these are transformational forces that influence the capacity to develop complex solutions to problems in medicine. These solutions are in the form of technologies that often rely on AI to support decision-making. Qadri et al [32] surveyed the current landscape of new health care technologies, uncovering the ubiquity of AI and tools dependent on AI in medicine. For example, the impact of the health care Internet of Things on health care information technology has been substantial [32], as the immensity of technological innovation relentlessly pushes forward as systems become increasingly smart and widespread. As these systems become an integral part of health care, systems thinking will become increasingly essential because of the complex nature of the task-technology fit required in health care.

The health care industry has witnessed several design errors in both technologies and clinical workflow. Integrating HITs that are not designed and not tested properly is highly likely to contribute to new categories of technology-induced errors, often new to the health care domain. Such errors usually manifest in the complex interaction between health care providers and HIT during actual clinical use. For example, in the recent past, surgical robots were responsible for 144 patient deaths and 1391 patient injuries [33]. Once integrated, such technologies can also alter the existing clinical workflow. For example, integration of AI into the clinical workflow without considering its impact on clinicians, patients, hospital expenses, workflow speed, insurance claiming process (previous authorization), and other aspects can disrupt the overall care process. For example, given the dependence of AI on data, it is feasible to assume that even the best AI systems will sometimes be wrong, leading to compromised patient safety. Although clinical errors and near misses are common in health care, AI errors can be significantly unique. First, errors arising from AI systems can become widespread without being identified by clinicians, causing system-wide error—rather than the limited number of patients injured by any provider’s error. Second, tracking AI errors can
also become highly challenging, mainly when powered by deep learning algorithms. Such a complex system (AI) can make root cause analysis very daunting and almost impossible owing to its inherent opaque nature. The performance of AI systems largely depends on the data on which they have been trained. As the existing data repositories are biased, AI integration without addressing issues regarding data quality can escalate health care biases.

Health care authorities must account for several extrinsic factors such as clinicians’ willingness to use AI in their clinical practice, access to the duration and frequency of AI training required by clinicians with different expertise, and feasibility of personalizing AI for individual clinicians and patients. In addition, doctors and nurses, the potential users of AI in a hospital, can also misuse the system either owing to lack of AI literacy or poor usability of AI. Therefore, a systems thinking approach is essential for the safe integration of AI.

In addition, AI-based technologies may not work well for patients with rare diseases, as their data are not adequately available. Health care authorities will also have to ensure that, over time, clinical experts do not become deskillled or permanently replaced owing to AI implementation. In other words, safe and sustainable integration of AI requires a systems approach in which all interactions between different health care stakeholders are considered.

Similar to any complex system, subsystems of health care and AI can be shaped by several factors at three major levels: (1) governance—policies, regulations, and protocols; (2) organizational—accountabilities, resilience, ecological validity, and feasibility; and (3) individual—trust in AI and safe practices (Figure 1).

**Figure 1.** Factors influencing the use of artificial intelligence in health care—a systems viewpoint.

**Governance Level**

In this study, AI governance has been defined as a group of systems that regulate and control AI within the large health care ecosystem. It steers organizational objectives and risk monitoring to achieve optimized performance. In other words, AI governance is a system of systems that requires a holistic approach, incorporating strategic planning at all organizational levels. Existing studies have confined health care AI governance within the boundaries of organizational structure and processes for clinical decision-making, transparency without exploiting proprietary rights, fairness of the technology, and accountability [35].

Nevertheless, many critical factors have not been considered. Resilience; ecological validity; protocols for safe practices using AI; engagement; and responsibilities of stakeholders, including insurance providers; and human factors should also be included as significant components of health care AI governance. *Systems thinking* in health care can help regulatory authorities and organizations to perceive the integration of AI and health care as a merger between 2 complex systems. In other words, a systems approach will allow us to capture and understand how the dynamic relationships between various factors, such as policies and protocols, impact the resilience and feasibility of the incorporation of AI into the health care ecosystem. Clearly defined policies and protocols and involvement of all
stakeholders will also help to resolve the current concerns regarding AI accountability—who should be responsible for a flawed AI system or incorrect AI output? From a human factors perspective, the systems approach can advocate for the ecological validity of AI, ensuring that the technology is appropriately designed and developed for a given uncontrolled environment. Addressing these concerns can increase the likelihood of AI acceptance among clinicians, by augmenting their initial trust in the technology.

**Organizational Level**

Further expanding on the subcomponents of Figure 1, AI governance in health care should account for (1) resilience thinking approach, (2) accountability, and (3) ecological validity of AI. Resilience thinking is a holistic way of investigating how interacting systems of clinicians and clinical environment, including AI technologies, can be best managed during uncertainty or systemic errors.

This study defines AI accountability as a process in which health care practitioners have potential responsibilities to justify their decisions and actions to patients or families and are held liable for any impending positive or negative impact on patient health. While using an AI-based decision support system, only clinicians are held accountable if they decide to follow AI, resulting in patient harm. Clinicians are also held responsible if they deviate from the standard protocols [36]. This may be worrisome because, under such circumstances, clinicians will only follow AI if it matches their judgment and aligns with the standard protocol—making the AI underused. According to our recent survey (institutional review board 2022-007 approved by the Stevens Institute of Technology, the United States) consisting of 265 clinicians actively practicing in the United States, lack of AI accountability is a significant hindrance to AI adoption in health care. Clinicians hesitate and refuse to use AI as they do not want to take responsibility for faulty AI. Participants in our survey advocated for contractual agreements with patients and policies to safeguard them from AI errors and related patient safety issues. Textbox 2 shows some of the responses provided by clinicians.

**Textbox 2.** Solutions provided by health care practitioners to address the lack of artificial intelligence (AI) accountability—categories and sample responses.

**Contractual agreement with patients**

- “I think a solution would need to be having patients sign informed consent for AI to be used in their care and that decisions made by the AI cannot reflect on the provider’s care.”
- “AI should only be used if a patient is willing to fill out a questionnaire regarding the pros and cons of using AI and the potential harm or good, releasing the practitioner along with the potential outcome they may or may not achieve.”
- “[I] think the patient should sign a waiver if AI is used.”

**Policies and safety measures**

- “Use it in conjunction with training and safeguards that are in place now.”
- “The use of AI would need to be regulated. The manufacturers should take full responsibility for any negligent or bad decisions about patient care.”
- “[I] would not want to be held accountable for AI recommendations. Creating policies to protect clinicians would be important.”

Being a complex system, subsystems of health care establishments are shaped by several internal and external factors. This complexity of the health care system can be well explained by using human factors approaches such as the Safety Engineering Initiative for Patient Safety (SEIPS) framework [37]. Developed by Carayon et al [37], the SEIPS framework is partly based on the well-known structure-process-outcome model of health care quality by Donabedian [38]. It is arguably one of the most acknowledged and published systems-based human factors frameworks in health care. SEIPS framework illustrates the dynamic interactions between people (patients and clinicians), technology (AI in this context), tasks (clinical activities to support patient safety and health), and environment (clinical and organizational setting). However, no studies have used the SEIPS framework to understand the impact of AI on health care from a systems perspective.

**Individual Level**

Diligent scrutiny is essential for medical practitioners when considering the application of new technologies in patient care. There are limitations to the benefits of AI in medical practice. Failing to acknowledge them when engaging in innovative decision-making, especially when human lives are at risk, can result in system accidents. Research [39] has discussed the limitations attached to AI application in medicine, focusing on its application in oncology. They noted that machine learning plays a substantial role in oncological practice. Machine learning, which is a subset of AI, involves computers’ ability to learn autonomously through data input [39]. In oncology, benefits of machine learning include application in risk modeling, engaging in diagnostic and staging investigation, prognosis prediction, and therapy response prediction. Limitations persist when using AI, such as costs, overdependence on data quality, black box effect, and obtaining trust in and acceptance of machine learning technology [39]. Mendelson [40] echoed some of the limitations discussed by Khan et al [39], noting that physicians cannot rely on AI alone when making decisions about the findings from breast imaging examinations. Mendelson [40] described the preferred role of AI as being supportive of diagnosis and patient management.
Although physicians and researchers describe several limitations to accepting AI owing to its analytical abilities and biases, other human factors have often been neglected. Although the refinement of methods and procedures used in AI for decision-making continues to advance, further exploration of leveraging human factors principles is mandatory. The solution to safeguard AI and patients is in the acceptance of systems thinking approach to medical care, in which physicians incorporate AI in a role that is, as Mendelson [40] noted, supportive in nature. As described by Khan et al [39], the problem of trust with AI appears to be well founded because of the black box effect, in which the AI delivers results with a solution; however, the rationale for the solution cannot be described. Hashimoto et al [41] noted that although the black box effect exists, efforts are underway to design solutions that can mitigate it in medical practice. The black box results obtained from neural network methods can lead to the correct response [41]. However, physicians cannot rely on the results from AI alone at this point, when making decisions that have life-or-death implications for patients. The system cannot explain itself. Although physicians can learn more about AI to understand the results better [40], the problem of human trust in AI remains challenging because the design of AI does not support transparency [40]. Hence, the limitations of AI are not based on AI alone, but they are based on the relationship between AI and its users’ lack of understanding of the technology. Not all the trust needed to rely on AI can come from better design features. Some must come from great acceptance of the technology, and the interdisciplinary nature of systems thinking can play a role in improving the relationship between humans and AI in medicine. However, it is essential to keep in mind the dynamic nature of trust, where the user needs to have a priori trust in technology to use it for the very first time. Moving forward, their trust in it can become a function of their experience with the technology and its effectiveness.

In addition to the possibility of patient harm caused by disruption to health care delivery, the complexity of how systems fit together can result in system accidents. Kappagoda [42] discussed the problem of system accidents in aviation to illustrate the potential for problems when there are design deficiencies, poor maintenance practices, and failures in oversight. Similarly, poor AI design in health care can lead to patient harm, where clinicians can misinterpret AI information or click on the wrong option on the AI display. Inadequate maintenance, that is, not retraining the AI with new patient data, can compromise its prediction accuracy, and thus hinder patient safety [43]. In addition, sometimes, bedside care providers make clinical decisions that do not necessarily fall within the standard guideline (for specific patient types) or skip the prescribed clinical steps (under excessive workload) to accomplish a particular clinical goal promptly [44]. Therefore, AI developers should account for such human behavior while designing their products, so that AI can serve as a support and not as a hurdle in the everyday clinical workflow.

Some assurances related to medical devices exist in the United States. These include the International Organization for Standardization 13485 quality standards for medical devices [45] and 21 Code of Federal Regulations 820.3(l) [46]. Although these certifications and regulations exist to protect patients, medical personnel can still preside over a case in which system accidents harm a patient. Hence, although AI can be substantially beneficial to patients and be a helpful tool for supporting the staff’s decisions, medical professionals must engage in systems thinking when assessing care strategies.

### Information Use in Human Decision-making

The motivation to use or not use certain information in decision-making is complex, and several theoretical perspectives, such as Situation Awareness and Expectancy Theory, can support the understanding of this motivation. Soltani and Farhadpour [47] investigated user motivation toward using information services. The framework for their study was the expectancy theory. They found that user motivation to use an information service was significantly influenced by awareness of results value and perceptions of the accessibility [47]. Although expectancy theory appears to play a role in describing why AI is used or not used, other human factors can support in predicting user behavior. O’Reilly [48] examined the variations in the use of information sources to understand the impact of quality and accessibility of information as factors influencing its use. O’Reilly [48] found that the frequency of use was the most significant influencer of use.

The association of absorptive capacity with the ability to use information is another essential facet of the psychology of decision-making. Results from the study by Liao et al [49] indicate that absorptive capacity has an impact on innovation, but information use aimed at innovation was found to be complicated [50]. Schmidt [50] discovered that the determinants of absorptive capacity are different, depending on the type of knowledge absorbed. Therefore, absorptive capacity is path-dependent in how it leads to information use. This is a complexity that constrains decision-making. In decision-making research, perceived relevance of and access to information are critical to understanding information use. One of the first studies to understand the effects of information relevance on decision-making in complex environments was by Streufert [51]. The framework for her study was the complexity theory. She noted information relevance as a factor that affected complex decision responses, but the same element (information relevance) failed to influence simple decision responses [51]. These findings are critical to understanding the significance of information in decision-making research because they support the essential nature of situation awareness among decision makers. Her conclusion that complex decision-making is affected by relevance and simple decision-making is affected by information load—is a critical finding, placing some limitations on the complexity theory. Citroen [52] explored the role of information in strategic decision-making by executives in organizations. The approach requires executives to collect and use information in a structured process that supports the elimination of uncertainty in the decision-making process. The findings of Streufert [51] and Citroen [52] support the role of situation awareness as a factor that influences information use among decision makers.

The acceptance of information in decision-making is another pivotal factor in decision-making research. According to a
well-established model called technology acceptance model, acceptance is associated with ease of use and usefulness in decision-making [53]. The inclusion of information in decision-making would appear to be important. However, its inclusion and tools such as decision support systems remain as a challenge for decision makers. Todd and Benbasat [54] examined the use of information in decision-making. Their study was critical of assuming that managers who have more information will make better decisions. They found that the conservation of effort occurred when managers were presented with more information. Tools such as decision support systems did not result in a great likelihood of information being used in the decision-making [54]. These findings can have substantial implications for studies on human decisions formed by AI, because AI often involves aggregating several piles of data to construct a comprehensive understanding of the phenomenon under investigation. However, if what Todd and Benbasat [54] proposed is consistent with decision makers’ current approach to information, the aggregation of data to create elegant models to understand a phenomenon will go in vain. Studies exist on why individuals choose to rely on information systems for decision-making. Snead and Harrell [55] examined the decisions by the management to use decision support systems using expectancy theory. The findings indicate that the expectancy force model can determine managerial behavioral intentions to use decision support systems [55]. Behavioral theory is helpful for these studies because it can support the assessment of why people use systems without previous experience with them based on intention and motivation.

Absorptive capacity is associated with the use of AI, and the findings from AI are critical. Absorptive capacity is also essential in decision-making related to innovation and depends on how a user optimizes information system capabilities. Moreover, absorptive capacity also impacts AI in terms of industry innovation. A limitation of AI use is the lack of user understanding of tools or substantively interpreting findings. Shi et al [56] discovered that AI use creates challenges in terms of limitations, such as limited knowledge transfer. The extent to which workers are trained to use AI tools and interpret their findings is limited. Therefore, absorptive capacity in business settings where AI is used is limited by workers’ capabilities.

The knowledge and relevance of AI are also essential to consider while supporting decision-making. Prevedello et al [57] examined the challenges of AI use in medical settings. They noted a difference between expectations and AI application in clinical settings where AI’s role in tasks, such as radiology, would expeditiously advance purely from a technical standpoint without addressing all the user needs from a human factors perspective. Prevedello et al [57] noted that AI should be a part of developing clinically relevant outcomes and that AI should play a role in decision-making in the future. However, this is also a prediction that Prevedello et al [57] found to have gone unfulfilled from previous studies. Pomerol [58] discussed the issue of AI and human decision-making. He described AI as sharing several relationships with other types of quantitative analytical procedures in that each is useful in diagnosis. He also noted that a critical limitation of AI was the lack of capacity for look-ahead reasoning, where uncertainty and preferences are crucial factors to consider [58].

Acceptance of AI in decision-making is a critical technological concept in which the ease of use and usefulness of AI is examined and determined. The use and benefit of AI in decision-making are substantially challenged by lack of knowledge of the technology or its potential capabilities. Chan and Zary [59] discussed the applications and challenges of AI implementation in medical education. One of the major factors restraining AI use in the medical profession is that the medical school curriculum fails to develop future medical professionals to understand AI algorithms [59]. The lack of knowledge and development results in limited use of the tool. A critical limitation to the use of AI in the future appears to not be caused by the constraints or complexities of the technology, but instead by the decision to use the technology by humans [59]. Sohn and Kwon [60] examined several technology acceptance theories to understand which framework best fits the acceptance of AI. Their study included the technology acceptance model, theory of planned behavior, unified theory of acceptance and use of technology, and value-based adoption model. The findings supported the value-based adoption model as the best model to determine user acceptance of AI. Specifically, the factors found to have the most significant impact were enjoyment and subjective norms [60]. These findings provide evidence that the motivation to use AI is driven more by interest in technology than the utilitarian aspects of AI.

Trust and Informing Decisions With AI

Trust in technology is influential in several contexts, including those where computer-mediated communication is used for work team communication [61], supporting customers or clients engaging in electronic channels, e-commerce [62], and aviation activities [63]. Trust in technology delineates from trust in humans in many different ways [64,65], in that trust in humans is associated with interpersonal relationship qualities. In contrast, trust in technology is associated with reliability and performance. Nevertheless, trust remains an important aspect of the human experience in technology [65].

Trust in technology appears to be consistent with theories such as the expectation disconfirmation theory. This theory is related to the satisfaction an individual has with experience related to whether their beliefs were confirmed during an experience and how expectations and perceived performance affected their initial beliefs [66]. Trust in technology is complex for many reasons. A reason for the complexity of trust in technology is that there are risks and uncertainties associated with technology. Li et al [67] examined trust in new technology in the context of the workplace. They found that initial trust formation relies on several factors, including trusting bases, beliefs, attitudes, organization’s subjective norms, and trusting intentions. Other studies involving technology assume that trust in technology can be formed through governance in the organization. Winfield and Jirota [34] discussed the development of a framework for ethical governance, pertaining to robotics and AI systems in organizations. Factors that were considered included ethics, standards, regulation, responsible research, innovation, and public engagement. These factors were deemed essential in the
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development of trust between the technology and public. The problem with this approach is that it does not consider human factors such as users’ perception of technology, perception of risk associated with it, and its impact on users’ cognitive workload and situation awareness.

Most relevant to this research is the issue of trust in medical technology. Montague et al. [68] examined trust in medical technology and sought to describe medical technology as a distinct construct from trust in general technology. A review of the literature on trust in technology was included in their study. Their literature discussion included the assertion that previous study findings support a lack of difference between trust in humans and trust in technology. However, McKnight et al. [64] and Lankton et al. [65] have included findings and discussion, which indicate a substantial difference between trust in humans and trust in technology. The difference in the findings supports further investigation. The existence of an entirely separate construct describing or measuring trust in medical technology, aside from trust in general technology, should not be considered in subsequent studies to conclude whether a separate construct exists. However, it is beyond the scope of this study.

Specifically, trust in AI remains as an important issue and will grow significantly with time as AI becomes increasingly infused into the products we use in everyday life. AI continues to create some difficulty among researchers regarding how AI should be trusted. AI uses large amounts of data to support decisions that receive attention and consideration based on strong predictability, while not mimicking humans’ thought processes. Hurlburt [69] discussed AI as a technology that continues to increase its reach and that people have become increasingly dependent on the use of AI in their everyday lives. The problem is that, often, there is lack of consideration as to whether AI is capable of doing the job it was selected to perform.

Furthermore, vulnerabilities with AI continue to persist. Hurlburt [69] noted that AI should be trusted only to a certain extent. However, the consideration and act of trust toward selecting AI to complete tasks is better suited for the individual evaluating the AI tool than the task itself.

We also advocate for some level of skepticism regarding the decisions made by AI. The amount of skepticism necessary for the most accurate clinical decisions depends on the capability of the clinician and AI system. Suppose the benefits and constraints of an AI tool are understood. In that case, decision-making about whether to use the tool entails placing trust (binary in nature), rather than considering the extent to which a tool with predefined specifications can be trusted. The authors’ effort to analogize trust in AI with trust in humans is remarkable in the literature on AI involving trust. For example, in the study by Hengstler et al. [70], trust in AI used in tools such as autonomous vehicles and medical assistance devices was investigated [70]. They sought to draw an analogy between applied AI in vehicles and human social interaction [70]. Their focus was on understanding the relationship between humans and automation, to understand how trust is built. They concluded that trust in AI is inextricably linked to the trust that individuals have in the firm that created the AI. The philosophical approach to this research is very different from that of researchers examining trust in technology in general [64,65]. The focus of researchers was on establishing that trust in technology and trust in humans are entirely different concepts. Therefore, the nature of AI as a form of intelligence designed to be similar to human intelligence can affect how AI is considered, even in scholarly research.

People’s trust in AI shares commonalities between trust formation in automation (non-AI technology) and interpersonal trust (trust in humans). Glikson and Woolley [71] discussed previous studies involving human trust in AI. They noted that there are critical differences between AI and other technologies, which impact how trust forms and works, similar to both human and technology trust. Cognitive and emotional trust in AI are related to both the representation of the AI, whether robotic, web-based, or embedded, and the level of intelligence of the AI system. These factors are integral to establishing people’s cognitive and emotional trust in AI. In the scope of AI use in health care, the conceptualization of AI as having some anthropomorphic qualities becomes increasingly visible. Kerasidou [72] examined the use of AI in health care, focusing on the issues of empathy, compassion, and trust. She noted that these are characteristics that people should not value in AI. However, AI in medical treatment plays a role where AI completes several tasks that humans traditionally complete. The technology must be task-oriented and support humans in health care by performing more activities related to the emotional and comfort aspects of patients’ treatment. Together, these findings contribute further support for AI, where the tool can fill a supportive role and enable humans to hold a position where trust would be beneficial to their health care delivery.

**Patient Safety and Informing Decisions With AI**

The most fundamental aspect of medical care is the promise of physicians to not harm (patient safety). The Hippocratic Oath is the standard that health care professionals must follow when working with patients. Therefore, understanding how AI impacts patient safety is critical for this study.

Health care AI studies have positively contributed to drug development, personalized medicine, and patient care monitoring [73-76]. AI has also been incorporated into electronic health records to identify, assess, and mitigate threats to patient safety [77]. Recent studies and reviews have primarily focused on the performance of AI at the diagnostic level, such as disease identification [78-83], and AI robotics in surgery and disease management [84-87]. Other studies have also implemented AI technologies to assist at the clinical level, including for assessing fall risks [88] and medication errors [89,90]. However, many, if not all, of these studies have not implemented AI in a clinical setting or have been used by clinicians for routine clinical activities. Therefore, we noted a lack of evidence that can confirm the positive impact of AI on patient safety outcomes in real life.

The impact of AI on patient safety substantially depends on how clinicians correctly comprehend AI output (information and recommendation) and accordingly make clinical decisions. In other words, misinterpretation of the AI output may mislead clinicians and encourage them to make wrong clinical decisions—putting patient safety at risk. With the integration
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of AI, the role of technology shifts from merely delivering information to information identification and decision-making, therefore, enunciating the importance of clinician-AI interaction and collaborative decision-making. Most decision-making literature in the context of health care focuses on shared decision-making (clinician-patient) and its impact on patient safety. However, no studies have considered the significant role that AI can play in clinical decision-making (clinician-AI) and patient safety. Woolf et al [91] believed that an informed choice should occur in an interpersonal manner. Légaré et al [92] also discussed the importance of increasing the use of shared decision-making.

Nevertheless, the critical findings of health care decision-making literature may also apply to AI-based decisions. For instance, Edwards et al [93] found that in shared decision-making between the patient and clinician, the patient’s degree of health literacy determined their ability to understand their treatment (creating a shared mental model between the clinician and patient). Similarly, clinicians’ AI literacy will assess their ability to comprehend AI outcomes and make informed clinical decisions, thus ensuring treatment adherence and safety.

The importance of information interpretation and analysis, in general, has been well acknowledged in the literature [94]. For example, Tuffaha et al [95] discussed using the value of information analysis in health care as a model to support health care decision-making approaches. The value of the information analysis approach supports the measurement of decision uncertainty and assessment of the evidence’s sufficiency to support technological implementation. Bindels et al [94] supported the use of the value of information analysis in health care decision-making. Although the value of information analysis is a practical approach to decision-making, there is a lack of implementation of AI and studies analyzing its impact on clinical decision-making and patient safety. These findings provide evidence that the issue of safety must receive further focus in the form of empirical research to inform patient safety and informed decisions regarding AI. The current body of research includes a rich collection of studies focused on using AI in tasks and decision support roles where the potential exists that users or those dependent on AI use are at risk of possible harm from AI technology.

The Proposed Framework

On the basis of the literature discussed previously, this study proposed the following conceptual framework (Figure 2). The framework emphasizes clinicians’ cognitive functions and perceptions regarding AI, concerning their trust in the technology along with perceptions of patient safety (risk). In addition, the framework emphasizes the cognitive functions of situation awareness, workload, expectancy (performance and effort), trust, patient safety, clinicians’ perceptions of AI, and perception of AI accountability.

Figure 2. Ecological validation of artificial intelligence—trust, safety, and decision-making using artificial intelligence.
Accordingly, the framework constitutes a sociocognitive approach that extends the theories of distributed cognition and, thus, accounts for the ecological validity of AI. The model leverages the measures that the studies reviewed in the previous sections imply (and often explicitly state), which must be included to understand the ecological validity of any model of human-AI interactions in decision-making. These validated and well-established scales include the modified National Aeronautics and Space Administration’ task load index [104], extended unified theory of acceptance and use of technology model [105], multi-item and previously validated scales for trust [106], and Mission Awareness Rating Scale [107] for situation awareness [108]. Inherently, cognitive workload and situation awareness are operationalizations of bounded rationality [109], and expectancy and perceptions are operationalizations of motivation and risk, respectively [110].

The real-life decision-making process deviates from the neoclassical or rational model of decision-making, which assumes perfect information and unlimited absorptive capacity, time, energy, and other resources—as implied in the framework. The underlying theory for the model is the expectancy-value theory of motivation, which posits that the probability of a specific decision to behave in a particular way (ie, AI-derived decision by a clinician) is dependent on the extent to which the decision maker believes that the specific behavior will elicit an intended outcome (ie, patient safety). The model can be illustrated differently based on the quantitative modeling of future researchers. The framework highlights the shaping factors that are likely to influence clinicians’ willingness to use an AI system. The framework captures the way in which the factors influence clinicians’ intention to use AI in their clinical workflow. In other words, future researchers can leverage this framework to explore the factors that influence clinicians’ cognitive function regarding the use of an AI system and, consecutively, impact the perception of patient safety or risk, trust in AI, and intent to use the technology. Subsequently, the framework also enables us to understand whether and how AI can influence clinical decision-making.

Conflicts of Interest

None declared.

References


57. Lankton NK, McKnight DH. What does it mean to trust Facebook?: examining technology and interpersonal trust beliefs. SIGMIS Database 2011 May 24;42(2):32-54 \[FREE Full text\] [doi: 10.1145/1989098.1989101]


Abbreviations

AI: artificial intelligence
HFE: human factors and ergonomics
HIT: health information technology
SEIPS: Safety Engineering Initiative for Patient Safety
TRL: technology readiness level
A Mobile App for Advance Care Planning and Advance Directives (Accordons-nous): Development and Usability Study

Céline Schöpfer¹, MPhil; Frederic Ehrler², PhD; Antoine Berger², MA; Catherine Bollondi Pauly³, BSc; Laurence Buytaert¹, MD; Camille De La Serna⁴, MD; Florence Hartheiser¹, MD, PhD; Thomas Fassier⁵,⁶, MD, PhD; Christine Clavien¹, PhD

¹Institute for Ethics, History, and the Humanities, University Medical Center, University of Geneva, Geneva, Switzerland
²Department of Medical Information Sciences, University Hospitals of Geneva, Geneva, Switzerland
³Direction of Care, University Hospitals of Geneva, Geneva, Switzerland
⁴University Medical Center, University of Geneva, Geneva, Switzerland
⁵Division of Internal Medicine for the Aged, University Hospitals of Geneva, Geneva, Switzerland
⁶Interprofessional Simulation Center, Faculty of Medicine, University of Geneva, Geneva, Switzerland

Corresponding Author:
Céline Schöpfer, MPhil
Institute for Ethics, History, and the Humanities
University Medical Center
University of Geneva
CMU/1 rue Michel Servet
Geneva, 1211
Switzerland
Phone: 41 22 379 46 00
Email: celine.schopfer@etu.unige.ch

Abstract

Background: Advance care planning, including advance directives, is an important tool that allows patients to express their preferences for care if they are no longer able to express themselves. We developed Accordons-nous, a smartphone app that informs patients about advance care planning and advance directives, facilitates communication on these sensitive topics, and helps patients express their values and preferences for care.

Objective: The first objective of this study is to conduct a usability test of this app. The second objective is to collect users’ critical opinions on the usability and relevance of the tool.

Methods: We conducted a usability test by means of a think-aloud method, asking 10 representative patients to complete 7 browsing tasks. We double coded the filmed sessions to obtain descriptive data on task completion (with or without help), time spent, number of clicks, and the types of problems encountered. We assessed the severity of the problems encountered and identified the modifications needed to address these problems. We evaluated the readability of the app using Scolarius, a French equivalent of the Flesch Reading Ease test. By means of a posttest questionnaire, we asked participants to assess the app’s usability (System Usability Scale), relevance (Mobile App Rating Scale, section F), and whether they would recommend the app to the target groups: patients, health professionals, and patients’ caring relatives.

Results: Participants completed the 7 think-aloud tasks in 80% (56/70) of the cases without any help from the experimenter, in 16% (11/70) of the cases with some help, and failed in 4% (3/70) of the cases. The analysis of failures and difficulties encountered revealed a series of major usability problems that could be addressed with minor modifications to the app. Accordons-nous obtained high scores on readability (overall score of 87.4 on Scolarius test, corresponding to elementary school level), usability (85.3/100 on System Usability Scale test), relevance (4.3/5 on the Mobile App Rating Scale, section F), and overall subjective endorsement on 3 I would recommend questions (4.7/5).

Conclusions: This usability test helped us make the final changes to our app before its official launch.

(JMIR Hum Factors 2022;9(2):e34626) doi:10.2196/34626
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Introduction

Background
Medical progress increases the availability of treatment options and life-sustaining possibilities. Consequently, it also increases the necessity to make choices between medical options that have different impacts on patients’ future lives. When patients are not capable of making those decisions, health care professionals and surrogates are requested to choose, even if they have no clue about the patient’s values and priorities. To avoid such distressful and suboptimal situations, early advance care planning (ACP) is increasingly being recognized as an important condition for adequate treatment [1,2]. ACP is “the ability to enable individuals to define goals and preferences for future medical treatment and care, to discuss these goals and preferences with family and health care providers, and to record and review these preferences if appropriate” [3]. An ACP procedure may result in written advance directives (AD); however, for such document to be of any use, it remains important that it is precise and that patients discuss its content with their surrogate decision-maker and update it regularly [4].

Despite the acknowledged importance of ACP, few patients discuss their fears, priorities, and the type of care they would like to receive with their families and professional caregivers [1,5,6]. This is partly because of a lack of knowledge about ACP, a lack of recognition that ACP is relevant for them, and a lack of assistance in this psychologically heavy process [6-8]. Studies also indicate that even health care professionals find it difficult to initiate such discussions [9-11].

ACP can be seen as a process of behavior change involving steps, including awareness and knowledge acquisition, thinking and commitment to act (eg, talking to someone and writing AD), action, and regular updates [12,13]. It has been suggested that patient-centered, computer-based infographics could enhance interest, understanding, recalling, contemplation, and actual sharing of decisions related to ACP [14]. They may assist in the ACP process and save clinicians’ time, as patients may be able to obtain relevant information and input to start the ACP process in a family context. Free web-based ACP tools have been developed, with promising preliminary results [15-20]. Mobile apps for ACP are available in some countries. Their potential is recognized; however, existing products have limited features and operate mostly in English only [21,22]. We did not find comparable tools available in French. A recent review concluded that overall, mobile apps provide insufficient content and features; they are helpful to users who are ready to complete AD rather than those seeking to learn about the ACP process. Moreover, they are poor in terms of design quality, layout, and functionality. Only one app (in English) was assessed as “fairly easy to read” [21].

Accordons-nous
To support the ACP process for French-speaking Swiss residents, our interprofessional research team comprising ethicists, physicians, nurses, patients as partners, information technology professionals developed a free and easy-to-use solution, an app called Accordons-nous (Let’s agree).

We developed the content and structure of the app between January 2019 and July 2021 using mixed methods—a Delphi procedure and multiple user tests involving laypeople and patients as partners. Multimedia Appendix 1 [23-25] provides the details about the process of making the app. Accordons-nous aims to address known barriers to ACP: lack of awareness; insufficient health literacy; difficulty in starting the discussion; identifying one’s own preferences, values, and goals of care; and writing personalized and comprehensive AD and updating them regularly within a smooth process.

The app is adapted to the local context of French-speaking Switzerland, designed to be used by patients and their family caregivers independently at home or to support ACP discussions with health professionals. Its content is adapted to the health literacy of ordinary patients. It includes (1) content to make users aware of the importance of anticipating health-related decisions and motivate them to engage in their ACP; (2) essential information on the ACP procedure, legal issues, definitions of technical terms in a format, and vocabulary accessible to common users; (3) discussion prompts to help users engage in ACP discussions with their family, friends, and professional care providers; (4) a card game to help patients clarify their values and priorities in life and reflect on the conditions that would make life not worth living; and (5) a detailed and comprehensive advance directive form that can be tailored to individual life and health situations.

The app, developed in Angular 11 [26], is structured in 3 main sections (Figures 1-3)—Je m’informe (I get informed), J’en parle (I talk about it), and J’écris (I write)—accessible by clicking on a menu at the bottom of the screen. Each section contains several pages accessible via a drop-down menu.
Figure 1. Structure of the section I get information containing subpages accessible through a drop-down menu. ACP: advance care planning; AD: advance directives.

Section "I get information"

- L’essentiel
  - Histoires de vie
  - Que dit la loi?
  - Définitions

Brief key information about the process of ACP and the logic of the app

Short realistic life stories illustrating the relevance and importance of ACP (we are all concerned)

Swiss legal information related to AD

Definitions of all technical terms used in the app

Figure 2. Structure of the section I talk about it with the different pages accessible through a drop-down menu. ACP: advance care planning.

Section "I talk about it"

- Amorces de discussion
- Ressources pour en parler
- C’est dans l’art
- Jeu Anticip’action

Series of sentences that can be used as discussion starters in medical and familial contexts

List of services and organizations providing ACP counseling with interactive links to their webpages

List of works of art (movies, books, pictures and songs) that address ACP issues and short descriptions of each item

Conversation game that helps users to identify their end-of-life priorities, goals of care and plan related actions
Study Objectives

The primary objective of this study is to measure whether Accordons-nous is easy to use and understand by common users. The secondary objectives are to identify the usability problems encountered by common users and to collect their critical opinions on the relevance of the tool—do they think that the app helps to engage in ACP procedures, and would they recommend the app to its target populations?

Methods

Participants

Nielsen and Landauer [27] reported that 98% of usability problems could be detected through feedback from 10 users. On the basis of this, we aimed to obtain at least 10 complete responses. We asked the Patients as Partners Project at the Geneva University Hospitals (Hopitaux Universitaires de Genève [HUG]) to recruit patients fulfilling our criteria. Participation was free and voluntary. The patients received and signed informed consent forms before the study.

We used the following inclusion criteria:

1. Fluency in written and oral French (the app is available only in French)
2. Comfortable with using a mobile phone or tablet
3. Demonstrates a minimal understanding of the concept of AD (to avoid a heavy cognitive load; ordinary users will have more time than our test participants to explore the app and be acquainted with the topic)
4. Did not participate in the development of Accordons-nous (to obtain unbiased responses)

Being incapable of understanding the meaning of the questions and tasks required for the study after 3 iterations of the task instructions was the only exclusion criterion.

Ethical Considerations

We submitted our research protocol to the Geneva Commission Cantonale d’Ethique de la Recherche (Req-ID 2020-01397), who decided that the project does not fall within the scope of the Human Research Ordinance and therefore alleviated the need for ethical approval (decision date 12.1.2020). This study was conducted in accordance with the Declaration of Helsinki. Willing participants were informed of the study aims and procedures and signed an informed consent form. During the data collection and analysis phase, only three authors (CS, FE,
and CC) had access to the recorded interviews. The recordings were destroyed after analysis. No identifying information was kept in the remaining work files.

**Study Intervention**

We conducted a usability test [28] using a think-aloud method [29] comprising 7 tasks. Moreover, we collected quantitative descriptive data using a questionnaire to obtain information about participants’ endorsement of the app and their evaluation of the app’s usability and relevance for ACP.

We conducted the usability test sessions on the web using the Zoom video conferencing platform. Ahead of the test day, participants received the information and consent sheet and the instructions on how to log on to Zoom by email. Once connected, the experimenter (CS) recalled the procedure as described in the information and consent sheet, answered the participants’ questions, and asked for verbal (recorded on Zoom) or written (to be sent after the test) consent. The experimenter also expressed her commitment to respect the study protocol. Verbal consent was recorded separately to protect participants’ anonymity during the analysis stage.

Next, the experimenter instructed participants to install the test version of the Concerto HUG app that contains the module Accordons-nous on their personal smartphone or tablet. The experimenter then instructed the participants to connect their phone or tablet to the same Zoom conversation and share their phone or tablet screen. In this way, while discussing with the experimenter in front of their computer, participants could simultaneously navigate the app via their smartphone or tablet, and the experimenter could see how participants did so (owing to the screen sharing function). Precautions were taken beforehand to avoid personal notifications appearing during the screen sharing.

The experimenter then started the actual test. To ensure that participants fulfilled the inclusion criteria, she began by asking some demographic and technical questions (age, gender, and type of phone or tablet used), as well as participants’ understanding of the topic of AD (Multimedia Appendix 1; general questions).

Next, to ensure that participants did not need to express their personal choices and preferences regarding ACP, the experimenter asked the participants to put themselves in the following fictional scenario:

*You are a 75-year-old man/woman; you have always been in good health, but you recently started experiencing a heart problem that required hospitalization. Fortunately, you recovered fully, but this experience made you think a lot. Now you are asking yourself, “What if another major health accident occurs, during which I lose my capacity to make decisions? How would health professionals know about what matters to me?” You know that it is possible to express your preferences in a document called “advance directives,” but you do not know how to do this. You share your concerns with a friend, who tells you about the application Accordons-nous and you decide to use it to write your directives. You have just downloaded the application and explore it for the first time.*

Participants were then successively given 7 tasks to complete in the Accordons-nous module (Table 1). The tasks were designed to test users’ ease while completing the main tasks that a common user of the app is meant to handle and identify the strengths and weaknesses of the app.

While completing the tasks, participants were asked to express all their thoughts verbally (think-aloud), as if they were speaking to themselves. If participants forgot to share their reasoning aloud, the examiner reminded them to share their thoughts with her after 15 seconds. Otherwise, the examiner would not intervene. If the task was too complex and the participant felt lost for more than a minute or decided to give up, the examiner offered assistance by providing hints to help the participant move forward in solving the task. When required, the experimenter could provide four types of help: (1) information (eg, explanation of how the participant arrived where they are or why the module includes certain content), (2) motivating question (eg, “Right, and where would you go now?”), (3) answer (if the participant asked a question related to the exploration), and (4) guidance (eg, if the participant lingered too long on an irrelevant page, tell him or her what the next step would help find the answer).

At the end of each task, we asked participants, “Does the path to fulfill the task seems logical to you?” and “Do you have any suggestions for improvement?” to receive their qualitative feedback. Once the 7 tasks were completed, participants could easily browse the app at their ease if they wished to discover other functions or pages. To conclude, the experimenter asked a series of sociodemographic questions and questions that included items from two validated scales (System Usability Scale [SUS] [30] and Mobile App Rating Scale [MARS] [31]; Multimedia Appendix 1).
Table 1. List and description of the tasks used during the think-aloud test procedure.

<table>
<thead>
<tr>
<th>Task name</th>
<th>Expected achievement</th>
<th>Exact wording of the question</th>
<th>Task considered as completed when</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>The participant discovers how to find definitions in the app.</td>
<td>“While researching advance directives, you heard the term ‘surrogate’ and want to know what it means exactly. Where would you look in the application to clarify its meaning?”</td>
<td>On the main page of the app, the participant clicks on the term surrogates (highlighted in green because it is a technical term) to pop up the definition; the participant finds the term on the definitions page of the app.</td>
</tr>
<tr>
<td>Legal obligations</td>
<td>The participant understands the logic of the green drop-down menu that allows accessing different pages within a section and finding specific legal information.</td>
<td>“You want to know what legal obligation doctors have toward patients who have written advance directives. Where would you go, in this application, to find this information?”</td>
<td>The participant finds the heading “Are doctors required to follow advance directives?” that is included in the page “What does the law say?” situated in the “I get information” section.</td>
</tr>
<tr>
<td>Conversation starters</td>
<td>The participant understands that the app is composed of 3 sections accessible via the menu at the bottom of the screen and finds specific content.</td>
<td>“You want to find ways to start a conversation with your son about your advance directives. Where would you go in this application?”</td>
<td>The participant discovered (1) the page It’s in the art or (2) the page discussion starters and verbalized that this could be used as a good conversation starter.</td>
</tr>
<tr>
<td>Data confidentiality</td>
<td>The participant finds the How it works pop up window that contains key elements for the process of writing advance directives and information on data confidentiality.</td>
<td>“After browsing the application for some time, you feel that you have enough information and decide to start writing your advance directives. However, before you complete the questionnaire, you want to know who will have access to the answers you write in the application. Where would you go in the module to get this information?”</td>
<td>The participant clicks on the button in the I write section and finds the relevant information.</td>
</tr>
<tr>
<td>Filter function</td>
<td>The participant discovers the filter function.</td>
<td>“You find that there are too many questions in the questionnaire, and you want to answer in a more targeted way the questions that are important to you. You would like to answer only the questions that concern healthy patients. How would you do this?”</td>
<td>The participant opens the filter function.</td>
</tr>
<tr>
<td>Values and preferences</td>
<td>The patient understands that the questionnaire is divided into several subsections and can make sense of their content by reading their title.</td>
<td>“Your faith in God is something central to your life. Therefore, it is really important for you to give details of your religious beliefs. Where would you go in the application to provide details on this matter?”</td>
<td>The participant finds question 15 “A few words about my spirituality” situated in the subsection “My values and preferences” of the questionnaire.</td>
</tr>
<tr>
<td>Finalize the questionnaire</td>
<td>The participant understands how to export from the app his or her answers to the questionnaire.</td>
<td>“You have answered all questions that are important to you and now you want to send your form by email. How would you do this?”</td>
<td>The participant clicks on the “Finalize and receive my questionnaire” button situated at the bottom of the questionnaire in the I write section.</td>
</tr>
</tbody>
</table>

Measures Used and Data Analysis

Content Readability

On the basis of a document containing the full content (in text format) of the app, we evaluated its readability, page by page, with the help of Scolarius [32]. Influence Communication, a Canadian media analysis organization, developed this test. The test score is calculated in the same way as the Flesch Reading Ease score (often used for evaluating English material). It calculates the length of words and paragraphs. It provides a score ranging between 50 and 250 to be interpreted as follows: a score between 50 and 89 corresponds to an elementary school level of education, between 90 and 119 indicates a high school level, between 120 and 149 indicates a college level, and between 150 and 189 indicates a university level.

Tasks Evaluation

Overview

All the video recordings were double coded. CS ensured the first coding of all videos. CC and FE shared the task of the second coding. The recording of one participant was evaluated by 3 authors (CC, CS, and FE) to confirm unanimously that he met an exclusion criterion. Double codes were compared systematically. Whenever coders diverged in their evaluation, we applied the rules listed in Table 2.
Table 2. Rules used to arbitrate diverging evaluations in double coding.

<table>
<thead>
<tr>
<th>Object of comparison and type of divergence</th>
<th>Rule applied</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task success</strong></td>
<td></td>
</tr>
<tr>
<td>1-point difference between evaluations</td>
<td>Select the lowest score (to avoid desirability bias)</td>
</tr>
<tr>
<td>&gt;1 point difference between evaluations</td>
<td>Double check the recording and discuss the evaluation (CS, FE, and CC) until an agreement is reached</td>
</tr>
<tr>
<td><strong>Number of clicks</strong></td>
<td></td>
</tr>
<tr>
<td>≥1 point differences between evaluations</td>
<td>CS watches the video again to find the correct number</td>
</tr>
<tr>
<td><strong>Time spent on task</strong></td>
<td></td>
</tr>
<tr>
<td>Difference between the 2 evaluations &lt;10%</td>
<td>Use the average time between the 2 evaluators</td>
</tr>
<tr>
<td>Difference between the 2 evaluations &gt;10%</td>
<td>CS watches the video again and decides</td>
</tr>
<tr>
<td><strong>Type of errors and problems</strong></td>
<td></td>
</tr>
<tr>
<td>Evaluators did not record the same errors and problems encountered by participants</td>
<td>Discuss the evaluation (CS, FE, and CC) until an agreement is reached</td>
</tr>
<tr>
<td><strong>Categorization</strong></td>
<td></td>
</tr>
<tr>
<td>Different categorizations for 1 error or problem</td>
<td>Discuss the evaluation (CS, FE, and CC) until an agreement is reached</td>
</tr>
<tr>
<td><strong>Severity rate</strong></td>
<td></td>
</tr>
<tr>
<td>Differences between evaluations of the severity rate of an error or problem</td>
<td>Discuss the evaluation (CS, FE, and CC) until an agreement is reached</td>
</tr>
</tbody>
</table>

**Task Success**
We calculated the number of participants who succeeded or failed to complete the tasks, with or without input from the experimenter. For this, we used the following scoring logic: 0=participant failed because the experimenter eventually gave the answer, 1=succeeded but did not use the shortest path and received some help from the experimenter, 2=succeeded without help but did not use the shortest path, and 3=succeeded without help and easily found the shortest path.

**Clicks to Complete the Task**
For each task, we reported the number of clicks needed to complete the task. Note that some tasks required more clicks than others; participants did not always start from the same page to complete the task; and for tasks 1 and 3, two answer paths were possible.

**Time Spent on Task**
For each task, we calculated the number of seconds required by the participants to complete it. Counting started when the experimenter finished formulating the question for the first time and ended when the participant successfully completed the required task (detailed in Table 1, right column). Whenever participants started to digress during task completion (eg, made critical comments on the design of the app or expressed a personal memory), this *digression time* was calculated and subtracted.

**Errors and Problems Encountered**
We recorded the errors and problems that the participants encountered while completing the 7 tasks. Each problem encountered was described in a Microsoft Excel file, categorized according to the heuristics of Bastien and Scapin [33] (information density, consistency, and significance of codes), and given a severity rate following the Nielsen Norman Group recommendations [27]: 0=disagreement that this is a usability problem at all, 1=cosmetic problem only—need not be fixed unless extra time is available, 2=minor usability problem: fixing this should be given low priority, 3=major usability problem: important to fix and should be given high priority, and 4=usability catastrophe—imperative to fix this before the product can be released.

**Participants’ Feedback**
Participants’ feedback after completing each task was coded as follows: 0=no, the path to complete the task makes no sense to me; 1=yes, it is more or less logical; and 2=yes, it is very logical. We took note of further comments made by the participants during the think-aloud tasks. We only reported comments that (1) were relevant to the objectives of the app and (2) contained proposals or ideas for improvements that could be realistically developed. We categorized comments as *useful for improving the app in the short term* or *useful for future developments*.

**Questionnaire**

**Usability Assessment**
To assess the app’s usability, we used the 10-item SUS questionnaire [30] suited for evaluating digital products. The SUS contains ten 5-point Likert score questions, allowing the calculation of a total score ranging between 0 and 100 (each question has a 10-point value). This indicates the effectiveness, efficiency, and overall ease of use of this app. A score of approximately 85 is considered excellent, approximately 72 is good, approximately 53 is acceptable, and approximately 38 is poor. Note that the first SUS question (“I think that I would like to use this system frequently”) is not relevant for the evaluation of Accordons-nous, as discussing end-of-life issues and writing AD is not an everyday activity. To address this issue, we added...
a slightly different first question to the 10 original SUS items (1bis), as follows: “I think that if I need to learn about advance care planning and want to write my advance directives, I would give priority to using this application.” This allowed the calculation of two SUS score: one with the standard scale; the other with question 1bis instead of question 1.

Relevance Assessment

To obtain participants’ evaluation of the impact of the app on the user’s awareness, knowledge, attitudes, intentions to change, and the likelihood of actual change in ACP behavior, we used the 6 perceived impact items (section F) of the validated MARS questionnaire [31]. The MARS questionnaire is particularly interesting as it was developed on the basis of the transtheoretical model of behavior change by Prochaska [13], which is commonly used in ACP literature to evaluate participants’ change in ACP engagement [34]. It allows calculating the overall mean 5-point Likert scores, to be interpreted as follows: 1=inadequate, 2=poor, 3=acceptable, 4=good, and 5=excellent.

Subjective Endorsement

To observe whether participants endorsed the app, we adapted the first 5-point Likert items of the MARS subjective quality (section E) questionnaire. We asked participants whether they would recommend this app to the following three target groups: patients, health professionals, and patients’ caring relatives.

Table 3. Scolarius scores of the app Accordons-nous, per page.

<table>
<thead>
<tr>
<th>Page of the app</th>
<th>Number of words</th>
<th>Score</th>
<th>Level of education</th>
</tr>
</thead>
<tbody>
<tr>
<td>L’essentiel (key information)</td>
<td>254</td>
<td>100</td>
<td>High school</td>
</tr>
<tr>
<td>Histoires de vie (short life stories)</td>
<td>893</td>
<td>94</td>
<td>High school</td>
</tr>
<tr>
<td>Que dit la loi? (Swiss legal information)</td>
<td>876</td>
<td>89</td>
<td>Elementary school</td>
</tr>
<tr>
<td>Définitions (definitions)</td>
<td>1661</td>
<td>99</td>
<td>High school</td>
</tr>
<tr>
<td>Amorces de discussion (discussion starters)</td>
<td>312</td>
<td>60</td>
<td>Elementary school</td>
</tr>
<tr>
<td>C’est dans l’art (works of art)</td>
<td>3665</td>
<td>70</td>
<td>Elementary school</td>
</tr>
<tr>
<td>I write (filters and questionnaires)</td>
<td>3105</td>
<td>100</td>
<td>High school</td>
</tr>
</tbody>
</table>

Tasks Evaluation

Task Success

In 66% (46/70) of the cases, participants succeeded in completing a task without any help and easily found the shortest path (Figure 4). In 14% (10/70) of the cases, they succeeded without help; however, they did not take the shortest path. In 16% (11/70) of the cases, they succeeded without using the shortest route and needed some help from the experimenter. In 4% (3/70) of the cases, the experimenter eventually gave the answer. This 4% corresponds to 3 cases of failure, involving 30% (3/10) different participants. One failure on the task definition was obviously because this participant experienced a temporary state of panic at the beginning of the test and failed to grasp what the experimenter asked them to do (they struggled to find the right definition without looking at the app). In the case of the second failure, on the legal obligations task, the participant understood the logic of the drop-down menu within a section and therefore kept switching between the 3 main sections by using the bottom menu. The third failure was on the conversation starters task and seemed to be because of participants’ misunderstanding of the meaning of the three main sections: they reported having assumed that sections I talk about it and I write contained contact forms and therefore thought that this was not the place to find the conversation starters. Furthermore, once they discovered the section I talk about it (following guidance from the experimenter), they did not click on the green drop-down menu (a function that they had correctly discovered in task 1).
Figure 4. Proportion of participants who succeeded or failed to complete study tasks with or without input from the experimenter and with or without using the shortest route.
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Figure 5. Distribution of the number of clicks needed for participants to complete each of the 7 tasks.

**Clicks to Complete the Task**
Participants’ actual number of clicks needed is illustrated in Figure 5. During the test, we noticed that the participants struggled to find a direct path toward data confidentiality information (task 4). We wondered whether this difficulty was affected by the order in which the questions were presented. To check this, in the last 2 interviews of the think-aloud procedure, we changed the order of the questions as follows: 1, 2, 3, 6, 4, 5, and 7. The change in order did not help to complete task 4 faster.
Time Spent on Task

Participants’ actual time spent on the tasks is shown in Figure 6. Overall, these results indicate that participants encountered more difficulties in completing the tasks legal obligations, conversation starters, and data confidentiality. They encountered little difficulty in completing the last 3 tasks.

Figure 7 shows that there are important differences between participants: some participants navigated without difficulties, whereas others struggled on several tasks. Some participants needed much more time than others to complete their tasks; for instance, participant 10 used twice more time than participant 7 to successfully complete the tasks. Obviously, participants who needed help from the experimenter took much more time; for instance, participant 3 spent three-fourths of the whole test time on 1 task, for which they needed help.

The participants who succeeded in all tasks (4/10, 40%) were aged 31, 42, 56, and 66 years, indicating that the app is also understandable for older users.

Errors and Problems Encountered

In total, we recorded 44 problems encountered by the participants while completing the 7 tasks. Following the Bastien and Scapin [33] grouping method, we clustered them into 17 types of problems (Table 4). Of these problems, none were considered as a usability catastrophe, 50% (22/44) were considered as major usability problems, 48% (21/44) as minor usability problems, and the last 2% (1/44) as not a usability problem at all.
Table 4. List of problems encountered by participants during the 7 think-aloud tasks, classified in 3 severity categories (major usability problem, minor problem, and not a usability issue). Description, categorization, and frequency of occurrence of these problems during task completion.

<table>
<thead>
<tr>
<th>Item and problem</th>
<th>Category (numbered according to Bastien and Scapin [33])</th>
<th>Description of the problem</th>
<th>Task in which it occurred (frequency of occurrence)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Major usability problems (according to Nielsen Norman Group recommendations [27])</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1.2. Grouping or distinction of items</td>
<td>Users did not click on the green drop-down menu and therefore missed much of the content of the module.</td>
<td>Legal obligations (3); Conversation starters (1)</td>
<td></td>
</tr>
<tr>
<td>2 7. Significance of codes</td>
<td>Users did not search for the information about the confidentiality of their AD in the right place; they felt that this information should have been located elsewhere in the app (for instance, in <em>I get information, What does the law say</em>, instead of <em>I write, How it works</em>, page).</td>
<td>Data confidentiality (5)</td>
<td></td>
</tr>
<tr>
<td>3 1.3. Immediate feedback</td>
<td>Users expected feedback linked to the filter function in the <em>I write</em> section: the module did not provide feedback when a filter was selected. Therefore, users did not know whether their choice was taken into account.</td>
<td>Filter function (4)</td>
<td></td>
</tr>
<tr>
<td>4 8. Compatibility</td>
<td>Participants tried to use functions they usually used in other apps; however, these were not active: one iOS user tried swiping left to return to the previous page, and an Android user used the back arrow to achieve the same goal; however, these functions were not active in <em>Concerto</em>.</td>
<td>Conversation starters (1); Data confidentiality (1)</td>
<td></td>
</tr>
<tr>
<td>5 2.2 Information density</td>
<td>As the pages contained large sections of written content, some users took time to read the content of the pages, and this delayed their navigation or distracted them from the task. For instance, when they discovered the <em>It’s in the art page</em>, some users got stuck to discovering the different works of art.</td>
<td>Legal obligations (1); Conversation starters (2)</td>
<td></td>
</tr>
<tr>
<td>6 1.4 Legibility</td>
<td>One user found that the bottom menu is too small and that the font does not offer sufficient contrast.</td>
<td>Conversation starters (1)</td>
<td></td>
</tr>
<tr>
<td>7 7. Significance of codes</td>
<td>One user did not find the filter function explicit enough.</td>
<td>Filter function (1)</td>
<td></td>
</tr>
<tr>
<td>8 8. Compatibility</td>
<td>One user was confused by the fact that on the first page, the title of the section <em>I get information</em> is larger than the title of the module.</td>
<td>Definition (1)</td>
<td></td>
</tr>
<tr>
<td><strong>Minor usability problems</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 7. Significance of codes</td>
<td>Many users complained that they did not find the expected content by clicking on the hamburger menu at the top right of the screen: they thought that this would allow them to see the architecture of the module. However, this menu is not linked to the module <em>Accordons-nous</em> but to the host app, <em>Concerto</em>.</td>
<td>Definition (1); Legal obligations (2); Conversation starters (3)</td>
<td></td>
</tr>
<tr>
<td>10 7. Significance of codes and 8. Compatibility</td>
<td>Many users clicked on the home menu at the top left of the screen, thinking that this would bring them back to the front page of the module <em>Accordons-nous</em>. However, this menu brought the user to the main menu of the host app, <em>Concerto</em>. Users were confused by this response and did not always understand where they had quit <em>Accordons-nous</em>.</td>
<td>Legal obligations (1); Conversation starters (2); Data confidentiality (1)</td>
<td></td>
</tr>
<tr>
<td>11 8. Compatibility</td>
<td>Some users were looking for a main <em>home page</em> of the module; however, this page does not exist.</td>
<td>Definition (1); Data confidentiality (1); Values and preferences (1)</td>
<td></td>
</tr>
<tr>
<td>12 7. Significance of codes and 8. Compatibility</td>
<td>Two users expected that the <em>I talk about it</em> and <em>I write</em> sections would work as a <em>contact us</em> page, which was not the case.</td>
<td>Conversation starters (2)</td>
<td></td>
</tr>
<tr>
<td>13 1.4 Legibility</td>
<td>One user assessed the font size of the text as too small and the font contrast as insufficient.</td>
<td>Definition (1)</td>
<td></td>
</tr>
<tr>
<td>14 1.2 Grouping or distinction of items</td>
<td>One user did not see the <em>How does it work?</em> button (section <em>I write</em>).</td>
<td>Data confidentiality (1)</td>
<td></td>
</tr>
<tr>
<td>15 7. Significance of codes</td>
<td>One user did not see the <em>Filter function</em> button (section <em>I write</em>).</td>
<td>Filter function (1)</td>
<td></td>
</tr>
<tr>
<td>16 8. Compatibility</td>
<td>One ordinary question in the AD form was confused with a function: a user thought that the question, “Where will you save your advance directives?” (multiple options are suggested as an incentive to store AD in several locations) would allow them to save the AD directly in different places.</td>
<td>Finalize questionnaire (1)</td>
<td></td>
</tr>
<tr>
<td><strong>Problem that we did not consider to be a usability issue</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 8. Compatibility</td>
<td>One user complained that the app does not contain a search function.</td>
<td>Definition (1)</td>
<td></td>
</tr>
</tbody>
</table>

*AD: advance directives.*
Participants’ Feedback
After completing a task, 64% (45/70) of the time, participants reported that the path to complete the task was very logical. In 31% (22/70) of the cases, they reported that it was more or less logical (the remaining 5% did not provide an answer). None of the participants found that the path to complete the task made no sense (Textbox 1).

Textbox 1. List of comments made by participants that are useful in the short and long term for improving the app.

<table>
<thead>
<tr>
<th>Useful comments for short-term improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Overall, 40% (4/10) of the oldest participants mentioned that “you have to look everywhere” to understand how to navigate.</td>
</tr>
<tr>
<td>2. Data privacy was a recurrent concern.</td>
</tr>
<tr>
<td>3. In total, 30% (3/10) of participants pointed out that the font was very small, which may be problematic for elderly users.</td>
</tr>
<tr>
<td>4. Many participants found that there might be too much to read in the app, especially given the fact that people tend to skip lengthy paragraphs.</td>
</tr>
<tr>
<td>5. Many participants said that they liked the example responses provided in the questionnaire (for illustration, see Figure 8). However, to avoid overloading the module with text, we included these texts in a lighter gray within the response box. The text disappears once the user clicks on the text box to add his or her own response. Some participants would have preferred these examples to remain visible (be placed above the box) to “not forget anything.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Useful comments for long-term improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Some participants would have appreciated a search function.</td>
</tr>
<tr>
<td>2. With this app, a participant expected to be able to make calls or contact people around him or health professionals at the Hopitaux Universitaires de Genève.</td>
</tr>
<tr>
<td>3. A participant wished to have the function of electronic signature for signing the advance directives on the app.</td>
</tr>
<tr>
<td>4. A participant wished for more options for disabled patients, such as a dictation function for people who cannot write.</td>
</tr>
</tbody>
</table>

Figure 8. Two questions included in the advance directives (AD) form, with example responses in gray. The text disappears once the user clicks on the text box to add his or her own response.

11. LA OU LES CHOSE(S) QUE J’AIMERAI
ABSOLUMENT FAIRE AVANT DE MOURIR

Ex: découvrir un lieu, faire un voyage, une fête, concrétiser un souhait, avoir une conversation, clore une affaire non réglée, me réconcilier avec quelqu’un, etc.

12. CE QUI ME FAIT PEUR, ME PRÉOCCUPE,
M’ANGOISSE


Questionnaire

Usability Score
As illustrated in Figure 9 [35], the app Accordons-nous scores very high on the SUS usability scale (85.25/100). When question 1 of the SUS was replaced with question 1bis, the total score increased to 90.5.
Figure 9. Score of Accordons-nous on the SUS. SUS: System Usability Scale [35].

Relevance Score
Participants’ evaluation of the relevance of the app for supporting the process of ACP and AD is reported in Table 5. Most notably, 90% (9/10) to 100% (10/10) of the participants agree or strongly agree that Accordons-nous is likely to increase knowledge about the topic and the motivation to address the topic and induce related behavior changes. These responses lead to a high adherence rate, with an overall score of 4.27/5.

Table 5. Participants’ evaluation of the relevance of Accordons-nous for improving ACP\(^a\) and AD\(^b\) (N=10).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Question item</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Strongly agree</td>
</tr>
<tr>
<td>Awareness</td>
<td>This app is likely to increase awareness of the importance of (ACP and AD)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>This app is likely to increase knowledge or understanding of (ACP and AD)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Attitude</td>
<td>This app is likely to change attitudes toward improving (ACP and AD)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Intention to</td>
<td>This app is likely to increase intentions or motivation to address (ACP and AD)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>change</td>
<td>Using this app is likely to encourage further help seeking for (ACP and AD)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Help seeking</td>
<td>Using this app is likely to increase behavior change (ACP and AD)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Behavior change</td>
<td>Using this app is likely to increase behavior change (ACP and AD)</td>
<td>4 (40)</td>
</tr>
</tbody>
</table>

\(a\)ACP: advance care planning.
\(b\)AD: advance directives.

Subjective Endorsement
Overall, participants endorsed Accordons-nous. Of the 10 participants, 9 (90%) recommended the app (2 times 4/5 and 7 times 5/5 on the Likert scale) for patients. Only 10% (1/10) of participants strongly disagreed (1/5, lowest score) to recommend the app to patients, arguing that a smartphone app is not suitable for an older audience, whom they found as not being at ease with such technology. However, 90% (9/10) participants strongly recommended (5/5) the app to health professionals. Only 10% (1/10) disagreed (2/5), arguing that the tool was primarily designed for patients, and therefore, a professional would not find it relevant to their practice. Finally, all participants recommended (1 time 4/5 and 9 times 5/5) the app to family caregivers. The mean endorsement over the 3 questions was 4.7/5.

Modifications Made Based on Results
The usability test revealed a series of issues that were addressed, as described in Table 6. Accordons-nous is an app in an app: that is, a module inserted in the larger host app Concerto. For this reason, some navigability issues could only be addressed by the Concerto team. Table 7 describes the issues that we reported to Concerto and how they have been addressed.
Table 6. List of changes made to the app in response to the major issues identified.

<table>
<thead>
<tr>
<th>Item (Table 4)</th>
<th>Description of the issue</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 6</td>
<td>Users did not click on the green drop-down menu and therefore missed much of the content of the module. One user found that the bottom menu is too small and that the font does not offer sufficient contrast.</td>
<td>To overcome navigation difficulties, we created a motion design video [36] (inserted on the first page of the app) containing navigation tutorial elements.</td>
</tr>
<tr>
<td>2</td>
<td>Users did not search for the information about the confidentiality of their advance directives in the right place: they felt that this information should have been located elsewhere in the app (for instance, in the I get information, What does the law say, instead of the I write, How it works, page).</td>
<td>We duplicated the information on “How is your privacy managed?” on the first page of the module.</td>
</tr>
<tr>
<td>3 and 7</td>
<td>Users expected feedback linked to the filter function in the I write section: the module did not provide feedback when a filter was selected; therefore, users did not know whether their choice was taken into account. One user did not find the filter function explicit enough.</td>
<td>First, we changed the color and location of the How it works button to make it more visible and added a video tutorial to explain how to write and store advance directives [23]. Second, we redesigned the filter page: we renamed and relocated the drop-down filter button to make it more explicit that it is a filter menu. Third, we added an automatic notification after the user has made a choice of filter.</td>
</tr>
<tr>
<td>5</td>
<td>As pages contained large sections of written content, some users took time to read the content of the pages, and this delayed their navigation or distracted them from the task. For instance, when they discovered the It’s in the art page, some users got stuck on discovering the different works of art.</td>
<td>First, we integrated 2 motion design videos containing illustrated summaries of the most important information. Second, we used the accordion visual presentation in sections containing large amounts of texts to help users to find the searched information without having to scroll through long texts. Third, in the I talk about it section, we preselected the entry page that contains less text to avoid a feeling of overload while navigating across sections.</td>
</tr>
<tr>
<td>8</td>
<td>One user was confused by the fact that on the first page, the title of the section I get information is larger than the title of the module.</td>
<td>We removed the title of the app on all pages.</td>
</tr>
</tbody>
</table>

Table 7. List of problems that were notified to the Concerto team and changes made.

<table>
<thead>
<tr>
<th>Item (Table 4)</th>
<th>Reported problem</th>
<th>Change made</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Several users clicked on the hamburger menu at the top right of the screen, thinking that this would allow them to see the architecture of Accordons-nous. However, this button is linked to the host app Concerto and provides only log-in information, which is confusing for the user.</td>
<td>The Concerto team removed the hamburger menu in Accordons-nous except when users are logged in.</td>
</tr>
<tr>
<td>10</td>
<td>Several users clicked on the home button at the top left of the screen, thinking that this would allow them to go back to the front page of Accordons-nous. However, this button brings the user to the front page of Concerto. This action involved quitting Accordons-nous, which also confused some of the users.</td>
<td>The Concerto team changed the design of the button: instead of a house, it is now the pictogram of the Concerto home page.</td>
</tr>
<tr>
<td>4</td>
<td>Participants tried to use functions they usually used in other apps; however, these were not active: an iOS user tried swiping left to return to the previous page, and an Android user used the back arrow to achieve the same goal; however, these functions were not active in Concerto.</td>
<td>None to this date</td>
</tr>
<tr>
<td>13</td>
<td>The Concerto text font (imposed to all modules, including Accordons-nous) was judged as too small and not dark enough (most text is in a shade of gray).</td>
<td>None to this date</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Accordons-nous is the first French-language mobile app for supporting the ACP process. In contrast to existing apps worldwide, which are limited in many respects [21], it includes materials and functions that facilitate each stage of the ACP process. It provides all the relevant information in an accessible language. It includes tools and prompts to facilitate contemplation and discussions about the goals of care and end-of-life issues. It provides guidance on writing or updating comprehensive and personalized AD in a simple process. In line with professional recommendations [22], it can be used as an icebreaker for starting discussions within families and as a follow-up to direct conversations with health professionals.

In our usability test, participants succeeded in the 7 think-aloud tasks in 80% (56/70) of the cases without help from the experimenter. However, in 16% (11/70) of the cases, help was needed, indicating that the app needed some improvement. An analysis of the navigational errors and difficulties encountered revealed no usability catastrophe but a series of major usability problems. These can be addressed with minor modifications (Table 6).
Our graphs indicate that participants performed better at completing the tasks over the course of the test, although the latter tasks were not necessarily easier to complete. We think that participants gradually became familiar and at ease with the logic of the app, which indicates that a few minutes of use are enough to grasp our tool. The easy-to-use character of the tool is particularly important [15] as ACP is mainly relevant for older patients [3] who are less used to digital devices. Our oldest participants (aged 66 and 68 years) fulfilled the think-aloud tasks well, indicating that age was not necessarily a limiting factor for using our tool. This is in line with previous results indicating that older patients are likely to use a platform for ADs with adequate design and support [15].

Moreover, as we designed Accordons-nous as a tool to help engage in discussions with family and health care providers, even patients who are not accustomed to digital devices may obtain support from surrounding care providers.

The app Accordons-nous obtained high scores on readability (overall score of 87.4 on the Scolarius test, corresponding to elementary school level). This is one of the best scores compared with other similar apps internationally [21]. However, the language difficulty varies across different pages of the app. Owing to the inherent complexity of the ACP topic, this difficulty can only be partially addressed; we ensured that all technical terms in the app were clickable to pop up the definition and added 2 introductory motion design videos summarizing the main information in simple terms and with illustrations.

Overall, our users provided very positive feedback on Accordons-nous. They assessed the app as likely to raise awareness of the importance of ACP and AD, increase knowledge of such topics, change attitudes and behaviors toward improving their own ACP, and encourage seeking further help to fulfill one’s ACP. Moreover, participants expressed a clear willingness to recommend the tool to relevant stakeholders, including patients, health professionals, and patients’ caring relatives. These are exciting results indicating that Accordons-nous is relevant and contains easily understandable content.

However, among the few critical views expressed, it is worth noting that 10% (1/10) of patients disagreed that Accordons-nous may encourage further help seeking in engaging in ACP, and 30% (3/10) had no opinion on that question. This result may indicate that patients expect the tool to offer the possibility of sending direct calls for help (eg, sending a message to a task force of professional ACP facilitators). Indeed, during the test, 20% (2/10) of participants erroneously thought at first glance that the section I talk about it would provide such direct support service. For practical and organizational reasons, we were not able to provide direct access to private counseling with Accordons-nous, which is a limitation of the app.

Our analysis of the main problems encountered by participants while completing the 7 think-aloud tasks indicates that some participants struggled with cognitive load: they failed a task or needed help to complete it as their attention was caught by the high density of information contained in some pages of the app. For instance, some participants got distracted by the long list of works of art that they discovered on the page works of art.

Other difficulties were because some participants did not spontaneously grasp the logic of navigating the app. In particular, some participants did not immediately see that the app contained 3 sections accessible via the navigation bar at the bottom of the screen (this was needed to complete the task conversation starters), whereas other participants encountered difficulties with the logic of the drop-down menu that allows navigating different pages (this was needed to complete tasks legal obligation and conversation starters). These difficulties indicate that some improvements needed to be made to the tool, especially for users who are not familiar with smartphone apps.

To address the main navigation difficulties and cognitive load because of the high information content, we included 2 introductory motion design videos in the app. In the first video [36], we explained the aim of the app, why ACP is useful, how the app is structured (3 sections), and the main navigation functions (menu to navigate the 3 main sections and drop-down menu buttons). In the second video [23], we explained how confidentiality issues are managed and how to write and store ADs with or without the help of the app.

Regarding task data confidentiality, several participants struggled to find the information as they searched it in the I get informed section rather than in the I write section. For this task, half of the participants reported that the path to complete it was more or less logical (rather than very logical). This indicates that data about confidentiality should be duplicated in both sections to be more easily found. This is particularly important as previous studies indicate that users are concerned about privacy issues [37]. We adapted the content of the app accordingly (Table 6).

Our results must be interpreted while considering the limitations listed inTextbox 2. Some limitations are common to usability studies, whereas others are minor issues related to small deviations from the original study protocol.
Textbox 2. List of identified limitations to our study.

**Choice of method**
- As our test includes a small number of participants, no statistical conclusion can be drawn from this study.

**Sampling method**
- Owing to our sampling method (a small convenience selection of participants from the Patients as Partners Project at Hopitaux Universitaires de Genève), a courtesy bias [38] may have inflated positive results. Therefore, it is important to pay particular attention to the critical feedback provided.
- It may be that participants were more trained in medical matters than ordinary users, and this may have affected our results. On the other hand, ordinary patients would have much more time to browse and discover the app than our participants.

**Test conditions**
- Some failures or difficulties that we recorded may be because of the lack of time and stress induced by the test.

**Deviation from the study protocol**
- While writing the original protocol, we did not specify the exclusion criterion “Incapable of understanding the meaning of the questions and tasks required for the study.” However, we decided to exclude one participant on this criterion as he obviously did not grasp most of the tasks that we asked him to complete.
- During the test, we changed the order of the questions from 1-2-3-4-5-6-7 to 1-2-3-6-4-5-7 (see explanation in section Results, subsection Clicks to Complete the Task). The change of order did not help to complete task 4 faster. This change of order may have influenced the number of clicks to complete the tasks.

**Conclusions**
The tool we developed is a novel solution for promoting ACP and AD. Accordons-nous is the first French-language mobile app developed by an interdisciplinary team of professionals in collaboration with target users. It includes a variety of content for prompting discussions related to medical emergency situations and end-of-life issues. It provides support for writing and easily updating AD on a smartphone or tablet. Considering the complexity and sensitivity of the process of ACP and given that we expect most users to be older people, we put special emphasis on producing easy-to-understand information, discussion prompts, and simple navigation principles. The results of our usability test with patients were very satisfying and helped us make the necessary final adjustments to our tool before making it available to the public. Further usability and efficacy tests involving health care professionals would help define whether the tool is also suitable for this population.
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Abstract

Background: Mental health concerns are a significant issue among the deaf and hard of hearing (D/HH) community, but community members can face several unique challenges to accessing appropriate resources.

Objective: The aim of this study was to investigate the mental health needs of the D/HH community and how mental health apps may be able to support these needs.

Methods: A total of 10 members of the D/HH community participated in a focus group and survey to provide their perspectives and experiences. Participants were members of the Center on Deafness Inland Empire team, which comprises people with lived experience as members of and advocates for the D/HH community.

Results: Findings identified a spectrum of needs for mental health apps, including offering American Sign Language and English support, increased education of mental health to reduce stigma around mental health, direct communication with a Deaf worker, and apps that are accessible to a range of community members in terms of culture, resources required, and location.

Conclusions: These findings can inform the development of digital mental health resources and outreach strategies that are appropriate for the D/HH community.

(JMIR Hum Factors 2022;9(2):e35641) doi:10.2196/35641
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Introduction

Accessing mental health services is a challenge in the United States, a challenge that is further magnified for persons who are deaf and hard of hearing (D/HH). D/HH is an umbrella term used to encompass a diverse community. Other terms used by members of the community may include “deaf,” “Deaf,” or “late-deafened.” Following feedback on terminology from our participants, we have chosen to use the term D/HH throughout this paper to refer to this community, and we acknowledge that participants may use different terms to self-identify. Debate exists within the community over Deafness or deafness as disability versus Deafness or deafness as linguistic minority. While this is beyond the scope of this paper, we encourage readers to see Skelton and Valentine for an overview [1]. The D/HH community, which has often been referred to as an “invisible minority” [2], is a community with its own unique culture, traditions, and challenges. Members of the D/HH community may face significant psychosocial challenges and environmental adversity as they navigate an inherently ableist, hearing world [1,3]. Several studies do show that members of the D/HH community experience higher rates of psychological distress [4-6].

When it comes to accessing care, the D/HH community faces significant health care marginalization and health care inequities [3]. D/HH individuals report a lack of availability of mental health services [7], and Critchfield [8] estimates that 80% to 90% of people who are D/HH with severe and persistent mental illness do not receive care. As summarized by Pertz et al [3], this lack of mental health care access is multifaceted and largely stems from systemic barriers facing the community, for example, insurance coverage [9], lack of interpreters for health care visits [10,11], and lack of evidence-based, culturally competent mental health treatment options [12]. Patient outcomes for D/HH persons are better when they receive care from providers who understand Deaf culture, but these are rarely available [13,14]. Pertz et al [3] found that Deaf signers at an integrated medical and behavioral health program with a telemental health (TMH) intervention reported significantly lower depression and anxiety scores from baseline and high satisfaction ratings due to accessible communication and optional ongoing care through a TMH platform. Negative experiences and challenges communicating with ineffective providers can impact treatment engagement and adherence [15], creating general distrust, reluctance, or resistance to the mental health care system [16].

Technology provides opportunities to overcome some of the barriers to accessing mental health care traditionally facing the D/HH community. Many people in the D/HH community report using technology in other aspects of their lives. Examples include text-to-speech apps or smartphone features, such as Ava or Siri; videoconferencing, which is commonly referred to as videophoning in the D/HH community; sound enhancement apps, such as Sound Amplifier; and a variety of visual alert assistive technologies [17]. A national survey by Maiorana-Basas and Pagliaro [18] suggests that technologies such as texting, emailing, and instant messaging are used at similar rates across the population, regardless of hearing status. The rapid development of technology has led to a proliferation of digital resources designed to support and help people manage their health, and TMH services are effective treatment modalities among the general population (see Langarizadeh et al [19] for a review). TMH services are especially suited in the treatment of D/HH persons because the D/HH community may already have a level of familiarity with visually oriented technologies and assistive technologies, which may help facilitate treatment delivery [20]. TMH may also help facilitate service delivery to D/HH individuals who may otherwise not have a local, culturally competent mental health provider from whom to seek treatment [16]. Furthermore, smartphone access in the United States is increasing, although it is not ubiquitous, and several socioeconomic factors influence access, particularly considering that the average price of a smartphone is now over US $500 [21]. Those with technology access and digital literacy skills are likely to be younger, highly educated, and possess adequate financial resources. Although technology is often posited as the “great equalizer,” it can also serve to further widen the gaps between privileged and underprivileged groups, who differ in their access to, knowledge of, and ability to make full use of the medium [22].

Mobile health (mHealth) apps for the D/HH community exist, though these largely serve as assistive technologies that aim to augment people’s ability to navigate and communicate in public and with family and connect with other members of the community. In Romero et al’s [23] review of existing mHealth apps for the D/HH community, only two apps from an initial search list of 217 apps were related to mental health. They note that the relatively low yield and high turnover of available apps necessitates more development of apps for the D/HH population. There are no studies, of which we are aware, that have explored mental health apps specifically. Indeed, in our own searches of available resources to inform the development of this study’s methodology, we did not identify any apps to support the mental health of the D/HH community.

In general, while previous studies have identified several challenges among the D/HH community to access mental health resources, it is less understood if and how mental health apps may overcome these challenges. The aims of this study were to explore the mental health needs of the D/HH community and explore how digital resources such as apps may be able to support these needs. To address these aims, we conducted a focus group with 10 community members to get an in-depth understanding of their experiences and perspectives.

Methods

Overview

A community-based participatory approach was used throughout our study to engage community members in multiple stages of
the study. The effort ensured that the data collection content and processes were appropriate, the study design was suitable, and the voices of community members were accurately represented in reporting our findings.

Participants
A total of 10 people participated in one focus group, and 9 of these participants also completed a follow-up survey. Participants were members of the Center on Deafness Inland Empire (CODIE) team and based in Riverside County, California. The CODIE team comprises people with lived experience as members of the D/HH community. CODIE works to advocate for the community by empowering individuals with information, offering training and opportunities, and working to resolve challenges in areas such as communication barriers, peer counseling, independent living skills, community education, and outreach. Participants were invited by email to participate in the focus group by a lead advocate on the CODIE team.

Demographic information was collected using a web-based English-written survey distributed after the focus group. All participants reported comfort with written English, and the survey was developed in partnership with the CODIE team and Riverside County. One participant did not complete the survey, so demographic details describe 9 participants. Given the small sample size, we report the general characteristics of the sample. Participants ranged in age from 30 to 60 years (mean 44.1, SD 11.3). Participants reported their gender as female and identified as White, Black or African American, Asian, American Indian or Alaska Native, or Mexican, or they identified with more than one race. Out of 9 participants, 8 (89%) most often used American Sign Language (ASL) at home, and 7 (78%) participants reported their preferred communication method as ASL.

Measures
For the focus group, the research team developed a focus group facilitator guide with discussion topics and sample questions. Topics and questions were developed and refined based on research partners’ interests and their past learnings working with the D/HH community. The research partners consisted of staff from Riverside County Behavioral Health, peer specialists, and the lead advocate on the CODIE team. The research team met with evaluation staff from Riverside County Behavioral Health prior to the focus group to review the questions included in the guide, obtain input on the topics covered, and ensure language used was appropriate and understandable. The lead advocate also provided best practices for facilitating focus group discussions with the D/HH community. First, it was important for the facilitator to have a clear video picture in a well-lit room, tie long hair back, and minimize distractions such as moving objects in the background, so that participants could focus on body language, facial expressions, and lip movements. Second, it was advised for the facilitator to look directly into the camera and speak slowly and clearly to allow for lip reading and interpretation. Third, the facilitator should pause after asking a question to allow for interpretation and look at the interpreter to ensure that interpretation had occurred. Lastly, interpreters should introduce themselves at the beginning of the focus group and provide guidance for participants to pin them on their screen.

While these practices were given specifically for a virtual focus group, many of them are applicable for in-person focus groups too, such as speaking slowly and creating pauses for interpretation (see Balch and Mertens [24] for further lessons learned from D/HH participants on conducting focus groups).

The main focus of this study was on understanding the mental health needs of the D/HH community and how mental health apps may support the D/HH community’s mental health needs. Therefore, topics included perspectives on both mental health in general and mental health technologies specifically. Topics covered in the focus group guide included the following:

- Perspectives on mental health within the D/HH community
- Mental health needs and services available for the D/HH community
- Use of and attitudes toward apps and technologies for mental health within the D/HH community
- Challenges and facilitators to using mental health apps and technologies by the D/HH community.

The follow-up written survey was sent 5 days after the focus group. The survey asked additional questions around digital mental health and was intended to supplement findings from the focus group as well as allow participants to express thoughts outside of the focus group setting. The survey questions were developed before the focus group but were refined based on information obtained in the focus group. For example, one survey question asked what aspects of mental health apps were important to participants; the answer options of this question were updated to include certain aspects mentioned during the focus group. The four topics covered in the survey are discussed next.

The first topic was “barriers to mental health resources.” Participants were asked to report all barriers, if any, they faced to accessing mental health–related resources. They were instructed to “select all that apply” from a list of options, type free text, or both. The list of barrier options was adapted from the Healthy Minds Study, an annual web-based survey assessing mental health and service use among college students [25].

The second topic was “important aspects about mental health apps.” Participants were asked to rate the extent to which different aspects of mental health apps were important to them (eg, “The app is free”). They were asked to rate items on a scale from “not at all important” (1) to “extremely important” (5).

The third topic was “mental health app use.” A single question was used to identify whether participants had used mental health apps. In the survey, a mental health app was defined as “an application on your mobile phone or tablet device that helps you manage your mental, emotional, or psychological health or get access to resources to support your mental, emotional, or psychological health.” Participants could select whether they had used apps in the past, were currently using apps, had never used apps but would be interested, or had never used apps and were not interested. Participants were also asked to rate three statements related to whether they had the resources required to use mental health apps (eg, “I have the resources necessary to use mental health apps”). The scale ranged from “strongly disagree” (1) to “strongly agree” (5). The items were based on...
the facilitating conditions subscale of the unified theory of acceptance and use of technology questionnaire [26]; they were adapted to refer to mental health apps specifically.

The fourth topic was “current and desired resources to support mental health.” Participants were asked to select what resources they currently used and what strategies they wished to use to support their mental health, if any (eg, “informal support, such as talking with or spending time with family or friends”). They were instructed to “select all that apply” from a list of options, type free text, or both.

The complete survey instrument is included in Multimedia Appendix 1.

Procedure
The focus group took place on September 11, 2020, and survey data collection took place between September 16 and 28, 2020. The focus group was held online via Zoom (Zoom Video Communications, Inc), facilitated by hearing research staff, and supported by two interpreters to translate spoken English into ASL and vice versa. Each focus group question was also shown in written English in the chat window of the Zoom session, and participants were able to provide written responses in the chat window. The focus group discussion was audio recorded. The audio recording captured both the ASL translated to spoken English and the chat messages, which were read aloud. The duration of the focus group was 2 hours. The survey was distributed via Qualtrics and took approximately 20 minutes to complete. Participants received a US $30 gift card for their participation in the focus group and a US $10 gift card for completing the survey.

Ethical Considerations
The study was approved by the University of California, Irvine, Institutional Review Board (IRB; review number No. 20195406). Prior to the focus group, participants were emailed a study information sheet that was reviewed and approved by the CODIE lead advocate and the IRB. The sheet was then reviewed in the focus group session, with an opportunity for participants to ask questions. Participants were asked for their permission to audio record the conversation at the start of the focus group.

Analysis
The audio recording of the focus group was transcribed. The analytical framework used to analyze the transcript was the six-phased approach of thematic analysis as described in Braun and Clarke [27], which involves the following: (1) familiarizing yourself with the data, (2) generating initial codes, (3) searching for themes, (4) reviewing themes, (5) defining and naming themes, and (6) writing up the analysis. We adopted an interpretivist epistemological position and used an inductive analysis approach: there was no pre-existing coding scheme, and codes were created based on what emerged from the data. The qualitative analysis software Atlas.ti (version 22.0.1; Scientific Software Development GmbH) was used to code the transcript. The initial coding (phases 1-3) was done by one of the non-D/HH researchers, who is a trained PhD researcher with expertise in user experience and thematic analysis. For phase 4, a preliminary summary of findings was shared with study participants and other members of the D/HH community and research team who attended the focus group in order to check that this was what was said, to corroborate, to correct or extend interpretations of findings, and to further refine themes. These findings were discussed over email and during a video call meeting, where an interpreter was present to support the discussion. For phase 5, themes were defined and named by the non-D/HH research team. For phase 6, a draft of the write-up was shared with members of the D/HH community and research team who attended the focus group to provide feedback, craft the language, and add details.

We analyzed the survey data using descriptive statistics in the form of the number of people who selected certain answers. The statistical software SAS (version 9.4; SAS Institute Inc) [28] was used for analysis of the survey data. The main purpose of the survey was to supplement findings from the focus group and describe the study sample (eg, demographic information, the number of participants who had used mental health apps before, and the number of participants who wanted to use certain mental health app features that were discussed during the focus group).

Results
The following section presents an overview of study results. Unless otherwise specified, results are based on the focus group. Illustrative quotes are provided for each theme.

Current and Desired Strategies to Support Mental Health
Participants had not used any mental health apps before. A total of 6 out of 9 (67%) participants indicated on the survey that they were interested in using one, and 3 (33%) participants indicated they were not interested. Though mental health apps were not commonly used, participants shared that they used other online resources to support mental health, such as spiritual classes, meditation, and ASL yoga:

*I use deaf spirituality. That kind of covers a lot of different things. Healing, holistic healing. There’s meditation. I use a website as well as a good resource, oh, to find practitioners who use sign language for all of those types of things.*

Other apps that were reported to be used were communication apps to connect with others, such as WhatsApp, Zoom, and Skype.

Participants were asked on the survey what their current and desired strategies were to support their mental health. The most common strategies currently used involved informal support connecting with friends or family (n=6, 67%), peer support (n=6, 67%), and use of social media (n=5, 56%). The most common desired resource was professional mental health services (n=6, 67%), followed by activities like writing, painting, and playing or making music (n=5, 56%); online forums or communities (n=4, 44%); and websites (n=4, 44%). A total of 3 (33%) participants reported wanting to use online chat and peer support, as well as exercise programs or activities to manage their mental health.
Participants were also asked on the survey about what the broad D/HH community would like to be able to do with mental health resources. They felt the D/HH community would be most interested in resources that allow them to talk with other people to give and get support (n=6, 67%) as well as those that allow them to express themselves or have an outlet through art, photos, or writing (n=6, 67%). A total of 5 (56%) participants also reported several other possible interests, such as identifying or recognizing symptoms, working through negative emotions and thoughts, connecting with a professional, and getting information about how to cope with stress, grief and loss, trauma, and relationship issues.

**Challenges to Using Mental Health Apps**

**Support for a Spectrum of Language and Linguistic Needs Within the Community**

The most reported barrier to accessing mental health services on the survey and during the focus group was the difficulty in finding mental health care providers that knew ASL. Similarly, the main barrier to using online mental health tools specifically, as reported on the survey, was difficulty finding a tool that supported ASL.

Beyond a lack of ASL support, participants reported issues to accessing mental health services with respect to communication, access, and feeling welcome. Participants shared that there are a range of language and linguistic needs within the community, with some people feeling more comfortable with English, whereas others are more comfortable with ASL. Furthermore, there are different literacy levels within the community in terms of understanding English. Participants recommended providing different options to present content through a digital mental health intervention, such as text, videos, and icons, and providing ASL video where possible. One participant noted the following:

*Talking about English and ASL, there’s neither one that is better than the other. It’s a matter of what the person feels most comfortable with...You also don’t want it to be just ASL only, it might force somebody out of their comfort zone. So we need to consider that spectrum of language and linguistic needs and comfort levels, which is really wide.*

In the context of differing linguistic needs, participants also discussed knowledge gaps in relation to mental health concerns. The D/HH community misses incidental learning opportunities around mental health, which happen when people gain knowledge from informal interactions and overhearing conversations that can be related to societal changes in attitude toward mental health. These learning opportunities typically rely on spoken language.

**Lack of Accessible Services**

Even if an interpreter could be provided to aid communication with a mental health provider, participants reported that many community members would not feel comfortable with having an interpreter present and would feel safer if they could speak directly to a mental health provider with the same language. One participant explained the following:

*Sometimes interpreters will use different word choices and it’s not what I mean. Or you know, confidentiality, because people may want to keep that privacy.*

One participant mentioned that to build a connection with a health provider, it helps to talk to someone who looks and signs like them. An additional barrier to accessing mental health services was that providers were not sensitive enough to cultural differences. For example, a participant explained that hearing providers do not have a “deaf heart” and the sensitivity or the same experiences as them.

Participants said there was a lack of Deaf workers in the mental health profession and that it was challenging to find mental health services for the D/HH community. Participants expressed concerns that there was a lack of accessible resources overall and for specific services, such as marriage counseling, anger management, substance abuse treatment, and support for domestic violence. For services that were available, participants said that community members were sometimes limited in terms of their insurance and what services they could access. For example, one participant commented that services may only be available out of their state and, thus, not covered by insurance, or that the only ASL services available are very basic.

**Stigma Around Mental Health**

There was a consensus during the focus group that stigma around mental health was a considerable challenge in the community, and that community members did not want other people to know they were accessing mental health services. Participants had concerns over the use of the term “mental health” and said that positive and uplifting terms centered around spirituality and healing would be more appropriate, stating that these would resonate more with the community and signal that a positive experience is forthcoming. For example, one participant suggested the name “Healing Hands” for a mental health app.

Participants expressed concerns that for many community members, miscommunication has had negative repercussions in the past, which can increase stigma, and there are fears of experiencing negative side effects of getting treatment. For example, members with children may have fears that if they talk about their mental health challenges, their family, such as their children, may be taken away or there may be financial consequences. One participant stated that mental health can be perceived as “just another thing wrong with my head.”

Participants noted that community members may have privacy concerns around the use of mental health services, such as concerns around whether their information was going to be safe. On the survey, 3 (33%) participants indicated that they had privacy concerns on their personal information being visible by using mental health apps.

Participants expressed a need for increased education and awareness around mental health, and to promote a message that mental health services are helpful in a good way, that it was okay to seek help, and that mental health is for everyone:

*Nowadays what I’m seeing is Deaf and Hard of Hearing people putting vlogs emphasizing it’s okay*
Facilitators to Engagement With Mental Health Apps

Overview

Participants gave several recommendations on marketing a mental health app to the D/HH community. Examples included using posters and signs, scrolling and video advertisements for the app at medical offices and social service offices, contacting nonprofit organizations that service the D/HH community, and word of mouth. It was important that the marketing materials supported a feeling of being welcome, for example, through visual advertisements that showed the step-by-step process of using the app. Participants preferred the app to be advertised with ASL people signing, using more visuals than words. Participants pointed out that instead of an “interpreter” sign, a better sign would be the two-handed sign for “peer,” “advocate,” or “support,” ideally with hands of different colors and genders. They also approved of the “same same” sign.

With respect to speaking with a health provider, participants expressed a need to be able to choose a specific person with whom they felt comfortable talking. Some people may have experienced trauma with past providers and wanted to talk to someone who would be a good fit for them regarding language and other characteristics, like gender. It was important to have diversity within the community and presented on an app, in order to make the app accessible to everyone.

Lastly, if a mental health app were to be developed that was inclusive of the D/HH community, participants expressed a preference for an app that would be useful to everyone, not just members of the D/HH community. Clicking on an app that would be specifically labeled for the D/HH community could give a feeling of being singled out. As one participant explained:

We want to try and keep that general to have access to things instead of feeling like, ‘oh okay, I have to click on this because it says deaf,’ that singles me out.

Immediate and Continuous Access to Resources

Participants placed importance on the fact that a mental health app should be accessible to a range of people in terms of language, culture, resources required to use the app, and location. They explained that community members may have limited data or memory on their phone, no access to high-speed internet, or no access to a computer. A mobile app was the preferred platform to enable people to access resources on the go. On the survey, 5 (56%) participants indicated that they had concerns about their mobile data plan when using their mobile device, 4 (44%) participants did not have the necessary resources to use mental health apps, and 3 (33%) participants were concerned about having enough space to download apps on their smartphone.

Participants also expressed value for an app to provide immediate access to resources and services. At the time of the focus group, people had to go through a long intake process before they could connect to mental health services:

Having that immediate assistance, to somebody live or whatever it is, right there is important rather than having to go through all of these different things...you have to go through all of that demographic information and you have to basically tell your life story before you can get to somebody.

Given the range of literacy levels within the D/HH community, participants worried that people may not understand all intake questions, which can slow down the process further and reduce interest in engagement. A participant mentioned that having the intake available in both English and ASL would likely make the intake process go smoother.

Participants also said that it would be ideal to have unlimited access to resources, as opposed to there being a limit to the number of times they could access them. Especially during the global COVID-19 pandemic, services were sometimes used by people just to connect and talk to someone, and some consumers accessed mental health services multiple times a day.

Though participants were part of a local community-based agency, they named several benefits of making an app globally accessible to anyone, rather than tying it to a specific location. First, people may be located elsewhere but prefer coming to a specific organization, such as CODIE, for services. Second, there were benefits to working together with other organizations. If someone is in need outside of standard business hours, there may not be anyone near them to help, but there may be someone awake in another time zone and location who can provide support. Third, these collaborations could facilitate linking to resources from other organizations, in order to spread awareness and help the broader D/HH community. Participants suggested making apps available to people from Gallaudet University, the only university in the world where students learn in ASL and English.

Important Features for Mental Health Apps

Participants were asked on the survey what the most important aspects were that mental health apps should offer. The most important aspects were suicide prevention support, emergency support, peer support and chat, and telehealth (ie, referring to a direct connection to clinical mental health services within the app). A chatbot was rated as the least important.

During the focus group, participants reported that it was important for people to interact with a human and not an avatar. An avatar is a computerized figure, such as an icon, that can represent a simplified figure of a person. The term avatar can refer to different things and can also be used for digitally created characters that turn speech into sign language. Participants’ reservations about an avatar were that it lacked facial expressions and body language, which are important to have in addition to signs in communication. One participant explained as follows:

We want an actual person, not an avatar because an avatar lacks that body language, those expressions that, a lot of people that maybe are at the gestural language level would understand the body language more than the actual signs.
Furthermore, they reported that it was valuable to build a real relationship with a human being. It was not discussed during the focus group whether participants did not want avatars at all or whether avatars could be used to supplement interaction in an app, if it also allowed connection with a live person.

Participants mentioned past use of Deaf clubs, which are places where Deaf people can meet face-to-face and socialize [29]. Participants shared that they used Deaf clubs for socializing, fun, and games, and expressed the desire to see these Deaf clubs being used for mental health support. It was discussed whether an app could have something similar to a Deaf club.

**Inclusion of Diverse Community Members in Technology Development**

To reduce stigma around seeking help for mental health, participants suggested having members of the community contribute to an app, for example, through blogs or short videos to share their experiences and knowledge. Participants liked the aspect of inclusivity where visitors can be “part of the news”:

*Like a blog that people could add—share their experiences and their knowledge and their education... They could be a part of the news basically. Instead of watching the news with captions, they could watch this person signing that.*

In addition to providing content, participants recommended having community members involved in the design process to give feedback on features and on what can be improved. Some participants reported that it would also be valuable to have community members provide guidance on how to access and use the app, for example, through instruction videos and visual posters with step-by-step instructions.

**Discussion**

**Principal Findings**

The aim of this paper was to understand the mental health needs of the D/HH community and how mental health apps may be able to support these needs. In line with previous work [7,9], participants indicated that community members had limited access to mental health resources. Digital solutions, such as mental health apps, may increase access to resources, but our study highlighted that it is important to take certain factors into consideration to facilitate engagement with such apps.

Some of the themes we found are common barriers among other mental health–seeking populations as well, such as stigma [30]. This barrier may be exacerbated in the D/HH community due to missed incidental learning opportunities about mental health. Furthermore, similar to previous work with hearing populations [31], participants valued immediate access to resources. Participants rated access to suicide prevention support and peer chat as one of the most important features to include in a mental health app, which resonates with work with other communities: a recent study with essential workers found that one of the most desired features for a mental health technology was the ability to chat with a mental health professional or peer, and a link to mental health resources and crisis support [31].

Factors that may be more unique to the D/HH community are the need for both ASL and English support, and the finding that participants wanted a general app that is inclusive of the D/HH community, rather than an app exclusively made for them. For example, participants emphasized the importance of including members of the D/HH community on the app, but to market an app as usable for everyone to avoid singling out the D/HH community. This finding further supports the need for customization and personalization of mental health apps [32,33] and the importance of inclusive design and designing for a wider population [34]. The ability to customize an app to a user’s personal needs can facilitate feelings of perceived fit to a user’s culture and values [35], without singling out a particular community.

While further follow-up studies are recommended to corroborate themes with a larger population, initial takeaways can be extracted from our findings to inform creation and development of digital mental health resources, such as apps. Below we outline several learnings that may be important to consider when developing digital mental health resources for the D/HH population.

**Support for a Spectrum of Language and Linguistic Needs Within the Community**

Similar to previous work [10,36], the greatest barrier to accessing mental health services identified by participants pertained to communication issues. Participants reported a lack of Deaf workers and mental health care providers that knew ASL. It is, thus, important to support a spectrum of linguistic needs within the community.

Participants in our focus group primarily highlighted the limitations of English-language mental health services, rather than positive experiences. A previous focus group with D/HH community members indicated that there may be social pressure during ASL focus groups that limits participants from sharing any positive experiences with English health care communication [37]. While our study participants acknowledged that some community members may prefer English, the main issue was that there needs to be support for a range of linguistic needs, rather than English or ASL support alone. Participants shared that there are various language and linguistic needs within the community, with some people feeling more comfortable with English and ASL, and there are different literacy levels in terms of understanding English. Our survey further found that a lack of Deaf workers in the mental health profession was not the only barrier to accessing resources, but it was the most common.

While previous studies found difficulties in accessing mental health resources due to a lack of interpreters [37,38], participants in our study indicated that the availability of an interpreter alone may not be sufficient. Even with an interpreter present, participants explained that community members may not feel comfortable talking via an interpreter and prefer to communicate with a Deaf worker directly. This sentiment is consistent with findings from Steinberg et al [39] who found a preference for health care practitioners who are fluent in ASL and support from other Deaf individuals.
To support a range of linguistic needs, participants recommended providing different options for presenting content through an app, such as text, videos, and icons, and providing ASL video where possible. Participants also provided marketing suggestions to support a feeling of being welcome, for example, through visual advertisements that show the step-by-step process of using the app.

**Stigma and Appropriate Use of Terminology**

Similar to prior studies with D/HH community members [39], study participants expressed that there was stigma within the community around mental health issues and seeking help for these issues. Though stigma can be a common barrier among the population in general [30], it may especially be an issue for the D/HH population, as they are not exposed to mental health issues and information in the same way as the general public [38]. Even though study participants expressed a need for more Deaf workers in the mental health profession, previous work found that because of this lack of exposure, Deaf workers may be less knowledgeable about mental health issues [38].

Prior work on mental health apps has suggested that delivering support through technology can overcome stigma barriers, as people do not need to know one is seeking help [40]. However, participants in our study still had concerns about their information not being private through an app. To help mitigate privacy concerns, it is important to be transparent on how app data are collected and stored and how they will be used. Furthermore, participants recommended that instead of using the term mental health, positive and uplifting terms around healing are preferred in order to facilitate adoption of a mental health app.

**Education Around Mental Health**

Communication issues can complicate accurate reporting of mental health prevalence in the D/HH community [41,42], and our findings further showed that D/HH members can often miss out on informal conversations and may not be as knowledgeable about mental health as the hearing population. This finding highlights that increased education around mental health may be especially important for this community. Participants expressed a need for increased education and awareness around mental health, for example, through short videos and by having members of the community share their experiences. Participants stated that there was a need for people to understand that mental health services can be helpful, and that strong mental health is a goal for everyone.

**Include Members of the D/HH Community and Market for Broader Community**

Ideally, participants preferred to have direct communication with a Deaf worker that had the sensitivity and experience to communicate with members of the community. Participants also recommended involving community members in providing content and sharing feedback about improving app features. It was important to have an app that is inclusive of, but not exclusively for, the D/HH community. Participants preferred an app that would be useful for anyone and that would not just be focused on their community, which may exacerbate feelings of being singled out.

**Limitations and Future Work**

The study has several limitations. First, care should be taken to generalize its findings to the broader community. An advantage of a focus group setting is that it has been shown to be a suitable methodology for Deaf culture to gather and share information in a safe setting [37,38], but sample size is limited. In addition, participants in the focus group were engaged with an advocacy group and involved in the community, so their experiences may be different than those of the general community. Participants had experienced hearing loss since birth or early in life, and their experiences may differ from those who experience hearing loss because of old age or those who experience hearing loss later in life. Our study offers insights into how mental health needs of the D/HH community may be supported through digital therapeutics, which would be worthwhile to explore further in a larger-scale study. Second, an English written survey was used to collect participants’ demographic information. Though all participants were able to read and write in English, the majority of participants’ preferred language was ASL, and one participant did not complete the survey. Our study results have since been used to inform a collaborative effort to create an ASL survey for broader needs assessment with the D/HH community. Third, results were collected during the COVID-19 pandemic, which may have increased mental health concerns and interest in mental health resources. Lastly, we used the English translation of the focus group discussion for data analysis. There may be limitations in using an English translation, as information may be filtered and expressions can differ from ASL. For example, personal pronouns in ASL are not gender specific [37]. To ensure that our analysis and findings accurately represented participants’ views, we refined our findings through member checking with the focus group participants who are members of the D/HH community.

**Conclusions**

This study looked at the mental health needs of the D/HH community and how mental health apps may be able to support these needs. There was a need for more Deaf workers and ASL support to support a spectrum of linguistic needs; a need for increased education to reduce stigma around mental health; a need for an app that is accessible to a range of people in terms of culture, resources required, and location; and a need for immediate and unlimited access to resources. These findings are important to consider for the development and dissemination of mental health apps to meet the needs of the D/HH community.
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Abstract

Background: Hundreds of apps are available to support people in their quest to quit smoking. It has been hypothesized that selecting an app from a sizable volume without any aid can be overwhelming and difficult. However, little is known about how people choose apps for smoking cessation and what exactly people want to know about an app before choosing to install it. Understanding the decision-making process may ultimately be helpful in creating tools to help people meaningfully select apps.

Objective: The aim of this study is to obtain insights into the process of searching and selecting mobile apps for smoking cessation and map the range of actions and the accompanying reasons during the search, focusing on the information needs and experiences of those who aim to find an app.

Methods: Contextual inquiries were conducted with 10 Dutch adults wanting to quit smoking by using an app. During the inquiries, we observed people as they chose an app. In addition, 2 weeks later, there was a short semistructured follow-up interview over the phone. Through convenience and purposive sampling, we included participants differing in gender, age, and educational level. We used thematic analysis to analyze the transcribed interviews and leveraged a combination of video and audio recordings to understand what is involved in searching and selecting apps for smoking cessation.

Results: The process of finding smoking cessation apps is comprehensive: participants explored, evaluated, and searched for information; imagined using functions; compared apps; assessed the trustworthiness of apps and information; and made several decisions while navigating the internet and app stores. During the search, the participants gained knowledge of apps and developed clearer ideas about their wishes and requirements. Confidence and trust in these apps to help quitting remained quite low or even decreased. Although the process was predominantly a positive experience, the whole process took time and energy and caused negative emotions such as frustration and disappointment for some participants. In addition, without the participants realizing it, errors in information processing occurred, which affected the choices they made. All participants chose an app with the explicit intention of using it. After 2 weeks, of the 10 participants, 6 had used the app, of whom only 1 extensively.

Conclusions: Finding an app in the current app stores that contains functions and features expected to help in quitting smoking takes considerable time and energy, can be a negative experience, and is prone to errors in information processing that affect decision-making. Therefore, we advise the further development of decision aids, such as advanced filters, recommender systems and curated health app portals, and make a number of concrete recommendations for the design of such systems.

(JMIR Hum Factors 2022;9(2):e32628) doi:10.2196/32628
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Introduction

Background

It is well-established that the toxins in tobacco cause a range of diseases and disorders, often leading to death [1]. The World Health Organization estimates that tobacco kills up to half of its users, which adds up to >8 million people each year [2]. In addition to its major impact on mortality worldwide, tobacco use also results in a great number of morbidities [1]. Smokers die younger, age more quickly, and develop diseases of nonsmokers at a much younger age [3], decreasing the quality of life earlier in life.

Smoking cessation yields specific benefits of reducing fatal and nonfatal vascular, respiratory, and neoplastic (cancer) diseases [4]. Quitting cuts the risk of developing smoking-related diseases, such as lung cancer, by half [5] and increases life expectancy. Regardless of age, quitting smoking is always advantageous to one’s health. Smokers who successfully quit smoking before the age of 40 years avoid nearly all the increased mortality risks of continued smoking [4]. After the age of approximately 40 years, every year of smoking prevention saves an average of 3 months of healthy life [6]. Even stopping at the age of 60 years will gain a person 3 years of life expectancy [7].

Mobile apps, which are small software applications that run on mobile appliances, such as smartphones and tablets, are generally regarded as useful tools that aid people in their attempts to quit smoking for several reasons. For example, apps can provide highly individualized and intensive interventions [1,8-11]. Furthermore, apps have the ability to reach large audiences, which makes them cost-effective for both users and suppliers [1,8-11]. Moreover, apps can allow users to tailor interventions according to their personal needs [8]. Finally, apps can reach audiences who might not otherwise seek support [11], in part as apps allow for anonymity [12].

In addition, the persuasive technology literature shows that apps have certain characteristics that make them potentially suitable for supporting behavior change [12,13]. For instance, they can tirelessly continue to try to persuade users without getting annoyed or impatient. They are accessible at any time from any place and consequently able to support people in their behavior change even at night or in the privacy of their homes [1,8-10,12]. Furthermore, people sometimes view their smartphones as digital companions and effortlessly entrust personal information to them [14], thereby facilitating the aiding function of the technology. Finally, apps can present data and graphics, rich audio and video, animations, simulations, or hyperlinked content, enabling users to choose the modality of their preference [12], which could be beneficial for behavior change [15].

Apps for smoking cessation have their own individual characteristics and may vary in terms of usefulness and ease of use [16,17]; user interface design components, such as navigation, interaction, and appearance [18]; and technical quality [19]. In addition, apps for smoking cessation differ in their approach with regard to the content and its delivery. Hence, there is a fair amount of variation in the main functions of apps [20] and the degree to which apps adhere to clinical guidelines [21] and contain tailoring features [22] or behavior change techniques [16].

Challenges in Searching and Selecting Health Apps

As iOS and Android together account for >99% of the market share in mobile operating systems [23], the Google Play Store and the Apple App Store are, by far, the largest app marketplaces in the field. The total number of apps offered by both these stores is enormous: the Google Play Store offers >3 million apps for potential users, and the Apple App Store has approximately 1.8 million available apps [24]. Although the exact number of available smoking cessation apps is unknown, a person who searches for an app in the Google Play Store, for example, receives the maximum number of search results—250 apps.

Both the Google Play Store and the Apple App Store offer a variety of information cues for each app, such as title, price, rating (stars), ranking (the order in which search results appear in a list), reviews, descriptions, categories, permissions, and the number of installations (only in the Google Play Store). In general, app developers create most of the provided information cues (ie, logo, title, and screenshots). However, the ratings are created by users. In addition, a special type of information in the search results list is the ranking of results. Ranking refers to the order in which the app store presents search results. App store algorithms determine this order, and the exact underlying factors are unclear. However, research suggests that ranking is a reflection of app success, which is, in turn, determined by factors such as the number of languages supported, package size, app release date [25], free app offers, high volume, high user review scores, and continuous quality updates [26]. Although the provided information cues may be informative, tools to guide users through the massive number of results seem to be lacking [27]. At this moment, the visitor cannot use advanced search, filtering, or sorting options in either store. The immense supply of health apps, combined with the lack of tools for refined searching, creates a situation where choosing an app based on anything other than popularity could be considered a challenge.

Related Research

Quantitative studies on uptake, which is the act of downloading and installing smartphone apps in general, have shown that apps with a low price, high ranking, many reviews, and high ratings have the most installations [28] and that high ratings associate more strongly with downloads if customers show a degree of unanimity in their ratings [29]. This implies that these are important information cues for people when choosing apps in general. Diverse qualitative studies have confirmed these...
findings. In these studies, participants indicated that they relied the heaviest on ratings, reviews, screenshots, and ranking when choosing various kinds of apps, including apps for smoking cessation [30-32]. Low price or the ability to try an app free of charge are important [32,33], as are the recommendations of others [33,34], preferably given by trusted sources [32].

Specifically, for smoking cessation apps, a few studies have shed light on what people consider important, desirable, or attractive features of smoking cessation apps and which functions people believe to increase engagement. Examples include ease of use, receiving feedback, goal setting, social sharing, competition, and reminders [31,33].

Owing to a recent think-aloud study [35], we now know more about potential users’ views on factors such as capability, opportunity, and motivation influencing the uptake of health apps. In this study, Szinay et al [35] found that participants considered searches for health and well-being apps to be difficult, with some calling it a minefield. Furthermore, it was shown that during the search, people pay attention to the look and design, costs, and perceived utility of apps, among others, but primarily to the opinions of others.

These studies provide clear insights into what people generally consider important about apps and which information cues people use before downloading and installing an app. Nevertheless, to the best of our knowledge, it is still unknown how all these insights come together in the process of searching for and selecting health apps in general and apps for smoking cessation in particular. As we know little about the process, we can presently only make assumptions about what the combination of the large supply and lack of tools means for people who want to choose health apps.

Objective

The current gap in the body of knowledge on what people do, experience, and need during the search for mobile apps for smoking cessation creates a need to better understand the process of selecting apps. Understanding the diverse information needs and decision-making processes may ultimately be helpful in creating tools to help people meaningfully select apps. What do people do and experience when searching for an app for smoking cessation? Which information is important to people when choosing an app? How do people use the available information cues in app stores (such as the Google Play Store and the Apple App Store) to obtain the desired information? This study addresses these questions by means of contextual interviews during which people choose an app for smoking cessation. This qualitative approach gives us the opportunity to elicit in situ detailed information to create a rich image based on actual behavior and people’s spoken thoughts while in action.

Methods

Study Design

Contextual inquiry is a technique for gathering field data by conducting field interviews with users and studying a task while it is performed in the everyday context. Directly observing the performance of the task enables the revelation of habitual and unconscious practices and is easier for participants as they do not have to articulate their practices [36,37]. A typical contextual interview, similar to a regular interview, begins with an introduction and some general questions about the participant’s situation and then moves on to observation of, and discussion about, the task under study. The researcher not only observes the participant’s actions but also pays attention to verbal clues and body language [37]. The distinctive characteristics of a contextual inquiry are the principles of apprenticeship and partnership. In a contextual inquiry, the researcher explicitly assumes the role of apprentice and recognizes the respondent as an expert in her or his task. Taking on this role creates a mindset that is focused on curiosity, inquiry, and learning [36]. This mindset is related to working in partnership, which facilitates true collaboration between the interviewer and the respondent to understand the task and motivation of the respondent [36]. This means that the researcher shares thoughts and confusion with the participant on the spot, thus inviting the participant to work together to understand what is happening and why.

Although contextual inquiry originates from and is typically used in contextual design projects [38-40], the method can also be applied to eHealth research [41] on, for instance, mental health [42], healthy eating [43], and persuasive technologies that facilitate healthy lifestyles [44].

Sampling of Participants

We recruited people who wanted to quit smoking, were interested in using an app to do so, and did not currently have or use such an app. Having used a smoking cessation app in the past was not a reason for exclusion. Additional inclusion criteria were (1) owning a mobile device, (2) knowing how to download apps, and (3) being fluent in Dutch.

We recruited participants through posters and social media and by approaching people (who were smoking cigarettes) on the streets in diverse locations in the Netherlands. In addition, we recruited participants through email within our own network. Finally, we used the snowball sampling technique by asking participants at the end of the interview whether they knew someone who might also be interested in participating. To reach our goal of understanding the diverse ways in which people search for smoking cessation apps, we purposively aimed to create variations in age, educational level, and gender.

We created a simple webpage (Qualtrics) in which those interested could leave an email address. Every channel of recruitment contained a link to this webpage. We acquired 20 leads for potential participants whom we sent an information letter. We contacted every lead after a few days to check for interest in participating in the study. Of these 20 individuals, 5 (25%) no longer reacted to our messages, and 5 (25%) had decided not to participate. The reasons stated were not wanting to quit smoking or not wanting to use an app to quit after all, no interest in participating, or practical reasons. Of the 20 individuals, 10 (50%) participated in the study. During analyses of the data, we found that we had reached saturation and, therefore, decided not to recruit additional participants (see the Strengths and Limitations section).
Procedure and Data Collection

Some weeks before each interview, we sent participants an information letter, informed them about the use of audio and video recordings, and scheduled an appointment for the interview.

**Contextual Inquiry (Interview)**

Interviews were conducted face to face (one on one) at a location chosen by the participant. Of the 10 participants, we interviewed 5 (50%) in their homes, 3 (30%) at the university, and 2 (20%) at their workplaces. No one else was present besides the participant and researcher, except for in 1 interview. Researcher SP conducted the interview, and researcher YH, who conducted the other 9 interviews, was present as an observer. Interviews were recorded using a digital voice recorder. During the search for an app, the screens of the participants’ appliances were shared with the researcher’s laptop (using Mobizen). The footage was recorded using the Microsoft PowerPoint function **Insert Screen Recording**. This captured both footage and sound. The researcher also took notes during the interviews to mainly facilitate revisiting certain remarks and provide a recap at the end of the interview. An interview guide was used to maintain consistency between and direction during the interviews.

Every session started with an introduction explaining the purpose of the study, talking about expectations, asking permission for recording, and answering participants’ questions. Participants subsequently provided informed consent on paper.

The introduction was followed by a semistructured interview in which we collected data on age, educational level, and smoking behavior of the participants by asking them. We also talked about prior experiences with eHealth apps, especially for smoking cessation, and about prior experiences with quitting attempts. To get a feel for the motivation of each participant to quit smoking, we used motivation rulers for smoking cessation [45]. On a scale of 0 to 10, we asked participants to indicate the extent to which they considered quitting important, how ready they felt to quit, and how confident they were about quitting. Importance, readiness, and confidence have been associated with smoking behavior change and higher scores, especially on confidence, indicating a greater likelihood of attempting to quit [45].

Subsequently, in the contextual interview, we collected data on the process of searching and selecting apps for smoking cessation. We instructed people to search for an app in the way they normally would if we were not present and gave no further instructions on where to start or how to go about the task. We told participants that the task would be completed as soon as one found an app that they considered good, adding that deciding there were no good apps and downloading nothing was also a valid option. We asked the participants to tell us aloud what they were doing, thinking, and feeling. We also asked questions about the task during the search, such as “what is your feeling, when you look at this app?” or “why did you go back to the search results?” (Multimedia Appendix 1 [36,45,46]).

After the participants made their final choice for an app, we jointly created a summary of the entire search process. Doing this together with the participant served as a means of checking our interpretations. By sharing our interpretations and being honest about interpersonal cues, we aimed to create a valid understanding [47]. In addition, questions we did not ask during the search to not interrupt the participant could be asked here. Before closing off, we informed the participants about the follow-up procedure and planned the date for a follow-up phone interview.

The length of the full sessions (from introduction to completion) varied from 50 minutes to 2 hours and 40 minutes, with an average of 1.5 hours (SD 34 minutes). The duration of the actual searches ranged from 17 minutes to 1 hour and 40 minutes (average 46, SD 26 minutes). It is important to note that this does not necessarily reflect pure search time, as, during the search, participants frequently explained their choices and voiced their ideas and thoughts. Therefore, search time is more related to the verbosity of the participant rather than to, for example, the number of apps that were reviewed.

**Follow-up Phone Interviews**

After 2 weeks from the contextual inquiry, we called the participants over the phone for a final, short semistructured interview. The researcher called the participant at the agreed-upon time. Before starting the interview, we once again asked permission to record the conversation. To do this, we used a digital voice recorder and an Olympus Telephone Pick-up Microphone. Again, we used an interview guide for the topics we wanted to address. Telephone interviews lasted between 10 and 34 (average 19, SD 9) minutes.

In the follow-up interviews, we collected data on the realization of expectations about the chosen app. Some topics we touched upon were as follows: did the participant use the app, and did the app meet the expectations of the participant, given what the participant had learned about the app during the search? In addition, we asked participants whether they had quit smoking (for topics, see Multimedia Appendix 2). Finally, we used the follow-up interview as an opportunity to come back to things participants had said or done during the contextual inquiry, which needed further clarification.

Afterward, all participants received a €15 (US $16.35) gift voucher via mail as a token of gratitude for their participation.

**Data Analysis**

Audio recordings of the interviews and the phone interviews were transcribed verbatim using the f4 transcription software. We used Microsoft PowerPoint to create the so-called **process charts** in which we combined corresponding screenshots and participant quotes. These visualizations enabled us to link images on the participants’ screens to what people said at that moment (Multimedia Appendix 3). A particular strength of these visualizations was the possibility of seeing that sometimes participants misread or misinterpreted information on their screens. Quantifiable information, such as the number of apps that participants looked at and the scores on the motivation rulers for smoking cessation, was transferred to Microsoft Excel sheets. From there, we translated some data into categories. For instance, we converted information about the number of cigarettes smoked per day into three categories: light smokers...
(does not smoke daily), moderate smokers (<20 cigarettes/day), and heavy smokers (≥20 cigarettes/day) [48]. Thematic analysis [49] was used to analyze the transcripts (Textbox 1) and was supported by the use of qualitative data analysis software (Atlas.ti 8 [ATLAS.ti Scientific Software Development GmbH]) and process charts.

Textbox 1. Description of steps in data analysis.

<table>
<thead>
<tr>
<th>Stage and description</th>
</tr>
</thead>
<tbody>
<tr>
<td>• <strong>Familiarization with the data:</strong> YH transcribed data, read and reread every transcript while listening to the recordings, and created extensive notes and memos on everything that attracted attention. We created, for instance, a memo about the observation that during the search, multiple participants wondered whether certain app features were suitable for them and whether they could see themselves using them.</td>
</tr>
<tr>
<td>• <strong>Generating initial codes:</strong> YH marked all possibly relevant text fragments to condense the data and clear out noise. In this step, YH also complemented memos and created new ones. The first transcript was coded independently by both SP and YH. The 2 versions were discussed in detail, and agreement was reached on what and how to code. A final single coded version was created. The remaining transcripts were coded by the first author (YH) while regularly conferring with the second author (SP).</td>
</tr>
<tr>
<td>• <strong>Searching for themes:</strong> YH and SP identified the initial main themes, such as starting situation of participants, navigational patterns, and use of information cues to structure the remainder of the analysis process.</td>
</tr>
<tr>
<td>• <strong>Reviewing themes:</strong> YH reviewed the initial themes by going through every transcript and process chart, one theme at a time, selecting text snippets and systematically creating headings and ordering fragments under the headings (open coding [50]).</td>
</tr>
<tr>
<td>• <strong>Defining and naming themes:</strong> In this step, to refine ideas about the themes and the narrative of the data, YH rearranged the headings, reorganized the text fragments, and reduced the number of headings (axial coding [50]).</td>
</tr>
<tr>
<td>• <strong>Producing the report:</strong> YH created the arrangement of the report using the themes on the final classification as headings. The final data analysis was interwoven with the writing process, meaning that we continuously alternated between writing, checking data, adjusting paragraphs, rearranging text, and selecting vivid and appropriate extracts to clarify the report of the results. Multiple iterations of the report were shared, discussed, and refined by all authors. For full, transparent reporting of this study, we used the Standards for Reporting Qualitative Research [51] (Multimedia Appendix 4, [51,52]).</td>
</tr>
</tbody>
</table>

Ethical Approval

Ethical approval for the study was obtained from the institutional review board of the YH’s university—the ethics review board of the Tilburg School of Social and Behavioral Science (reference EC-2018.92).

Results

Overview

By analyzing the data from the interviews and contextual inquiries, we identified several facets that play a role in the search for smoking cessation apps (Textbox 2). For the sake of readability and clarity, the report in the Results section is structured according to the process steps, and the themes or subthemes are addressed in the description of the process step they relate to. Furthermore, the Principal Findings section contains a descriptive overview and summary of the themes or subthemes.

The remainder of the Results section is organized as follows: we start with a description of our participants, their experience with attempts to quit smoking in the past, as well as their previous experiences with smoking cessation aids and eHealth in general. Then, we describe the identified steps of the search process and search thoroughness. Next, we describe the results per process step, focusing on, among others, participants’ information needs, actions, decisions, the reasons for those decisions, and participants’ search experience. We then describe the transformation of knowledge, wishes and requirements, and confidence in smoking cessation apps throughout the search and across the process steps.
Facets of searching for a smoking cessation app: themes and subthemes.

<table>
<thead>
<tr>
<th>Major themes and subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search process</td>
</tr>
<tr>
<td>• Extensiveness and thoroughness</td>
</tr>
<tr>
<td>• Decision moments</td>
</tr>
<tr>
<td>• Differences and similarities between process steps</td>
</tr>
<tr>
<td>Information needs</td>
</tr>
<tr>
<td>• Information cue use</td>
</tr>
<tr>
<td>• Functioning of apps</td>
</tr>
<tr>
<td>• Trustworthiness and personal relevance of the information</td>
</tr>
<tr>
<td>• Availability of information</td>
</tr>
<tr>
<td>Information processing and decision-making</td>
</tr>
<tr>
<td>• Activities, cognitive processes, and cognitive load</td>
</tr>
<tr>
<td>• Availability of information</td>
</tr>
<tr>
<td>• Errors in information (processing)</td>
</tr>
<tr>
<td>Transformations</td>
</tr>
<tr>
<td>• Knowledge</td>
</tr>
<tr>
<td>• Wishes and requirements</td>
</tr>
<tr>
<td>• Confidence in apps</td>
</tr>
</tbody>
</table>

Sample Descriptive

The average age of the 10 participants was 41.2 (SD 8.7; range 26-59) years; 6 (60%) were women, and 4 (40%) were men. Of the 10 participants, 4 (40%) had higher education, 4 (40%) had middle education, and 2 (20%) had lower education. Every participant had started smoking as a teenager, at an average age of 16 (SD 1.8; range 13-18) years. This means that the participants had been smoking for 10 to 45 (mean 25, SD 9.3) years. Our sample of 10 participants comprised 4 (40%) heavy smokers, 5 (50%) moderate smokers, and 1 (10%) light smoker. Half of the participants mentioned stress relief as their main reason for smoking. Other reasons were having something to do at certain moments, enjoyment of the taste or the act of smoking, and regarding being a smoker as something positive (self-image). Most said that they probably kept smoking as it was a habit and an addiction.

Quitting Smoking

All 10 participants had made serious attempts to quit smoking in the past: 5 (50%) participants made one attempt, 4 (40%) participants made between 2 and 6 attempts, and 1 (10%) participant reported trying 20 times. Some memories of quitting attempts in the past were positive. For example, one of the participants recalled the freedom she felt to be independent of tobacco. Another remembered the fun, game-like aspect of no one noticing that he had quit. However, most recollections of quitting attempts in the past were negative. People remembered how hard it was to quit, how ill-tempered and irritated they felt, and the guilt and shame when the quitting attempt eventually failed. Some participants specifically mentioned losing faith in their own capability to quit and being afraid of trying again:

*I sooooo want to quit smoking. If I had to give it a number it would be a 10, but I am terrified to fail again.* [participant 5]

Reasons for wanting to quit again were health (10/10, 100%), the sake of the children (5/10, 50%), and general negative aspects of smoking such as costs, bad smell, and social disapproval. For most participants, the health reason was merely a rational, calculated consideration, as most of the participants did not experience any health problems at the time of the interview:

*Yes, you see, if I continue smoking the chance of diseases and such is big, so then...But right now I'm fit and healthy. So in the short term that is not a motivation, but in the long run it is.* [participant 7]

On the motivation rulers, the participants scored an average of 7.5 (SD 1.35; range 5-10) on the importance of quitting smoking, an average of 6.8 (SD 2.08; range 4-10) on the readiness to quit, and an average of 5.7 (SD 3.55; range 0-10) on being confident that they will quit in the next attempt.

Experience With Smoking Cessation Aids and Apps

Almost every participant had tried some form of smoking cessation aid in the past, ranging from hypnotherapy, acupuncture, and laser therapy to medication, chewing gum, and nicotine patches. Overall, 6 participants had used a smoking cessation app on previous quitting attempts. All participants had fairly low expectations of the benefits of all these aids.
Everyone seemed to feel that quitting is something you need to do by yourself, that it is going to be hard no matter what, and that these aids can be a helping hand at most. This sentiment also applied to apps for smoking cessation. Although people found certain functions in smoking cessation apps somewhat useful or motivating, there were more comments on negative aspects, such as the inability of the app to engage them, having to pay to get access to more content, and a lack of interesting functions.

**Search and App Selection Process**

**Overview**

The basic steps in the search process were the same for all participants (Figure 1): every search started with entering a search query, which led to a set of results. The next step was to choose a result to obtain detailed information. Subsequently, participants decided to either return to one of the earlier steps or move on to downloading an app. Every participant opened the downloaded apps before deciding to either choose the app or continue the search. All searches ended with participants choosing at least one app they intended to use during their quit attempts.

Although every participant’s search fitted this general process, we also saw some differences. First, we could discern 2 levels of complexity in search flows. Of the 10 participants, 6 showed a simple linear flow. They went from search queries to results, inspected between 2 and 7 different detailed app information screens, and subsequently chose 1 or 2 apps to use. The remaining 4 participants showed a more complex, elaborate flow, with more loops back to the previous process steps, using more search queries, exploring more app information screens, and downloading and discarding more than one app (Table 1).

In addition to the difference in the complexity of the process flow, participants differed from each other in search thoroughness. Some participants (2/10) only scrolled a maximum of 10 apps down in the search results list, whereas other participants (3/10) examined apps in the top 20, and half (5/10) scrolled down even further, sometimes as far as 90 apps down the list. In addition, some participants (7/10) went back to an information screen they had already seen to gain new insights, whereas others (3/10) never revisited app information screens (Table 1).

![Figure 1. App selection process flow for smoking cessation apps. Thicker lines indicate more common occurrences.](image)

**Table 1. Differences in search and app selection process among participants (N=10)**

<table>
<thead>
<tr>
<th>Number</th>
<th>Process flow</th>
<th>Process flow</th>
<th>App information screens (n=85), n (%)</th>
<th>Apps downloaded and opened (n=19), n (%)</th>
<th>Apps chosen for use (n=12), n (%)</th>
<th>Search thoroughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Complex</td>
<td>3</td>
<td>10 (12)</td>
<td>3 (16)</td>
<td>1 (8)</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Linear</td>
<td>1</td>
<td>2 (2)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>Linear</td>
<td>1</td>
<td>6 (7)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>Linear</td>
<td>1</td>
<td>5 (6)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>Complex</td>
<td>4</td>
<td>25 (29)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>92</td>
</tr>
<tr>
<td>6</td>
<td>Complex</td>
<td>4</td>
<td>9 (11)</td>
<td>2 (11)</td>
<td>2 (17)</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>Linear</td>
<td>1</td>
<td>2 (8)</td>
<td>2 (11)</td>
<td>2 (17)</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>Complex</td>
<td>3</td>
<td>11 (13)</td>
<td>6 (32)</td>
<td>1 (8)</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>Linear</td>
<td>1</td>
<td>5 (6)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>96</td>
</tr>
<tr>
<td>10</td>
<td>Linear</td>
<td>2</td>
<td>5 (6)</td>
<td>1 (5)</td>
<td>1 (8)</td>
<td>10</td>
</tr>
</tbody>
</table>

*App store could be either the Google Play Store (2, 4, 6, 9, and 10) or the Apple App Store (1, 3, 5, 7, and 8).
Start of Search

The start of the search differed among participants in 2 ways.

First, the participants used different devices for the search. Of the 10 participants, 1 started the search on a laptop (switching to a smartphone later on), 2 used a tablet, and the remaining participants searched for an app on a smartphone. Participants starting the search on a laptop or tablet indicated that they thought a bigger screen was somewhat easier for searching and reading.

The second difference was related to the place where the participants started their search. Most participants (8/10) went straight to the app store, whereas some (2/10) participants started their journey in a web browser, using a search engine to visit ≥1 website to gain information about apps for smoking cessation before going to an app store:

Because I don’t know what I’m looking for, it’s nice to spend some time online reading. That gives me some “language”, some inkling of what to think of, and after that, I go on to the list of apps. [participant 6]

Search Field

Every participant began by using a search function (either an app store search field or a search engine such as Google). Of the 10 participants, 9 started the search with a Dutch query, and 1 initially used English terms (Multimedia Appendix 5). Seven participants clicked on a query offered by the autosuggestion. Four participants returned to the search function later in the process to use another query (using different terms or switching to English or Dutch) in an attempt to filter the search results (eg, on free or skin) or to search directly for a specific app (by name).

Search Results

After entering a search query, users received a number of results. All participants who searched the Google Play Store and those who searched the Apple App Store with an English search term received only smoking cessation apps in the results. However, Apple users who used a Dutch query received a mix of smoking cessation apps and other unrelated apps, such as Stop Motion apps. One of the participants scrolled down to the 32nd app in the search results list; of the 32 apps, 17 (53%) were not smoking cessation apps.

The information per app in the list of search results in the Google Play Store was limited to a logo, title, rating (number of stars), price (if applicable), and developer name. The Apple App Store additionally provided screenshots but omitted the developer’s name. Some participants (4/10) indicated that they thought the information was scarce. For example, they stated that all the ratings were basically the same, and thus unhelpful, and that the other information was hardly useful for making a proper choice. In addition, some remarked that a small text about the functionality of the apps and a means of filtering the results on price were lacking.

The decision people made in this process step was to click or skip an app in the search results list. Most participants (8/10) mentioned that they based their decision on ≥1 available information cue. People most commonly used screenshots (only in the Apple App Store), ratings, price, and the name of apps; however, click-or-skip decisions were also based on logos and developer names. Some participants (2/10) systematically opened app detail pages by first clicking the first app, then the second app, and so on. Hence, these participants did not use any information cues for their click-or-skip decisions.

For the participants who explicitly mentioned using the information cues, we discerned 3 main reasons for clicking or skipping apps. The first was a positive or negative evaluation of some aspects of the app that was reflected directly in the information cues. For example, this was an evaluation of the design of the app based on screenshots, the popularity of the app based on rating, or the trustworthiness of the developer based on developer name (ie, Trimbos Institute). Sometimes, screenshots and app names provided some information about the functionality of an app, on which people based a click-or-skip decision. For example, the term audio book in app names could attract or put off participants. Overall, people clicked an app when the evaluation was positive (design attractive, developer a trustworthy party, rating high, and desirable functionality) and skipped apps when the evaluation was negative (app costs money, design unattractive, rating low compared with other apps, and functionality undesired).

The second reason to click on apps was to check something. For example, several participants clicked on apps to check whether the app was, in fact, a smoking cessation app. In addition, half of the participants indicated some confusion over whether they had already opened detailed information for certain apps at some point during the search. To check this, they clicked or reclicked an app in the search results. Furthermore, one of the participants clicked apps out of curiosity and a wish to check what an app was about (triggered by such things as hypnosis in the app name, a combination of a trustworthy source and low rating, or a funny name or concept). Finally, one of the participants clicked some apps because of a personal conviction that “one has to check something out to judge it” (participant 10), although the information in the search results did not trigger a particularly positive evaluation of the app.

The third reason for clicking or skipping an app was based on the participant’s imagined idea about the working of the app. On the basis of the available information, some participants immediately formed a picture of how the app would work and subsequently clicked on the apps they thought were right for them and skipped the apps they evaluated negatively. In some cases, this interpretation of information led to a decision to skip based on nothing more than a logo, app, or developer name:

The little man here, this one, the green one, kicking his cigarette...I would click that one sooner than this woman with “Quit Buddy”. [...] She’s going to ask you nicely all the time, I think, or in any case, [she is going to tell you] “well done” all the time. All the time these motivational things. I couldn’t take that very well, I think. But that’s my first insight. Yeah, I don’t know, that [other] one kicks your ass, I guess. [participant 4]
were looking for information about the difference between free costs and paid versions of the same app; whether one had to start paying over time; and whether paying for an upgrade would get them extra functionality, quality, or just the elimination of annoying advertisements and pop-ups offering upgrades. Finally, several participants looked for information about the quality and professionalism of apps to estimate their trustworthiness. Cues for a trustworthy app could be the name of the developer (known institutions and familiar names generally inspired trust), beautiful design of the app, mention of a scientific foundation, or reactions by the developer to reviews:

*There’s always a reaction [from developer to reviews]*
*too, right. They always give a...That’s definitely positive. Professional. Like, at least he’s involved in his own app and taking it seriously.* [participant 1]

For some participants, a second action while examining the detailed app information screens was trying to *estimate the reliability of information itself*. Half of the participants were engaged in estimating reliability to some degree, which was particularly complicated for reviews:

*But then again, I don’t really know how that works [...] actually, with apps and with reviews.* [...] *Yes, I don’t really believe that all of that is true, what it says there. Of course, it’s also just that it could be someone from Vietnam, who gets paid to write reviews there. I think so. Or, I don’t know from which country...* [participant 4]

Furthermore, at some point, half of the participants tried to *estimate whether the information was relevant to them* in their search for an app:

*“I made a back-up and put it back.” [...] Oh, that’s just someone who doesn’t know how to [...] transfer that to their new phone...That is not applicable to me. She was actually more critical of her inability to install a new phone than of the app itself. [...] That’s not a review of the app. Yeah, so then I think, yes, I can sit and read all that nonsense, but it comes down to how it ultimately feels and pleases me in terms of use.* [participant 10]

Third, while examining the detailed app information screens, all participants *formulated opinions about functions and characteristics*. These opinions varied from person to person. There was consensus on some functions: the counters and badges were positively regarded by many participants, and the inability to choose one’s own quitting date, even if it were in the future, was regarded negatively by most participants. Opinions varied greatly regarding some functions or characteristics:

*I’m more one for shock therapy, like: “Stop, stop now! You’re getting cancer!”*, like that. [...] *seeing a rotten toe, or something, you know, getting eye cancer from it, that sort of stuff. That impresses me, you know [...] So you have to motivate me, or yeah, punish me, motivate me with my health.* [participant 9]

Yeah, you know what the crazy thing is? Yeah, that sounds terrible, I don’t know if you’ve heard it before,
but you know the heart attacks and the lungs, yeah, that doesn’t motivate me. Is that bad? [...] This is a very threatening one, with the number of deaths since you stopped smoking and...But that’s not my motivation. [...] they’ve gone out of their way here to make you very afraid in any case, but that doesn’t work for me. [participant 5]

Paying for apps was a topic on which all but one of the participants gave their opinion. Of the 10 participants, 4 (40%) were prepared to pay for an app but only if it bought them the extra functionality they desired or if it was a guarantee for a high-quality app; 3 (30%) were not strictly unwilling to pay for an app but thought the free ones would do just fine; and for 2 (20%) participants, paying for smoking cessation apps was an absolute no go.

Fourth, next to exploring functions, assessing the reliability and relevance of information, and forming opinions, a number of participants imagined what using certain functions would be like in practice. They tried to imagine how and in which situation they would use a specific function:

“Track your cravings and learn how they can get better over time”. So apparently, I can register when I’m craving a cigarette. That’s kind of interesting because then I can measure it for myself...I know where my weaknesses lie, but [...] I find it interesting because I do think it is fun to do self-examination [...] I do think it’s a nice feature, but...I don’t think I will make very active use of it, if it’s, like, half past one in the morning and I think “I feel like having a cigarette”, I don’t think I will grab my phone and think, “Half past one in the morning, I’m sitting here on a terrace [...], a glass of wine in my hands and I feel like having a cigarette now. Ohh...” I don’t think I’m going to do that. [participant 8]

Finally, at some point in the search, every participant had to decide to either leave the detailed app information screen or download the app. This choice was the result of the four abovementioned actions: exploring and imagining resulted in a mental image of smoking cessation apps; opinions about the functions, characteristics, and trustworthiness of the apps; and an assessment of the reliability and personal relevance of information, resulting, in turn, in decisions to either download the app or leave the screen.

In total, the 10 participants opened and left 85 information screens (range 2-25). In some cases, the reason for leaving a detailed app information screen would be practical, such as wanting to see more apps, comparing some apps with others, or an app turning out not to be a smoking cessation app. However, most of the time, people left these screens as the assessment of (some aspects of) the app came out negative. The most common reason for appraising an app negatively was finding a particular function or feature in the app unappealing, unhelpful, or not in accordance with (developing) wishes or requirements. In addition, doubts about the reliability of the app or a certain approach played a role in the negative assessment. Furthermore, bad reviews from others or a small number of reviews and ratings often caused participants to assess an app negatively and leave the detailed app information screen. For half of the participants, the presentation of information in itself played a role at some point. For the participants, language and spelling errors, poor (automated) translations, and a perceived cluttered structure of text or screenshots were the reasons for leaving a detailed app information screen and continuing the search.

At some point, every participant chose to download an app. The first app was downloaded after participants had viewed, on average, 5 detailed app information screens (range 1-9). Overall, 4 participants downloaded ≥ 1 app (Table 1). Overall, 2 of them (participants 1 and 8) downloaded multiple apps (3 and 6 apps, respectively) to find a specific desired requirement. One of the participants (participant 7) downloaded 2 apps wanting to view them both live and then decide which one to keep. One of the participants (participant 6) downloaded an app that he wanted to listen to just for fun in preparation in addition to the one he planned to use during the quit attempt. Most participants indicated that they were downloading apps as part of the search process to explore the apps to see what they were like in practice.

The App

All participants opened the apps that they downloaded. Two participants (participants 3 and 6) decided, immediately after opening them, not to explore the chosen apps on the spot. One of them wanted to enter data privately after the interview, and the other did not want to start the trial period at that particular moment. The remaining 8 of participants explored their downloads.

All participants started exploring by clicking on the menu options and buttons to see (and discover) what the app did, how it worked, and what the possibilities were. Exploring the apps resembled the exploration of the information on the detailed app information screens, in the sense that participants stated what they liked or not and what they thought would be helpful. Similarly, the participants imagined whether and how they could potentially use certain functions in practice. In addition to exploring, a number of participants actively sought the functions or features they desired.

Exploring the first download led to the decision to either keep or discard the app. Of the 8 participants, 5 remained (or became more) enthusiastic about their first download after exploration and chose to keep the apps (participants 2, 4, 7, 9, and 10). One participant (participant 5) ran into an Upgrade to Premium pop-up, which discouraged proper exploration of the app and made her continue the search without discarding the app. This participant went back to the app store and looked at 17 more detailed app information screens before returning to the initial download and exploring it more thoroughly. After the second exploration, the participant concluded that the app was truly the best one she had encountered and that it actually met her wish or requirement. Of the 8 participants, 2 (participants 1 and 8) discovered something they really disliked about their first app during the exploration and decided to discard the app and continue their search:
I don’t even get to choose tomorrow! Or do I have to...? It says here: “Last year.” So I can go into the past, but I MUST stay in the now. [...] I don’t have a choice. I can’t say I want to stop next week because I’m starting medication now for example. [...] They just assume...I want to download the app and they just assume “now you don’t smoke anymore”. Yes, now I’m already inclined to...I’m in curious how that works in the other apps. Whether they also just say “bam” [...] Well, what irritates me most, or bothers me, is that I am not allowed to choose when I want to stop. [...] I’m just going to find another one. [participant 1]

From that point on, these 2 participants (participants 1 and 8) changed their way of searching. They had chosen their first downloads as, based on the information they had viewed on the detailed app information screens, they found certain features fun and attractive, could imagine them as helpful, and found the design appealing. After they came across the aspects in their first downloads that were so objectionable (the setting of the quit date in the future and the costs of the app), their search turned into a hunt, really only paying attention to that one requirement. Both decided to keep a downloaded app as soon as they found one that met the requirements.

Choosing to keep an app (and thus stopping the search) was related, in the first place, to satisfaction with certain characteristics and functions but also to a sense of saturation. Half of the participants indicated that they felt they had explored enough apps. For some Apple users, this meant that they felt they had viewed the full range of products as the app store returned a limited number of relevant results for a Dutch search query. For a few participants, saturation occurred as their search had taken quite some time, and they had viewed a lot of information. One of the participants was saturated after reviewing a self-pronounced delimited set of the first 10 apps in the search results list.

For a number of participants, in addition to satisfaction with the functions and features and saturation, feeling certain emotions played a role in choosing and discarding an app. Several participants were simply excited enough about the app they had downloaded, opened, and explored to stop searching. One of the participants was surprised to have eventually found exactly what she was looking for. Two participants were tired of searching; 2 others were extremely frustrated during the search and were so relieved when they had finally found something that met their needs that they immediately ended the search:

Whaa! Help. What frustrations...My god. [...] Uhm so no, now I’m like...[...] But what I’ll try one more time is to enter “quit smoking” now instead of...See if I get completely different results now. [...] We’ve already seen this one, we’ve also seen that one, we’ve also seen that one...Not this one. [...] [I’m not seeing anything annoying yet, so. I have my health things, I have my milestones. And apparently this is free so then...great. Okay, well, we have an app. And I don’t want to think about it any further now [laughs]. [participant 8]

End of Search

Eventually, every participant ended the search with at least one app and the intention to use it during the next cessation attempt. More than half of the participants felt that they could not still properly judge the app and its usefulness before using it for some time. Several participants indicated that if through use, they would discover that they did not like the chosen app after all, they would have no problem getting rid of the app, switching to another app, or starting to look for other support tools (such as medication or e-cigarettes) for the cessation attempt. This low threshold for discarding the app seemed to be related to the apps being free.

Looking over the process as a whole, across the separate process steps, we observed additional factors that played a role in the choices people made, such as ranking and rating, feelings, and errors in information processing. We describe each factor in more detail in the following sections.

First, the roles of both ranking and rating in making choices were somewhat ambiguous. Apart from one participant, none literally named ranking as important information in their search. Moreover, half of the participants scrolled down further than rank 20 in the search results, and approximately a quarter of the viewed detailed app information screens were those of apps with a rating >20 (maximum 94). Thus, during the search process, ranking did not seem to play a role for our participants. However, the apps that the participants ultimately chose to use were all in the top 10 in terms of ranking; therefore, ranking did seem to be of influence on the outcome. Similarly, for rating, although many participants also viewed information screens of apps with very low ratings (range 2.3-5) and of apps with no rating (because of too few reviews), for some participants, we observed that rating played an important role in the choice of clicking or skipping apps in the search results overview. Moreover, the average rating of the chosen apps was 4.5 (range 3.9-4.8) stars, whereas the average rating of all viewed apps (that had ratings) was 4.3. Once participants arrived on the detailed app information screens, rating seemed less important for some as their focus was drawn to functionalities, design, or other features that excited them or that they considered important.

Second, in addition to rational arguments for choosing to click or skip, leave a detailed information screen, or download or discard an app, almost every participant indicated somewhere in the process that they made a certain decision as something did or did not feel right. For example, one of the participants did not have a good feeling about a particular app while reading the information in the search results and on the detailed information screen. He associated the developer’s name with a treatment for alcohol addiction, the app came across as American (“not my favorite...um, people, in terms of attitude and behavior and such” [participant 10]), and he found the use of the word PhD in the developer’s name annoying, as well as the mix of Dutch and English in the description. Strictly speaking, none of these things had anything to do with the
Finally, we observed the influence of errors in information and information processing on the decisions participants made throughout the process. For all participants, somewhere in the search process, something went wrong. It could be that people missed something in the information, did not read it properly, misinterpreted it, or misremembered it. In addition, the information itself was sometimes unclear, incomplete, or hard to find. As a result, people occasionally drew wrong conclusions and made wrong assumptions. A number of times, we observed that choices (click, skip, download, or discard) were based on a judgment that was formed on information that was misread, misinterpreted, misunderstood, or misremembered or as information could not be found.

In many cases, these kinds of decisions did not necessarily have any kind of impact. For example, one of the participants (participant 3) mixed up all kinds of information she had seen and read. After making the choice, she mentioned that she thought usability was important, as well as the large number of reviews (as to her, that was an indication of many downloads and, thus, popularity, which she considered important). She remembered reading in the reviews of the app she chose that the app was user-friendly. However, the recorded images showed that none of the reviews said anything about user-friendliness. She also remembered that one of the apps she had not chosen had very few reviews. However, the images showed that, of the 6 apps this participant reviewed, the one she referred to was one of the apps that had the most reviews, and the app she had chosen turned out to be one of the apps with the fewest reviews. Thus, it seemed that this participant had misremembered that negative features belonged to apps she did not choose, and features she found positive belonged to her chosen app.

In some cases, errors in information (processing) led to a profoundly negative experience or an inferior choice of app. For instance, one of the participants (participant 8) had a very frustrating search caused by not reading carefully and as certain information was hard to find. She mistakenly wrote off several apps that were fully compliant with her requirement for a free app with certain basic functionality. Another participant (participant 10) who did not have a good feeling about a particular app wrongfully assumed the things that made him feel bad about the app (the app was not American but British, eg, and the mix of Dutch and English in the description was caused by an app store functionality and not chosen by the developer). If the participant had not made these errors in information processing and had not written off the app for these reasons, he would have had a higher quality app in this one than the one he ultimately chose.

Thus, over the whole process of ranking and rating, feelings and errors in information processing had some influence on the choices people made. On the other hand, we observed that privacy-related information was not important for any of the participants anywhere in the process. None of the participants viewed the information about permissions on the detailed app information screens. After opening the downloaded apps, almost all participants instantly agreed with their privacy policies, terms, and conditions. A total of 2 participants first quickly scrolled through the text before giving consent but also immediately indicated the futility of that action:

> Yes, actually I always just “agree” [laughs]. I don’t quite feel like reading all the way through, that ehh. [...] I just think, it’ll be fine. [participant 4]

> I did read for a while, but then I couldn’t choose anything there. I mean, that was it, so yes, I couldn’t do anything else there except click on it because otherwise I couldn’t continue. [participant 9]

### After 2 Weeks

After 2 weeks from choosing an app, of the 10 participants, 6 (60%) had used the app to some extent, of whom 4 (67%) had also quit smoking (Figure 2). Alternatively, one of the participants had quit smoking without using the app. Finally, 3 participants had not used the app and had not quit. Of these 3 participants, 2 had already indicated at the end of the interview that, because of personal circumstances, they were not confident that they would actually start their quit attempt right after the interview (both scored 1 on the confidence ruler), and 1 had not managed to start the quitting attempt, although she was rather enthusiastic about the app and had been moderately motivated to quit during the interview (score of 5 on the confidence ruler).

The 6 participants who had actually used their app had enjoyed occasionally using some functions in the app (the distraction game and the motivation cards) or viewing certain information (the counters and health information). Of the 6 participants, 5 had only used a small number of functions and to a limited extent, and 3 of them indicated that the app could not do much other than count days, cigarettes, and money; however, these participants also immediately admitted that they had not actually explored the app thoroughly. They realized that there might be more functionality available in the apps. For these participants, the app had not played an important role in quitting. However, of the 6 participants, 1 had used the app more extensively and indicated that the app had supported him in his quitting attempt.

In retrospect, what the participants remembered most about finding an app for smoking cessation was that many apps, more or less, offered the same functions and looked similar, making it hard to distinguish among them. We also saw this at times during the search when participants tried to remember the features of a particular app. At such times, it appeared that people mixed up (information about) apps and, in some cases, did not remember whether the app had already been viewed or even downloaded. Combined with hard to find, limited, or absent information, sometimes, the only way to find out about something was to download the app. Consequently, a number of participants indicated that they thought it actually takes (too) much time, effort, and energy (in some cases because of negative emotions) to really look for an app properly. For some, the frustration of the search was still fresh in their minds:

> Going back to look for another app? No, no, I found that process so tedious, already after 5 minutes. I’m really not going to do that again, no. Haha, no, I found searching for those apps, oh my god...Those
The participants who had used the app intended to leave it on their phones for now, mainly for the counters. Participants who had not yet used their apps intended to save them for their next quit attempt. Thus, no one expressed any intention of going back to the app store or looking for another app.

Figure 2. App use and quitting success after 2 weeks.

<table>
<thead>
<tr>
<th>Used app</th>
<th>Quit smoking</th>
<th>Participants 3, 4, 9, 10</th>
<th>Did not quit smoking</th>
<th>Participants 2, 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not use app</td>
<td>Participant 7</td>
<td>Participants 1, 5, 6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Transformations

From the start of the search until 2 weeks after searching and selecting and, in some cases, using the app, we observed transformations in 3 distinct areas. Over time, participants gained knowledge of the workings of smoking cessation apps and simultaneously developed clearer ideas about their personal wishes and requirements for an app. However, confidence and trust in the ability of these apps to really help while quitting remained quite low or even decreased. We describe the changes in each area in more detail in the following sections.

Before starting the search, every participant could think of at least one or two basic functions (eg, counters and notifications), remembering these from earlier experiences with smoking cessation apps or from stories they had heard from other people. However, none of the participants, including those who used an app in the past, had any knowledge of what currently available smoking cessation apps were able to do and offer. During the search, every participant recognized the basic functions and also discovered new functions and features in smoking cessation apps they had not known or realized existed beforehand. After the search, all participants felt they had a more complete picture of the range of smoking cessation apps, what they can do, and what the landscape looks like.

For all participants, learning about functions and features went hand in hand with forming ideas about what they wanted and did not want from an app. While gaining knowledge, participants developed ideas about what they would like, enjoy, or (on the contrary) find irritating and annoying about an app (wishes), as well as what they thought would or would not help them and, thus, be important in an app (requirements).

The development of wishes and requirements could even continue after choosing an app. The functions and features participants had liked during the 2 weeks of using the apps were often things they had already noticed during the search. However, in some cases, participants were surprised by the fun aspects that they had not seen information about while searching. Notably, a few participants were surprised to find certain functions in the app that motivated them and changed their minds about those functions. For example, one of the participants gave his opinion about a specific feature while exploring the app during a contextual inquiry:

> Well, the way that works, I just find that weird. Because [...] if you accidentally shake your phone, another one of those things will appear. I don’t need that. [participant 10]

After 2 weeks, the same participant said the following:

> If you have your phone in your hand and you shake it too hard, then it automatically gives those quotes and stuff on the screen, so to speak. Sometimes when you’re not even [...] engaged with it, and you pick up your phone, then suddenly there’s this thing on the screen, so to speak [...] I think that’s a good thing. You don’t really get the chance to forget about it, or to let your attention wane, so to speak. So that, yes, for me that works. [participant 10]

The transformation of confidence in the helpfulness of smoking cessation apps was slightly more fuzzy, with no clear patterns or groups (for an impression of the fuzziness in the changes in confidence, see Figure 3). Generally, confidence was not very high for any of the participants beforehand. For some participants, this was because of a mediocre experience with these types of apps in the past. For almost all participants, low expectations about the ability of apps to help with quitting seemed linked to low confidence in the ability of cessation aids to help during a quitting attempt in general:

> Well, it’s certainly not going to be the ultimate remedy. I’m too stubborn for that anyway and I know that I, I have to do it myself. And aside from someone coming and sitting next to me all day and knocking every cigarette out of my hands...There’s no way the app is going to do that. [participant 10]

Immediately after choosing an app, participants were asked to estimate their confidence that the chosen app would actually help them quit smoking. For some, confidence had increased slightly compared with the confidence participants indicated having in smoking cessation apps in general before the search; for a few, it was similar; and for one, it had dropped significantly. Although this participant felt that he had chosen...
the best app available, he had become disappointed in the landscape of these types of apps through the extensive search:

I chose very consciously [...] and didn’t simply take the first one I could find. Then I think, well, this is going [...] to be the Columbus’ egg. But it turned out not to be. [participant 9]

A few participants, who had not had a high opinion of quit-smoking apps 2 weeks earlier, found their lack of confidence confirmed during use:

I don’t find the app reliable, because after every day it says: “you will live 60 minutes longer”. Then I think: “yeah, bullshit probably”. Or just things where you think: yeah, I don’t know...this is probably just not true. Anyway, it’s kind of funny to see [...] [but] I don’t take it very seriously. [participant 8]

For most participants, even for those who were enthusiastic about certain aspects of the app, confidence in the app’s ability to help them quit smoking did not increase after 2 weeks compared with the confidence they had immediately after searching. Again, most participants indicated that quitting smoking is simply hard and a matter of perseverance and discipline and that no app in the world can do anything to make it easier:

I do adjust the grade down a bit, to a six [instead of an eight] in the sense that it really helps to stop smoking. [...] you can’t stop smoking just by using an app. I mean, there’s more to it. But there’s nothing the app can do about that. [participant 2]

For a couple of participants, the disappointment in the chosen app manifested only after 2 weeks. During the extensive search, they felt that they had looked at enough apps (sometimes at everything there is) and had chosen the best app from the range on offer, only to discover during use that even the best was not very good:

I did hope [that this app could hold my interest]. I think, you know, I was going to do a really good search, and that’s what I did with you at the time, but no, [...] no. [...] There’s nothing innovative in it. [...] Maybe I thought, “well, this is it then” because

[participant 6]

Figure 3. Confidence in the helpfulness of smoking cessation apps per participant at 3 points in the search process.

Discussion

Principal Findings

This study set out to explore the process of searching and selecting apps for smoking cessation and map the range of actions and the reasons for those actions during the search, focusing on both the information needs and experiences of those who aim to find an app. The empirical findings in this study have expanded our knowledge of the process, information needs, information processing and decision-making, and transformations that occur when searching and selecting apps for smoking cessation.

With regard to the process, we found that participants thoroughly searched for an app that they expected to contribute to smoking cessation. All participants were actively involved in exploring, evaluating, imagining, comparing, searching,
assessing, choosing, and navigating. The comprehensiveness of the search was reflected in several aspects. Many participants continued to look at app information screens and download apps to find something they were somewhat confident in, even if they were fed up or frustrated. The most extensive searches involved using multiple search terms and going back to previously viewed app information screens to discover more and compare apps. Participants viewed many detailed app information screens and scrolled far down the list of search results. No one used a Take the First heuristic [30]; one of the participants chose an app after viewing 2 detailed app information screens; however, otherwise, everyone viewed ≥5 screens. Many participants read texts thoroughly. Only 1 participant hardly read at all and chose to download apps based on heuristic cues such as ratings and pictures. Most participants also explored the downloaded app as part of the search process. Searches took quite some energy: although there was laughter and participants were generally happy to be looking for an app, for some, the whole process caused negative emotions such as frustration, irritation, and disappointment. Furthermore, several participants indicated fatigue at the end of the search. Overall, it appeared that although confidence in the helpfulness of smoking cessation apps was low, everyone made a real effort to find the best possible app.

The search process of our participants was far more extensive than we had expected based on one of the few studies on choosing apps [30]. In that study, only 16% of the participants used a strategy of viewing >1 detailed app information screen before making a choice when choosing (among others) a running app. This former study was conducted in a laboratory setting, used special research devices, and was conducted with participants who did not necessarily have use for a running app. Our participants may have been more invested as they were looking for an app they actually intended to use on their own devices and in their own personal context. It was also notable that all 10 of our respondents chose and downloaded an app with the intent of using it, whereas uptake was found to be far lower in other studies [35]. This result may also be related to the level of investment. Alternatively, it may have been the formulation of the task (to search for an app like you would do if I were not present). Although we took care to tell the participants that deciding not to download an app was also an option, emphasizing that choosing an app was certainly not required to end the task, the task may have been leading. Another result we did not expect was the extent to which participants scrolled down the list of search results. It is well-known from research on internet searches that people never scroll down further than the third page [53,54]. However, what is consistent with research in this field is that the first and second results were viewed most often.

Second, with regard to information needs, our findings show that participants mainly paid attention to and went in search of information about the functioning of smoking cessation apps. In doing so, they mostly paid attention to what these apps do and how they work, whether apps functioned well technically, whether other users were positive or negative about the apps and their functions, the price of a free app, and quality and professionalism of apps. In addition, some participants tried to assess the trustworthiness and personal relevance of information itself.

Information about the functionalities included in an app (eg, counters, community, Facebook, and coaching) and what features the app has (ie, design and price) was easily found by most participants and could be obtained from descriptions, screenshots, and reviews and by exploring downloaded apps. Information about the content and technical quality of apps could not be gleaned directly from descriptions and screenshots and was, therefore, more difficult to find. Some participants dug deep to assess whether app developers had proper expertise, whether the intervention was good and reliable, and whether it was based on a scientific foundation but often could not find any information about it despite the extensive search. Information about the true costs of free apps was equally hard to find.

Nearly everything we have observed in terms of information needs is consistent with previous research. As in previous research, our participants paid attention to features such as monitoring, feedback, goal setting, rewards, reminders and prompts, progress sharing on social media, coping games, health and statistical information, communication style, and ease of use [31-33]. Recently, a study by Szinay et al [35] showed that people also primarily pay attention to these potentially engaging characteristics when searching for health apps. In addition, similar to participants in other studies, our participants also paid attention to immediate look and feel, design, other people’s star ratings or reviews of apps (social proof), and costs during the search [31,35]. However, the considerable focus on the hidden costs of free apps (eg, whether paying for an upgrade would get you extra functionality, quality, or just the elimination of annoying advertisements and pop-ups offering upgrades) is something we have not seen in other studies. This insight is an addition to the factors that people consider important during the uptake of apps for smoking cessation.

Furthermore, this study brings nuances to existing insights from the literature regarding the importance of ranking and rating. Previous research [28,29] has shown that apps with (among other things) high rankings and high ratings are downloaded most often. Although the apps chosen in this study all have high ratings and rankings, this was not what participants paid the most attention to during their search. Participants mainly wanted information about the features of the apps that they expected to be fun or helpful. Individuals looked for specific characteristics of an app (eg, functionality, appearance, and price) and simply started at the top of the search results. Therefore, although ranking was seen by a few participants as a useful source of information for selecting apps, the influence of ranking is clearly noticeable, as starting a search at the top of the list is simply convenient and obvious. This leads to the fact that in the Google Play Store, for example, a few dozen apps at the top of the ranking account for almost half of all downloads [54]. More than 85% of all health apps are found much less often, rarely, or never [55]. This is potentially a loss, as that 85% of apps may contain exactly the functionalities and features that someone is looking for.
Third, in our results regarding information processing and decision-making, we observed that participants had to make several decisions during the entire process. In addition to smaller ones, such as choosing search terms, every participant chose to click on or skip apps in the list of search results; leave a detailed information screen or download an app; and finally, after downloading, keep or discard it. To make these decisions, participants needed to understand, interpret, and remember information, form a mental picture of smoking cessation apps, and continually adjust that picture based on new information. Furthermore, choosing an app involved thinking about wishes and requirements and formulating opinions about the functions and features of apps. Some participants also imagined what using certain functions would be like for them in practice. Overall, this seemed to be quite a cognitive load, as without the participants realizing it, they often made mistakes in information processing. A number of times, we observed that choices (click, skip, download, or discard) were based on a judgment formed on information that was misread, misinterpreted, misunderstood, or misremembered, ultimately affecting the final choice for an app. These findings are in line with the known deficiencies in human thinking and decision-making [56,57], including, among others, restricted capacity and forgetting [58]. To the best of our knowledge, the influence of errors in information processing on choosing health apps has previously not been explored and recognized in other studies in this field.

Finally, during searching and selecting, we observed transformations in the areas of knowledge, wishes and requirements, and confidence in apps. Knowledge increased from knowing 1 or 2 basic functions before starting the search to participants feeling they had a full picture of what smoking cessation apps can do and offer. While gaining knowledge, participants developed ideas about wishes (likes or dislikes) and requirements, which were eventually important in deciding which apps to download, discard, or keep. Notwithstanding this development of knowledge, wishes, and requirements, confidence in smoking cessation apps did not vary much if we compare the participants’ estimations before, immediately after, and 2 weeks after the search. For some, confidence was slightly higher immediately after the search, leaving participants rather optimistic. However, that rise was nullified after the 2 weeks of use, with confidence returning to the level before the search or even lower. For some participants, confidence in smoking cessation apps as useful aids had already decreased immediately after the search.

Although it is fully expected that people go through a transformation in knowledge, wishes and requirements during the decision process [59], to the best of our knowledge, this has not been reported before as an essential part of the search for health apps. We reflect on this in the Suggestions for Further Research section. With regard to trust in smoking cessation apps, we confirmed what the study by Regmi et al [60] put forward as a potential threat to smoking cessation apps. In an analysis of strengths, weaknesses, opportunities, and threats, they postulated the loss of trust from users because of the incongruence of perceived app abilities and actual functionalities.

Strengths and Limitations

This study’s additions to the literature are primarily the result of our application of contextual inquiry, a method that is not often used in comparable studies. By using contextual inquiries, we were able to study the act of choosing an app in a situation as naturally as possible. Participants could search on their own devices at a place and time that was most convenient for them. This may have increased the likelihood that participants would feel at ease, be honest and open, and understand and accurately remember information, which, in turn, would contribute to data quality [61]. Furthermore, the mindset created by the contextual inquiry’s specific basic principles of apprenticeship and partnership facilitated curiosity, humility, interest in, and respect for the respondent, which are generally seen as success factors in conducting interviews [62]. Moreover, close collaboration with participants throughout the research process is thought to produce credible data [63].

We extended our contextual inquiries by video recording the screens of the participants’ mobile devices and audio recording their comments. This allowed us to detect that there is often a discrepancy between what people think they see, read, understand, and remember and what actually is on the screens. These double recordings also enabled us to observe that choices are frequently based on the faulty processing of information.

We also consider the inclusion criteria for our participants as a strength of this study. The inclusion of participants in the study who wanted to search for an app to actually stop smoking caused the respondents to be more invested in the task and made the task less artificial. Making observations of actual, realistic behavior in a natural context may have contributed to the ecological validity of the research [64].

Notwithstanding the strengths of the methodology, our chosen approach also has some drawbacks, which create a number of limitations. First, it has been hypothesized that a good rapport between the interviewer and respondent also has downsides and could result in response bias as it causes respondents to ingratiate themselves with interviewers [61]. This could explain why some of our participants indicated that the search during the contextual inquiry was somewhat different from how they would normally search for an app. At the end of the search, 3 participants (participants 3, 4, and 9) indicated that they had chosen more consciously than they normally would have as they had to state aloud why they made certain choices. Three participants (participants 4, 5, and 9) indicated that they had searched a bit more extensively and thoroughly. For 3 participants (participants 2, 7, and 8), the way they had searched for a smoking cessation app was completely different, as normally they would never browse but just go to the app store for a direct search based on an app name. Lastly, 3 participants (participants 1, 6, and 10) searched and found their app in much the same way they would normally do.

In addition, during analyses of the data, we reached saturation [65] when we got to the point where further data collection would not necessarily add anything to the overall story [66]. Even before the analysis of the tenth and last inquiry, we found no new variants of expressions in behavior within the themes or subthemes. The decision to stop further recruitment was
reinforced by the consideration of time investment in recruitment and the chosen methodology. Nevertheless, it is conceivable that studying more people could lead to an even richer description of the search process, people’s actions, and their motivations. For example, one of the participants was diagnosed with Pervasive Developmental Disorder-Not Otherwise Specified (PDD-NOS) and surprised us by looking at the information in a completely different way than the other participants.

A further limitation concerns the composition of our sample. As the aim of the study was to better understand the process of choosing a smoking cessation app, recruitment was not about getting a representative sample but about composing a group of people in such a way that we could gain different perspectives. By purposive sampling on factors that could theoretically influence the app choice, such as gender [67-69], age [70], and education level [71], we tried to do just that. However, it is thinkable that different cultural backgrounds or other personal characteristics could provide different, new insights.

Suggestions for Further Research

This study raises several new questions. During the search, participants gained knowledge about smoking cessation apps and developed wishes and requirements. This finding implies that the search process in itself plays a role in the uptake of apps. This raises entirely new questions about the influence of these transformations on the outcome of the search process, selecting an app: how do gaining knowledge and developing wishes and requirements shape the decisions people make, is it an important part of the decision process, does it lead to different outcomes than a search in which no transformations would take place, do these transformations also occur in less active and thorough searches, and what underlying mechanisms are at play? For instance, as all our participants chose an app with the intention of using it, an active and thorough search may have contributed to more satisfaction with the choice [72] and lower uncertainty and thus have increased the intention of using the app [73].

Another potentially interesting question is one regarding the effect of the number of presented search results. The Apple users who used a Dutch search term were presented with significantly less relevant results than those who used an English search term or those who searched the Google Play Store. On average, participants who used Apple explored more app information screens than Android users (mean 11.6 vs mean 5.2) and downloaded more apps (mean 2.6 vs mean 1.2). A number of participants indicated that they liked the fact that there were not so many results but were concurrently puzzled by the limited results and presentation of irrelevant apps. Experimental research with more respondents might explore differences in experiences, feelings, considerations, and decisions among various numbers of search results.

Finally, the matter of initial use is intriguing. Much research in the field has focused on understanding the factors that influence uptake, such as what people find engaging. The goal of many of these studies is to increase uptake by helping users to, for example, obtain information about things that are potentially engaging [32,33,74,75]. In this study, we saw that participants searched for the functions and features they liked or found useful and that uptake in the sense of downloads was high—every participant ended the search with an app and the intention to use it. However, after 2 weeks, we saw that some of the participants had not even opened the app. Despite successful uptake based on expected engaging functions, initial use was thus not guaranteed, let alone actual engagement and continued use. We suggest that it may be worthwhile to investigate what happens between uptake and initial use. It could be useful if further research takes into account the extra step of initial use between uptake and continued use.

Implications for Practice

The results of this study indicate the need to work on the forms of decision support in app stores. We propose a number of suggestions for the design of three obvious solutions to support people in searching and selecting a fitting app for smoking cessation: advanced filters, recommender systems [76], and curated portals [35].

The first solution involves advanced options to filter the search results. In an immense supply, where people want information that is not easy to find, if done properly, filters can make a difference in terms of time, energy, and positive search experience [77]. Choices based on popularity and others’ opinions can be made relatively easily by people themselves. Therefore, filters should focus on the content of apps, taking into account the functions and characteristics of the app. With the help of technologies such as natural language processing [78], text analytics [79], and machine learning [80], it is possible to analyze apps in terms of content and identify the characteristics present in the app. Filters and other tools based on the identified characteristics can easily be included in the user interface of an app store, with terms that are relevant, useful, and recognizable to the user, to help the user choose an app that is valuable to them.

The second solution is recommender systems. In this study, we have seen that participants put much effort into figuring out what functions and features they expect will really help them and that they actually find that very difficult to do. Most participants seemed quite unaware of what they needed to support them in their behavior change. Thus, many choices in our study (click or skip, click or download, or keep or discard) ended up being based purely on a feeling or on what participants found fun, attractive, or funny. However, there can be a discrepancy between what people indicate to prefer and what actually works well for them [81-83]. The possibility of matching apps and participants with a recommender system could theoretically go beyond matching based on what participants like. Recommender systems could be trained with delayed feedback on the effectiveness of the app on the health behavior change, in this case: smoking cessation. Through this training, the system gradually learns which (functions in which) apps work for whom, optimizing the systems’ recommendations on the expected effectiveness of an app, ultimately helping people to find an app that they not only like but that may also work effectively for them.
A solution in the form of curated portals adds value in yet another way when supporting people in choosing an app. First, we have seen that several participants wanted to find a professional, evidence-based app founded on scientific insights. However, information about the quality of apps is almost impossible to find in the app stores. From earlier studies, we know that high-quality apps are scarce to begin with [22,60,84,85] and, therefore, difficult to find in enormous supply. People for whom quality is a criterion would be helped by reliable assistance in choosing. There are reliable sites that users also trust [31,35], such as the GGD App Store in the Netherlands [86]; however, these are not found by users, as this study and previous research have shown [31,35]. An easy-to-find, well-curated site could also help keep people from giving up after a first tried app. It can be a safe and orderly collection where people can return to try a new app if they do not like the first one.

The second argument in favor of curated app portals is data and privacy protection. As in previous studies [35], we also observed that participants hardly glanced at permissions, privacy terms, and conditions. Although people regularly indicate that privacy and data protection are important to them [31,32], in practice, for most, it is not feasible to process and understand this type of information [87]. Even if consumers were to read the incomprehensible terms and conditions, information could be incomplete [88]. Moreover, it has been found that many apps, both free and paid versions, display dismal privacy practices [89,90]. As the use of apps depends on the acceptance of the conditions, and many people are not (or cannot be) aware of the risks [87,88], a reliable, independent party that monitors privacy and data conditions is of great importance.

Conclusions

The empirical findings in this study add insights into the literature on the process, information needs, information processing, and decision-making and transformations in knowledge, wishes and requirements, and confidence and trust that occur when searching and selecting apps for smoking cessation. Currently, finding an app that contains functions and features you expect to help you quit smoking takes considerable time and energy and can even be a negative experience. At present, app stores do not appear tailored to finding suitable smoking cessation apps, and consequently, people who want to quit smoking need to process a lot of information and make a multitude of choices. In this entire process, errors in information processing creep into and affect decisions. Furthermore, although every participant downloaded an app with the intention of using it (uptake), initial use was lower, and subsequent continued use and engagement were even lower. As such, our findings highlight the need for further research into the factors that affect initial use and into the relationship between active, thorough searches and uptake and initial and continued use. Furthermore, our findings stress the importance of developing helpful tools to guide users through the immense supply of health apps, such as advanced filters, recommender systems, and curated health app portals. Among other things, we suggest the creation of filters and recommendations based on app functionalities and curated portals to guide people to high-quality and trustworthy apps. These solutions could make the search process easier, faster, and more enjoyable for people who wish to find an app that is valuable to them and ultimately effective.
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Abstract

Background: Clinician trust in machine learning–based clinical decision support systems (CDSSs) for predicting in-hospital deterioration (a type of predictive CDSS) is essential for adoption. Evidence shows that clinician trust in predictive CDSSs is influenced by perceived understandability and perceived accuracy.

Objective: The aim of this study was to explore the phenomenon of clinician trust in predictive CDSSs for in-hospital deterioration by confirming and characterizing factors known to influence trust (understandability and accuracy), uncovering and describing other influencing factors, and comparing nurses’ and prescribing providers’ trust in predictive CDSSs.

Methods: We followed a qualitative descriptive methodology conducting directed deductive and inductive content analysis of interview data. Directed deductive analyses were guided by the human-computer trust conceptual framework. Semistructured interviews were conducted with nurses and prescribing providers (physicians, physician assistants, or nurse practitioners) working with a predictive CDSS at 2 hospitals in Mass General Brigham.

Results: A total of 17 clinicians were interviewed. Concepts from the human-computer trust conceptual framework—perceived understandability and perceived technical competence (ie, perceived accuracy)—were found to influence clinician trust in predictive CDSSs for in-hospital deterioration. The concordance between clinicians’ impressions of patients’ clinical status and system predictions influenced clinicians’ perceptions of system accuracy. Understandability was influenced by system explanations, both global and local, as well as training. In total, 3 additional themes emerged from the inductive analysis. The first, perceived actionability, captured the variation in clinicians’ desires for predictive CDSSs to recommend a discrete action. The second, evidence, described the importance of both macro- (scientific) and micro- (anecdotal) evidence for fostering trust. The final theme, equitability, described fairness in system predictions. The findings were largely similar between nurses and prescribing providers.

Conclusions: Although there is a perceived trade-off between machine learning–based CDSS accuracy and understandability, our findings confirm that both are important for fostering clinician trust in predictive CDSSs for in-hospital deterioration. We found that reliance on the predictive CDSS in the clinical workflow may influence clinicians’ requirements for trust. Future
research should explore the impact of reliance, the optimal explanation design for enhancing understandability, and the role of perceived actionability in driving trust.

(JMIR Hum Factors 2022;9(2):e33960) doi:10.2196/33960
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Introduction

Background
Clinician adoption of clinical decision support systems (CDSSs) is crucial if best practices are to be integrated into standard clinical workflows. With CDSSs evolving to include machine learning–based CDSSs, the power of machine learning can be leveraged to enhance predictive models of patient risk for a diagnosis or outcome. However, such systems face unique challenges to adoption compared with systems using rule-based logic, which have historically been more widely implemented [1]. A challenge is that the logic behind predictions in machine learning–based CDSSs can be difficult or impossible to make transparent to clinical end users. This has been the focus of much recent research [2-4] in response to the European Union General Data Protection Regulation that effectively mandates a right to explanation of any prediction made based on a person’s data [5]. In a study of physicians’ ability to understand and explain a machine learning–based CDSS’s logic, Diprose et al [6] found that both understandability and explainability were positively associated with trust. When the logic behind the predictions was not understood, the physicians did not trust them. Such distrust has been shown to challenge the adoption of machine learning–based CDSSs [7-10], whereas trust is associated with increased intent to adopt machine learning–based CDSSs [11].

Machine learning–based early warning systems, a popular type of CDSS [12], aim to identify patients at risk of deteriorating in the hospital (e.g., developing sepsis or experiencing cardiac arrest). These are a type of predictive CDSS—machine learning–based systems that make predictions about future patient outcomes or responses to treatment. Predictive CDSSs present more difficulty for clinicians to trust compared with machine learning–based diagnostic CDSSs as they require the clinician to trust the accuracy of the prediction even in the absence of objective signs of the outcome. It has been difficult for predictive CDSSs to achieve impactful adoption [10,13,14]. Research indicates that presenting clinicians with a model’s overall accuracy is not sufficient for establishing trust in predictive CDSSs [2]. Therefore, how clinicians come to trust and adopt predictive CDSSs remains an area of intense research interest. Moreover, most research on clinician trust has focused on physicians’ trust in predictive CDSSs and machine learning–based diagnostic CDSSs [2,6,15]. However, nurses are also target users of predictive CDSSs in the hospital setting [7,16] and may have different perceptions of and requirements for trusting predictive CDSSs.

Others have investigated this topic. For example, a study aimed to explore the factors that influence the integration of predictive CDSSs into clinical workflows and found trust to be an influencing factor in the emergency department [7]. Others have explored the factors that influence explainability and characterize when explainability increases trust [2]. Another study tested physicians’ trust in predictive CDSSs given exposure to different explanations and levels of understanding [6]. The latter two were conducted by referring to simulated as opposed to live implemented predictive CDSSs. Our study is unique from existing research on this topic as it is the first with the objective of elucidating the factors that influence trust referring to an implemented, in-use system in a broad inpatient hospital setting (medical, surgical, and intensive care units).

Objectives
To address this gap in our understanding of how clinicians establish trust in predictive CDSSs and how this might differ by professional group, we explore the experiences of nurses and prescribing providers (physicians, physician assistants [PAs], or nurse practitioners) after the implementation of a predictive CDSS for in-hospital deterioration. Our investigation is guided by a conceptual framework, the human-computer trust framework [17], which accounts for the aforementioned known factors that influence trust—perceived understandability and accuracy. Thus, the objective of our study was to explore the phenomenon of clinician trust among users of a predictive CDSS for in-hospital deterioration by (1) confirming and characterizing the human-computer trust concepts, (2) uncovering and describing any other factors that influence clinician trust, and (3) comparing nurses’ and prescribing providers’ trust in predictive CDSSs.

Methods

Conceptual Framework
The human-computer trust conceptual framework [17] (Figure 1) guided our investigation. In the framework, overall trust is defined as “the extent to which a user is confident in, and willing to act on the basis of, the recommendations, actions, and decisions of an artificially intelligent decision aid” [17]. In this framework, trust is further characterized as cognition-based trust (reflective of the user’s intellectual perceptions of the system) and affect-based trust (reflective of the user’s emotional perceptions of the system). This study focused on the experience of cognition-based trust and 2 of its concepts: perceived understandability and perceived technical competence. Perceived understandability is defined as “the sense that the human supervisor or observer can form a mental model and predict future system behavior” [17]. Perceived technical competence is defined as “the system is perceived to perform tasks accurately and correctly based on the information that is input” [17]. Although perceived understandability and perceived technical competence are related concepts—ideally, a clinician will
understand a system to judge its accuracy—the inclusion of perceived with each concept puts the emphasis on clinicians’ perspectives and how those perspectives influence trust whether they are accurate or not.

**Figure 1.** Human-computer trust conceptual framework. Perceived understandability, perceived technical competence, and cognition-based trust were investigated in this study.

We did not directly examine perceived reliability because it depends on repeated system use, which was not guaranteed among the participants, and because structural equation modeling led investigators to question its influence on cognition-based trust [17]. Thus, our line of inquiry was focused on participants’ perceptions of their understanding of a predictive CDSS, perceptions of the accuracy of a predictive CDSS, willingness to act based on that predictive CDSS, as well as the factors that influence each of these and their relationship to each other. These concepts of interest were operationalized and explored using a semistructured interview guide (Table S1 in Multimedia Appendix 1).

**Study Design**

Qualitative descriptive methodology guided our methods [18,19], which included directed deductive and inductive content analysis of interview data [20]. A semistructured interview guide (Table S1 in Multimedia Appendix 1) was developed by the research team and included questions guided by the human-computer trust framework as well as open-ended questions to elicit clinicians’ trust in predictive CDSSs generally and in the Communicating Narrative Concerns Entered by Registered Nurses (CONCERN) CDSS specifically. CONCERN is a predictive CDSS implemented at 2 hospitals within the Mass General Brigham health system that is currently under investigation for its ability to predict in-hospital deterioration (5R01NR016941-05). The system was implemented in July 2020 on 8 pilot units and in September 2020 on 16 additional study units. The study units included acute and intensive care units, excluding pediatric, neonatal, hospice, emergency, oncology, labor and delivery, behavioral or psychiatric, observational, perioperative, same-day surgery, and plastic surgery units.

CONCERN uses machine learning and natural language processing to model nursing documentation data for predicting patient risk of in-hospital deterioration. As such, it leverages evidence that nurses alter their documentation behavior or use selected language in their narrative notes when they are concerned about a patient’s changing clinical state [21-24]. As shown in **Figure 2**, CONCERN provides clinicians with a prediction in the form of a colored circle indicating patient risk of deterioration: green indicates low risk, yellow indicates increased risk, and red indicates high risk. By clicking on the color, clinicians open the CONCERN dashboard, which displays the 5 feature (ie, predictor) categories driving the prediction, the relative importance of each in informing that patient’s prediction, the patient-specific documentation contributing to each feature category, a trend line of the patient’s prediction across their admission, where the patient falls along the CONCERN distribution, and links to learn more about CONCERN’s development or provide feedback. The five overarching feature categories used in CONCERN predictions are (1) nursing note content, (2) vital sign frequency, (3) nursing note frequency, (4) vital sign comment frequency, and (5) medication administration.
Participant Recruitment

CONCERN was added to the patient lists of all clinicians working in acute or intensive care units. However, predictions were only displayed for patients admitted to the study units (a random sample of 24 acute or intensive care units). Clinicians in these units received training on CONCERN, and then, 3 months after CONCERN was implemented in all study units (December 2020), clinicians using CONCERN were invited to enroll. Snowball sampling was also used (ie, participants were asked to advertise the study or refer their peers). Clinicians were not excluded if they had not elected to incorporate CONCERN into their regular practice as we did not want to bias our results toward only those who had a positive perception of CONCERN. Clinicians were characterized as either nurses or prescribing providers (physicians, PAs, and nurse practitioners). The participants received a US $50 gift card.

Ethics Approval

The Institutional Review Boards at Columbia University Irving Medical Center (AAAR1389) and Brigham and Women's Hospital (2019P001910) approved this study.
Data Collection

A semi-structured interview guide was used to iteratively direct each interview (Table S1 in Multimedia Appendix 1). Intentionally, we did not introduce the term machine learning at the outset of interviews to remain open to clinicians' perceptions of working with predictive CDSSs in practice rather than to potentially bias their responses based on their perceptions of machine learning. Interviews were conducted remotely using Zoom (Zoom Video Communications) outside of clinicians’ work hours. Interview length ranged from 20 to 56 minutes (mean length 39, SD 9.5 minutes). Interviews were recorded and transcribed using a Health Insurance Portability and Accountability Act–compliant transcription software (NVivo Transcription; QSR International) and cleaned by the principal investigator (JMS).

We recruited participants until a data saturation table indicated that we had reached data adequacy (ie, no new information was being learned in subsequent interviews [25]) and we had a nearly equal number of nurses and prescribing providers so as to increase confidence in our comparison of findings between the 2 professional groups. Data saturation occurred at the 11th interview (Table S2 in Multimedia Appendix 1). We continued to recruit up to 17 interviews to balance our sample of professional groups.

Data Analysis

Using both inductive and deductive directed content analysis, we created an initial codebook that defined our codes, established boundaries for their application, and included exemplar quotes [26] (Table S3 in Multimedia Appendix 1). The primary coder (JMS, a nursing informatics scientist) used this codebook to guide the coding of additional transcripts, revising the codebook as needed. A second coder (SRM, a nonclinical informatics graduate student) completed inductive coding of a purposive sample (half prescribing providers and half nurses) of 47% (8/17) of the transcripts. JMS and SRM met weekly to discuss their findings. Bimonthly debriefings with MG (a qualitative expert with no informatics background) served to achieve a consensus. A third coder (EL, a physician informaticist) completed deductive coding of a purposive sample (half prescribing providers and half nurses) of 35% (6/17) of the transcripts using the concepts of the human-computer trust framework. Inter-rater reliability was calculated as Cohen \( \kappa \) coefficients to measure agreement between the coders performing deductive coding (JMS and EL). Consistent with the qualitative paradigm, the importance of codes was not determined by their absolute frequency [27]. Thus, we report both common and less common perceptions.

Rigor of Data Collection and Analysis

We used multiple strategies for enhancing the trustworthiness of our findings as outlined by Guba [28]. To facilitate credibility (ie, to foster truth in our findings) [28], we used peer debriefing [29] and member checking (verifying emerging codes and categories in interviews with new participants) and assessed our final themes for structural corroboration (to confirm that the findings did not contradict each other). To enhance transferability (ie, the truthful representation of context and sample) [28], we report detailed demographic descriptions of our sample and site and sampled purposively to represent nurses and prescribing providers. To achieve dependability or consistency in the findings [28], we created the codebook and an audit trail documenting all data collection and analytic decisions made throughout the study. Finally, to foster confirmability (ie, reduce bias) [28], the coders practiced reflexivity to identify the researchers’ impact on the data. In addition, our interprofessional team of coders and researchers and our purposive sampling strategy that included enrollment of different clinician professions allowed us to triangulate our data; that is, to use multiple perspectives to increase our confidence in the study findings.

Results

Overview

We interviewed a total of 17 clinicians regarding their trust in predictive CDSSs generally and the CONCERN CDSS specifically. Overall, 53% (9/17) of the participants were prescribing providers (8/9, 89% physicians and 1/9, 11% PAs), and 47% (8/17) were nurses. Most clinicians (9/17, 53%) worked on general medicine units or rotations, they had an average of 5.43 years of experience in their current professional role, and an average age of 30.65 years. The participants reported working with the CONCERN CDSS for 1 to 6 months. Most clinicians (14/17, 82%) were recruited from 1 hospital (site A). Table 1 presents the aggregate participant demographics.
Table 1. Participant demographics (N=17).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinician type, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Prescribing providers</td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Physician assistant</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Nurses</td>
<td></td>
</tr>
<tr>
<td>Registered nurse</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Nurse educator</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Current practice setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Inpatient internal medicine</td>
<td>9 (53)</td>
</tr>
<tr>
<td>Cardiology, cardiac surgery, or vascular surgery</td>
<td>4 (24)</td>
</tr>
<tr>
<td>COVID-19 (previously internal medicine)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Surgery</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Hospitalist</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Years in current profession, mean (SD; range)</strong></td>
<td>5.43 (8.59; 0.5-35)</td>
</tr>
<tr>
<td><strong>Years at Mass General Brigham, mean (SD; range)</strong></td>
<td>6.12 (7.95; 0.5-32)</td>
</tr>
<tr>
<td><strong>Highest professional degree, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Medical doctor</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Bachelor of Science in Nursing</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>2 (12)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td>30.65 (8.66; 24-58)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Biracial</td>
<td>1 (6)</td>
</tr>
<tr>
<td>White</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Brazilian</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Chinese</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Eastern European</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Korean or Korean American</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Not reported</td>
<td>2 (12)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (24)</td>
</tr>
<tr>
<td><strong>Site, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Site A</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Site B</td>
<td>3 (18)</td>
</tr>
</tbody>
</table>
Deductive Coding Found Support for the Conceptual Framework

The 2 deductive coders achieved an overall Cohen $\kappa$ of 0.81. We found support for the 2 concepts of the model: perceived technical competence ($\kappa=0.77$) and perceived understandability ($\kappa=0.86$).

**Perceived Technical Competence**

Clinicians described their trust as being influenced by their perceptions of the accuracy and correctness of CONCERN. For example, a physician said:

*The more accurate it is, in my opinion...the more trust I have in the tool.* [Physician 2]

**Perceived Understandability**

Clinicians’ ability to understand CONCERN was also confirmed to be an important factor influencing trust. Clinicians described wanting to evaluate the factors contributing to CONCERN to determine whether they trusted the prediction (also referred to as the “score”):

*The CONCERN score has changed, like, you know, they're now a yellow or whatever, it might be a good point to be like, oh, what do we think is contributing to that or even reviewing like, because I think there's a way to review, like what, what went into that. And just being like, do we trust this? Do we not?* [Physician 4]

**Inductive Coding**

**Overview**

The 2 concepts of cognition-based trust, perceived technical competence and perceived understandability, emerged as themes in the inductive coding. In addition, three new themes reflecting clinicians’ trust in predictive CDSSs were identified: (1) evidence, (2) perceived actionability, and (3) equitability (Figure 3). Emergent codes between sites A and B did not differ significantly (Table S2 in Multimedia Appendix 1).

Figure 3. Themes, categories, and subcategories of factors influencing trust. CDSS: clinical decision support system.

Perceived Technical Competence

Regarding *perceived technical competence*, five categories characterized clinicians’ perceptions of the accuracy and correctness of CONCERN and predictive CDSSs: (1) concordance, (2) sound methods and data, (3) clinician involvement, (4) systems can only augment, and (5) system strengths and clinician weaknesses.

Concordance

Concordance between clinicians’ impression of the patient’s clinical status and CONCERN’s prediction emerged as an important factor influencing clinicians’ perceptions of the accuracy of CONCERN with (1) concordance builds trust, (2) discordance erodes trust, and (3) discordance impact depends on reliance on CDSS for decision-making.
Concordance Builds Trust

When CONCERN’s predictions aligned with clinicians’ impressions of the patient, their trust in the system was positively affected:

I felt good that it, very much aligned with how the patient was progressing, whether they were doing well or not doing so well. [registered nurse (RN) 1]

Clinicians also hypothesized that, if there was concordance between their concern for a patient and the CONCERN prediction indicating high risk, they could use the prediction as evidence to support escalating care:

So, I guess in an instance, I could say that, like, oh, this patient’s CONCERN score is...red, like, this is just evidence that we need to do intervention. [RN 4]

Discordance Erodes Trust

Conversely, clinicians expressed that a lack of concordance between CONCERN’s predictions and their assessments decreased their trust:

I think probably we all kind of take notice of it, but we don’t really talk about it because sometimes it doesn’t really correlate truly with how a patient is doing clinically. [PA 1]

Similarly, a nurse stated:

That trust could be hindered, say, if I had a patient I was concerned about, and they were a green. [RN 4]

Discordance Impact Depends on Reliance on CDSS for Decision-making

For some clinicians, discordance between the CONCERN prediction and their impression of the patient did not diminish their trust as they viewed CONCERN as just 1 data point that they considered. These clinicians described appreciating the prompt to pay attention to a patient and did not see any harm in an inaccurate prediction:

There have been moments where I’m like, “oh, I’ve been in there all day, why is it not red?” But again, it’s not frequent enough for me to say, “oh, this is garbage.” I, I still respect its input [laughs]...it’s something I look at at the start of my shift...as the day goes on, I am taking note if there is a change. [RN 3]

The one time it was off, I think, was just there was a lot of documentation happening for other reasons that weren’t a good clinical deterioration. There was just a lot of other things going on with this patient that required frequent documentation. And so, it was like a yellow. But again, it was nice to just know, like, oh, I should actually kind of see what’s been going on. [Physician 1]

Sound Methods and Data

When referring to the accuracy of CONCERN, many clinicians described their impression of the quality of data used in the model, data that could improve the model, and the modeling methods to varying levels of granularity. A few physicians expressed their endorsement of CONCERN’s methods because it leverages nursing documentation data:

My whole training has kind of just been like, trust your nurses, if they’re concerned, you’re concerned...And so I think any way that, like, further gives you insight into what is going on, on the nursing perspective, is helpful. [Physician 1]

Others wanted to further scrutinize the rigor of model development:

I’d want to know a bit more about how it was developed, and so let’s say the data that CONCERN was trained on was exclusively ICU sepsis and organ failure, mortality, all-cause mortality, let’s say...then I would say this tool is only generalizable to the ICU setting, for example. [Physician 3]

Many discussed the data quality, with some clinicians doubting that the frequency of nursing notes predicted deterioration:

[Nursing note] frequency, that only ever happens once a shift...I document my note at the end of my shift whether or not there is a significant event that happened. [RN 4]

Clinician Involvement

Some participants wanted to know that clinicians had been involved in the development of the system or that clinicians would have the opportunity to provide feedback on system performance after its implementation. A nurse said:

I think just with anything, having someone who’s actually been there done that is way more, makes it, makes whatever you’re developing way more accurate, way more useful, way more diligent. [RN 5]

Systems Can Only Augment

Clinicians identified several limitations to predictive CDSSs relative to clinicians and emphasized that CDSSs were just one of many sources of information that they considered when making clinical decisions. This category is illustrated through three subcategories: (1) clinicians have acquired knowledge and instinct and can reason, (2) some patients may not fit the mold, and (3) data may not reflect real time.

Clinicians Have Acquired Knowledge and Instinct and Can Reason

Clinicians described using their acquired expertise or gut instinct to mitigate patients’ risk of deterioration as well as their ability to put the objective data into context:

I feel like a lot of times we just kind of know when somebody is, like, not doing well, especially when we have the same patients often like day to day. [RN 1]

You need those people to look at those numbers that are like patient’s tachycardic, heart transplant to say, “yeah, that’s abnormal, but it is normal.” And in a sense, you can’t really computerize that stuff. So that’s why a clinician’s judgment is so important...you need someone to be thinking, like, what do these numbers actually mean? [RN 4]
Some Patients May Not Fit the Mold
Clinicians expressed skepticism of the system’s ability to account for unique or complex patient characteristics:

> Because it’s so complicated, it’s quite, I mean, I hesitate to say unique, but there are a lot of a lot of factors in place. And it would be hard for a training data set to include enough patients who were similarly complex for it to have, let’s say, three hundred patients with infection in the right rib and the left shoulder and the left knee all at once. And for it [the system] to kind of know what to do at that point. [Physician 3]

Data May Not Reflect Real Time
Clinicians frequently described scenarios in which data that the system uses would be missing. Examples included emergencies, rapid deterioration, new patients, or when clinicians are burdened by work or documentation:

> I’m not saying that systems like this aren’t smart, but I just feel like so much of it depends on what’s going on in that moment. And a lot of times, you know, our documentation isn’t always like right up to date with what’s going on at the moment. [RN 7]

System Strengths and Clinician Weaknesses
Clinicians also identified several reasons why predictive CDSSs might be more accurate than an expert clinician in predicting risk of in-hospital deterioration. This category is illustrated through three subcategories: (1) human decision-making falls short, (2) gradual change, and (3) data processing.

Human Decision-making Falls Short
Clinicians described their own and their colleagues’ limited abilities to make accurate predictions when they are tired, when they have limited experience (eg, either years in practice or with a particular patient population), when they are overly burdened, or when they are not “good” clinicians. For example, many clinicians mentioned that they would probably rely more on predictive CDSSs during the night shift, when they are assigned to care for more patients:

> I’m like doing night coverage, so I don’t know the patients as well, so maybe I would, in that setting, be more reliant on a tool like that. [Physician 4]

> I’d say [CDSSs would be better than a clinician when] someone, a novice in their role. Like July [laughing about when new residents begin] or any new nurse or anything like that. [RN 3]

Gradual Change
Clinicians described predictive CDSSs as better equipped to make predictions in situations where the change to the patient’s state is gradual rather than rapid:

> Maybe the algorithm’s better at like kind of like nudging us to just like readress some things that maybe are changing minutely day to day, so we may miss if we’re if we’re not, like, really aware of the trend. [Physician 4]

Data Processing
Clinicians also recognized that there are large volumes of data to synthesize in the electronic health record (EHR) and that systems may be better equipped to process that volume of data, especially from clinical notes. Exemplar quotes are presented in Table S4 in Multimedia Appendix 1.

Perceived Understandability
Perceived understandability was characterized by four categories: (1) explanations, (2) understanding must be acquired, (3) the equivalent of... (physicians only), and (4) Am I doing this right? (nurses only).

Explanations
Much of the clinicians’ discussion of understanding CONCERN specifically and predictive CDSSs generally involved explanations of system logic and individual predictions. This category is presented in the form of three subcategories: (1) global explanations, (2) local explanations, and (3) detail needed from explanations depends on reliance on CDSS for decision-making.

Global Explanations
Clinicians wanted global explanations, meaning information on how the CONCERN model calculates predictions generally:

> So my questions are like, well, what kinds of phrases and words and how often, you know, is the is the CONCERN tool looking back? Is it, are they looking at one note? Are they looking at three notes? And when you say vital sign frequency, what does that mean? [Physician 7]

> I think [to understand an algorithm like CONCERN] just more what it takes into account, whether it’s you know, their vital signs or their lab values, I don’t really know how it calculates, if they’re flagged as yellow or green. [RN 7]

Local Explanations
Clinicians also wanted explanations for individual patient predictions provided at the point of care. A physician said they want to see “the vital signs or the whatever that is making the score change” (Physician 3). A nurse said they would look for “what piece of it is causing the algorithm to say that the person’s not stable” (RN 2).

Detail Needed From Explanations Depends on Reliance on CDSS for Decision-making
This third subcategory emerged from some clinicians stating that they did not need detailed explanations of CONCERN as it was just 1 component of their assessments:

> The fact that it’s, it’s an extra data point that’s available to me there doesn’t make me so concerned about, well, you know, how does the machine learning work and when what goes into this? To me, I’m like, well, I understand what machine learning is and I understand that it helps me better inform some of my clinical decisions and maybe gives me like an extra reason to, to double check my, my own clinical
Clinicians described the various ways in which they came to understand CONCERN or did not understand it. This is described in three subcategories: (1) self-motivated learning, (2) training, and (3) not acquired.

Self-motivated Learning
In this subcategory, some clinicians described themselves as being self-motivated to learn. For example, they may have seen a poster or received an email about CONCERN that prompted them to read about it, look at the predictions more frequently, or investigate the dashboard. Exemplar quotes are presented in Table S4 in Multimedia Appendix 1.

Training
Some clinicians previously participated in CONCERN design focus groups, which they described as a helpful form of training, whereas others received formal training. Clinicians felt that formal training should be part of onboarding new staff. Exemplar quotes are presented in Table S4 in Multimedia Appendix 1.

Not Acquired
Conversely, some clinicians had a poor understanding of CONCERN, with a few who felt that they did not receive education expressing frustration about this. Exemplar quotes are presented in Table S4 in Multimedia Appendix 1.

Although all previous categories were informed by both prescribing providers and nurses, 2 categories were profession-specific: only physicians used analogies, and only nurses were concerned about how their documentation affected predictions.

The Equivalent of...
In this category, some physicians used analogies when describing their understanding of CONCERN:

> I literally think of it the same as imaging, like I usually rely on radiology reports, because I’m not a radiologist, but I do like to look at the images myself because...you can sometimes have a different context for what you’re looking for that the radiologist doesn’t know. [Physician 4]

Am I Doing This Right?
Knowing that their documentation would inform the CONCERN prediction, some nurses wanted to know that they were not missing something that would make the CONCERN prediction more accurate. Some said that they had or would change their documentation behavior in attempts to make the prediction reflect their impression of the patient:

> I feel like I do try to put stuff in that’s like part of the CONCERN score, but it doesn’t always, like the CONCERN score doesn’t always reflect it, so then I’m like, I’m not sure I’m putting in the data correctly? Or like I’m just not putting it in the right comment boxes or like filling out my notes, you know, I don’t know if, like, I’m the one who’s not raising that level of concern because I’m just not putting, I’m not, like, doing the algorithm correctly where it would recognize it as a concern. [RN 6]

Finally, new themes emerged from the data analysis that do not map onto the conceptual framework. These included (1) evidence, (2) perceived actionability, and (3) equitability.

Evidence
The evidence theme emerged from clinicians’ discussions of how evidence of CDSSs positively affecting patient care would increase their trust in the system’s predictions. In all, 2 categories emerged: macro and micro.

Macro
In macro, scientific evidence of the impact of a predictive CDSS on patient care was important for facilitating trust:

> I think, really like a study showing that the score has been used and the evidence behind it...if it’s published and peer reviewed, I think I definitely, personally I’d be more more inclined to use it. [Physician 6]

Micro
Clinicians also described the importance of anecdotal reports of positive impact:

> I think anecdotally, like if others I know said, “hey, you know, I happened to catch this patient who was deteriorating and we were actually able to like, you know, get involved early and we were able to prevent this patient from either a rapid or like likely ICU transfer.” I think those things pull like a lot of weight. [Physician 1]

Perceived Actionability
Some clinicians wanted a clear recommendation for an action to take to trust the predictive CDSS (which CONCERN does not provide). Others discussed how CDSSs provide reason for them to further examine a patient’s clinical status.

CDSSs Should Recommend a Specific Action
Some clinicians expressed a desire to know what to do with the patient’s risk score to trust it:

> Understanding how the predicting part comes in, I think would give me more confidence...some sort of like if/then tool, so if the score is greater than this, then you should take this kind of action. [Physician 3]

CDSSs Provide Reason to Probe Further
Clinicians also noted that a CDSS prediction indicating elevated risk had prompted or would prompt them to investigate further, either via EHR data review or discussion with another team member:

> If you’re talking about trust, I feel like me looking at a red patient...it would boil down to, OK, this patient’s red, I want to look into their chart. [RN 4]

If I saw a red or anything other than green, I’d click on that patient, look at their flowsheets and then if...
they were like tachycardic, two hours ago they were not, then I would go and actually visit the patient and check with the nursing team to see if they had any concerns. [Physician 3]

**Equitability**

A clinician expressed the importance of the predictive model being equitable:

> The one caveat to machine learning is it could, if it uses, you don’t know exactly what data it uses, and I would be interested in studies that explore whether that machine is systemically racist or classist or whatever...So, some sort of study to make sure it’s equitable to all populations is important. [Physician 6]

**Discussion**

**Principal Findings in the Context of What Is Known**

Our qualitative descriptive investigation using the human-computer trust framework [17] produced broad and deep characterizations of nurses’ and prescribing providers’ trust—and distrust—in predictive CDSSs. We confirmed that perceived understandability and perceived technical competence influence clinicians’ trust in predictive CDSSs as well as identified additional factors: evidence, perceived actionability, and equitability. Furthermore, we found profession-specific factors characterizing the relationship between understandability and trust.

Although we focused on cognition-based trust, our findings have implications for reconceptualizing the human-computer trust framework. In each interview, the clinicians were asked what would increase or decrease their trust in CONCERN. In all, 3 concepts of the framework (perceived reliability, faith, and personal attachment) were not identified by the participants. However, these concepts might be more dependent on sustained system use, which not all of the participants had. Other works conceptualize trust as being influenced by an individual’s propensity to be trusting [11]. Although this concept also did not emerge definitively in our study, it is possible that the clinicians who described being self-motivated in their learning about CONCERN were indirectly demonstrating a propensity to be trusting.

Much has been written about the importance and perceived trade-off between accuracy and understandability in machine learning–based CDSSs [30,31]. Our investigation found that both are important and provided context for clinicians’ desires for each in the case of predictive CDSSs. As CONCERN was implemented during the COVID-19 pandemic, there were limited opportunities for in-person education, and there were increased demands on the clinical staff. This may have contributed to clinicians having a poor understanding of CONCERN and its global and local explanations on the dashboard. In fact, when some clinicians were asked how they would determine that the CONCERN tool was accurate, they answered by expressing a desire to understand it more thoroughly—indicating a primacy of understandability over accuracy, as others have found [2]. This preference may differ for machine learning–based diagnostic CDSSs, as hypothesized by Diprose et al [6].

However, delivering an accurate and desirable explanation of machine learning logic remains a challenge. When describing their desire for local explanations, many clinicians indicated an orientation toward rule-based causal logic. They wanted to know the one feature or value that made the patient’s prediction yellow or red. In the case of many predictive CDSSs, such simplifications are not possible, and an interpretation of causation would not be accurate. When our team iterates on the CONCERN design, we will look to explanation design frameworks such as that outlined by Barda et al [32] to optimize the impact of explanations on understandability. However, long-term strategies aimed at increasing the education that clinicians receive on machine learning are also likely needed, as others have also reported from their investigations [7,33,34].

We found that some of the factors influencing clinicians’ perceptions of system accuracy (ie, perceived technical competence) differed from findings in previous research. Tonekaboni et al [2] reported that clinicians would like to see a certainty score presented with the CDSS prediction; however, no clinician requested this or any type of accuracy metric in our interviews. When prompted, they said that an accuracy metric would be helpful, but differences may be attributable to context. Tonekaboni et al [2] interviewed clinicians referring to simulated rather than implemented predictive CDSSs. We found that clinicians primarily judged the accuracy of CONCERN against their own impressions of their patients’ risk of deterioration, which may be what clinicians do in real clinical care. In fact, this was suggested by clinicians in the study by Tonekaboni et al [2].

Importantly, many of the categories that inductively emerged in this study align with others’ findings. For example, Sandhu et al [7] reported that “even when physicians did not trust a model output, they still reported paying closer attention to a patient’s clinical progression;” aligning with our category CDSSs provide reason to probe further. Elish [35] also found that evidence was important to clinicians, particularly “anecdotal evidence and discussions of specific cases and patient outcomes,” aligning with our category micro evidence. In addition, many have highlighted the importance of engaging clinical end users throughout development and implementation [7,35-38]. However, most predictive CDSS studies do not report involving clinicians in development, indicating that this is an area for future work [39].

Others have warned about an overreliance on inaccurate machine learning–based CDSS predictions or classifications [30,40]. In fact, Jacobs et al [15] found that clinicians trusted incorrect recommendations. Similarly, Cabitza et al [40] argued that clinical users of machine learning–based CDSSs using EHR data need to be aware that data “quality is far from optimal” and warned clinicians about losing awareness of important clinical factors not present in the EHR. However, the clinicians in our study did not show a propensity to overrely on the CONCERN predictions and indicated that they recognized predictive CDSSs’ shortcomings.
Only nurses in our study wanted to understand how to document “correctly” for the CONCERN score, with some indicating that they would change or had already changed their documentation behavior to make the CONCERN score more accurate (in their estimation). This has implications for model performance as well as documentation burden, as CONCERN was intentionally designed to work without adding documentation to clinicians’ workload. It also reflects a paradigm shift. Nurses are accustomed to rule-based scoring systems such as Morse Fall Risk [41] in which they enter clear assessment points to directly calculate a risk score, whereas CONCERN uses machine learning to model existing documentation without soliciting direct input from clinicians. As predictive CDSSs such as CONCERN do not involve that direct connection, nurses may require direct connections to patient outcomes or more thorough and detailed local explanations to trust predictions. Finally, only physicians used analogies to describe their understanding of CONCERN. This may be reflective of the contention by Lee [42] that humans tend to anthropomorphize goal-directed intelligent systems and may be unique to physicians in this study because CONCERN leverages nursing rather than physician documentation.

Limitations

This study has several limitations. Our use of the human-computer trust framework [17] may have biased clinicians toward certain conceptualizations. For example, we prompted clinicians to compare predictive CDSSs with expert clinicians as guided by the operationalization of perceived technical competence by Madsen and Gregor [17]. Without this prompt, clinicians may not have compared their abilities with the abilities of predictive CDSSs. Our specific questions about CONCERN (and about predictive CDSSs generally) as well as the heterogeneity in exposure to CONCERN limit our ability to know which findings are unique to CONCERN. Future research with other predictive CDSSs should control system exposure to further characterize the phenomenon of clinician trust. As with any qualitative research, our findings may not be transferable to other settings and populations. For example, perceptions may be different among older clinicians whose training and residency may not have involved EHRs and CDSSs. We also did not successfully recruit any clinicians who worked in intensive care; therefore, our findings may not be transferable to clinicians using predictive CDSSs in intensive care settings. There are also limitations inherent to remote interviews over video. We had limited ability to read nonverbal language, and 6% (1/17) of the participants opted not to turn on their camera. However, field notes were taken during the interviews, capturing tone of voice and nonverbal language. Finally, social desirability may have affected responses as the participants knew that the interviewer was with the CONCERN team, which may have led them to self-censor negative perceptions of CONCERN.

Implications for Research, Practice, and Policy

The findings of this investigation elucidate future areas of inquiry. First, it will be important to explore the differences in requirements for trust between differing versions of predictive CDSSs. For example, CONCERN does not recommend a discrete action, whereas other systems pair predictions with a recommended action. We found that clinicians’ preferences for a recommended action varied and influenced trust. Furthermore, the extent to which clinicians rely on the predictive CDSS was shown to influence both the impact of discordant predictions and the detail needed from explanations. This may indicate that predictive CDSSs that are prescriptive or essential to the workflow will require more concordance or explanation detail than those that are informative, such as early warning systems.

It will also be important to evaluate the reception of CONCERN’s global and local explanations over sustained use and with reinforced education. It is clear from these findings that clinicians are oriented toward rule-based logic and this should be accounted for in explainable artificial intelligence research. Future research should also investigate whether nurses using CONCERN in fact change their documentation and, if so, whether those changes result in increased documentation burden or variation in predictive model performance. Finally, future work should be dedicated to investigating clinician personal attributes that may contribute to the variation in factors influencing trust.

It may be advantageous for hospital administrators to implement policies for development and implementation of predictive CDSSs aimed at increasing trust and adoption. Our findings suggest that involving clinicians in model development, allowing them to provide feedback after implementation, designing user-centered explanations for predictive CDSSs, and educating clinicians on machine learning may be effective policies for increasing trust.

Conclusions

Clinician trust in predictive CDSSs is critical for increased adoption of data-driven patient care. Our investigation of the phenomenon of clinician trust in predictive CDSSs for in-hospital deterioration produced needed knowledge on the factors that influence clinician trust. We found that perceptions of trust were largely the same between nurses and prescribing providers. Future work should investigate the relationship between perceived actionability and trust, research explanations that enhance understandability, and explore policies aimed at facilitating trust.
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Abstract

Background: TourHeart, a web-based stratified stepped care mental health platform, is a one-stop solution that integrates psychoeducation and other well-being promotional tools for mental health promotion and mental illness prevention and evidence-based, low-intensity psychological interventions for the treatment of people with anxiety and depressive symptoms. Instead of focusing only on symptom reduction, the platform aims to be person-centered and recovery-oriented, and continual feedback from stakeholders is sought. Understanding the perspectives of users and service providers enables platform developers to fine-tune both the design and content of the services for enhanced service personalization and personal recovery.

Objective: This qualitative study evaluated a web-based mental health platform by incorporating the perspectives of both users and service providers who administered the platform and provided coaching services. The platform included both web-based and offline services targeting adults along the mental health spectrum based on the two-continua model of mental health and mental illness.

Methods: Interview questions were designed based on the Reach, Effectiveness, Adoption, Implementation, and Maintenance framework (RE-AIM). Views on offline services, the design of the web-based platform, user experience, and the contents of the platform were explored using semistructured interviews. A total of 27 service users and 22 service providers were recruited using purposive criterion sampling. A hybrid thematic analysis was performed to identify salient aspects of users’ and providers’ experiences with and views of the platform.

Results: Totally, 3 broad themes (namely, the quality of the platform, drivers for platform use, and coaching services) emerged from the interview data that highlighted users’ views of and experiences with the web-based platform. The platform’s general aesthetics, operations, and contents were found to be critical features and drivers for continued use. Although coaching services were indispensable, participants preferred the autonomy and anonymity associated with web-based mental health services.

Conclusions: This study highlights the importance of web-based mental health services being easy to navigate and understand, being user-centric, and providing adequate guidance in self-help. It also confirms existing design standards and recommendations and suggests that more rigorous, iterative user experience research and robust evaluation should be conducted in the future adaptation of web-based stratified stepped care services, so that they can be more personalized and better promote personal recovery.

(JMIR Hum Factors 2022;9(2):e35057) doi:10.2196/35057
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Introduction

Background

This study aimed to evaluate a web-based stratified stepped care mental health platform for the working adult population. Under the stratified stepped care approach, the platform recommends services that are commensurate with the intensity needed by users based on the results of a brief self-report mental health assessment on anxiety, depression, and flourishing that was completed at the beginning and then provides timely step-down or step-up options to users upon completion of interventions at the recommended level and based on their latest mental health status. This approach aims to optimize the provision of services based on users’ needs and efficient use of resources, given that the mental health of the working adult population is often overlooked. Specifically, mental ill-health is a tremendous burden on the society owing to loss of productivity and quality of life among the workforce. A meta-analysis [1] on the global prevalence of common mental disorders in the general adult population (aged 16-65 years) indicated a global common mental disorders prevalence of 17.5% (in the past 12 months). The statistics vary across geographical locations. Among all high-income countries, individuals from English-speaking countries (e.g., United States and United Kingdom) reported the highest prevalence (19%), followed by European countries (17.1%) and Asian countries (11.5%). A report from the World Health Organization in 2017 revealed that the total number of people living with depression is 322 million worldwide, and nearly half of these people live in the South-East Asia region and Western Pacific region [2]. Despite the substantial social and economic impact of mental ill-health and its associated loss of health and functioning on individuals and the society, help seeking, especially in Asian countries, remains low. Commonly cited barriers to help seeking include stigma, long waiting time, high costs, and concerns about privacy and anonymity [3,4].

In addition to mental ill-health, whether the general population is flourishing is also an important concern, as it impacts the extent to which individuals can attain complete mental health [5]. Under the two-continua model of mental health and mental illness, any person can fall within the orthogonal quadrants, from languishing to flourishing in the dimension of mental health and from no mental illness to having mental illness in the dimension of mental illness [6]. Thus, in addition to paying attention to the prevention and treatment of mental illness, promotion of mental health is equally essential at the population level to maximize public mental health and personal recovery [7].

Given the growing concerns about the accessibility, affordability, scalability, and anonymity of mental health promotion and help seeking for mental illness, digital mental health apps and platforms have burgeoned as robust solutions in recent years. A review of the literature [8] identified several digital mental health service types, including psychoeducation, screening and assessment, social support, guided self-help, and intervention.

For digital interventions, evidence has been established regarding their effectiveness in promoting well-being, reducing mental illness and stigma around help seeking, and ameliorating stress and psychological distress [9-11]. Typically, digital interventions are designed based on a single treatment approach such as mindfulness-based training [12,13], cognitive behavioral therapy (CBT) [14,15], or a combination of multiple treatment approaches [16], although increasing amount of research has suggested transdiagnostic approaches to be effective in tackling underlying mechanisms for common mental disorders such as anxiety and depression [17].

Although stratified care can provide timely services to individuals that are commensurate with their mental health needs, stepped care service begins with the least restrictive care to individuals to maximize resources so that users with varying levels of needs are provided the same intensity of services and may progress to services of high intensity on an as-needed basis. Its accessibility and flexibility in stepping up and down are particularly suitable for promoting mental health and reducing mental illness within the same web-based platform for a population with varying levels of flourishing, anxiety, and depression. Through mobile technology, different levels of services can be tailored and delivered to individuals who would otherwise not pay attention to their mental health or receive timely services, as their conditions are usually considered as less urgent and less acute than others with more severe mental health needs. People with low levels of mental health needs are also found to be more hesitant in seeking help for their issues [18].

TourHeart—Web-Based Stratified Stepped Care Platform

This study aimed to evaluate a stratified stepped care service platform with both offline and web-based components (The Jockey Club TourHeart Project) that was designed based on the matched case and stepped care principles [19,20]. The web-based platform targets adults on a spectrum, from flourishing with normal to severe range of anxiety and depressive symptoms. Through a simple sign-in procedure, users are directed to a web-based personal assessment in which their mental health profiles are obtained. At the time of writing, 9738 individuals have registered, signed in, and completed the battery of mental health profiles at least once. On the basis of their initial scores for flourishing (assessed by the Flourishing Scale) [21], anxiety symptoms (assessed by the 7-item Generalized Anxiety Disorder questionnaire) [22], and depressive symptoms (assessed by the 9-item Patient Health Questionnaire) [23,24], users are recommended services that are commensurate with their current mental health state based on 4 levels (see Table 1 for the service-level criteria). Level 1 targets the general public and includes social media and public events such as psychoeducational talks and public exhibitions that promote mental health awareness and reduce mental illness stigma (i.e., offline events). Level 2 provides self-guided web-based mental well-being promotion training programs for improving well-being and reducing psychological distress for those who present with mild levels of anxiety or depressive symptoms across the flourishing spectrum. Web-based courses for this level include stress management, emotion regulation training, self-compassion training, and mindfulness-based training. Each training course consists of 4 modules, and...
participants are invited to complete 1 module each week sequentially. Level 3 provides coach-guided web-based psychological interventions for alleviation of anxiety and depressive symptoms based on guided self-help principles for those who present with moderate levels of anxiety and depressive symptoms across the flourishing spectrum. At this level, users can access mindfulness-based intervention or rumination-focused CBT (RFCBT) [25]. These interventions contain 6 sequential modules, with each module requiring 1 week of commitment to complete. Users are guided at the end of each module by feedback on their written homework and exercises, through email from well-being coaches (psychology graduates with specific training in low-intensity psychological interventions). Finally, level-4 services are low-intensity psychological interventions for those who present with moderately severe to severe levels of anxiety and depressive symptoms across the flourishing spectrum. Participants at this level receive individual sessions of low-intensity CBT (LiCBT) delivered by trained psychological well-being officers in person or via videoconferencing. Figure 1 shows the stratified stepped care model for mental well-being used in TourHeart. Owing to the complexity and fluidity of the platform where multiple components may interact with users’ experiences and thus affect users’ outcomes [26], qualitative method is particularly useful in encapsulating the perspectives of multiple stakeholders. Therefore, service users and service providers (event organizers, project administrators, and well-being coaches) at all levels were invited to participate in this study to provide their views on the platform.

Table 1. Service levels and criteria.a

<table>
<thead>
<tr>
<th>Level</th>
<th>PHQ-9b score, range</th>
<th>Combination logic</th>
<th>GAD-7c score, range</th>
<th>Combination logic</th>
<th>Suicide risk (PHQ-9—score for question 9=2 to 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2 (nonclinical to mild)</td>
<td>0-9</td>
<td>AND</td>
<td>0-7</td>
<td>AND</td>
<td>No</td>
</tr>
<tr>
<td>3 (moderate)</td>
<td>10-14</td>
<td>OR</td>
<td>8-14</td>
<td>AND</td>
<td>No</td>
</tr>
<tr>
<td>4 (moderately severe to severe)</td>
<td>15-27</td>
<td>OR</td>
<td>15-21</td>
<td>OR</td>
<td>Yes</td>
</tr>
<tr>
<td>5 (complex mental health issues)</td>
<td>___e</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aFlourishing is assessed for all platform users. Levels 2 to 4 are reserved for individuals who have registered on the platform, whereas level 1 is targeted to all working populations.

bPHQ-9: 9-item Patient Health Questionnaire.
cGAD-7: 7-item Generalized Anxiety Disorder questionnaire.
dN/A: not applicable.
eNot available (manually assigned and referred out).

Figure 1. Stratified stepped care model for mental well-being.
Aims and Objectives
Given the importance of understanding the contents and salient features of the platform that may exert positive effects on its users to improve future design and user experience, this study aimed to explore the views and preferences of users and service providers regarding the implementation of the TourHeart platform with both offline and web-based services targeted for working adults along the spectra of flourishing, anxiety, and depressive symptoms. The specific study objectives were to (1) explore users’ views on the design and quality of web-based and offline mental health services and (2) identify drivers for web-based platform use.

Methods
This qualitative study used semistructured interviews that were conducted via phone or videoconferencing with both users and service providers to explore the experiences and perceived usefulness of the services and the platform. The technical and design aspects of the web-based platform were also explored.

Ethics Approval
This study obtained ethics approval from the corresponding author’s (WWSM) home institution (Clinical Research Ethics Committee 2018.654) and followed the Standards for Reporting Qualitative Research [27].

Recruitment
To maximize the variation in experiences obtained from our participants, purposive criterion sampling [28] was used. A list of potential participants was generated from the back end of the platform. Participants who have accessed TourHeart for any of the 4 levels or have taken courses from levels 2 to 4 in the past 4 weeks from the time of the study were identified as potential participants. The target sample size was 6 participants from level 1, 8 participants each from levels 2 and 3, and 6 participants from level 4. Half of the participants from levels 2 to 4 (10/21, 48%) were completers and the remaining participants were dropouts, defined as those who attempted >30% but <100% of the course.

Participants were recruited on a rolling basis until the target sample size was achieved. For the user group, potential participants were invited via WhatsApp messages and a follow-up phone call to explain the purpose and implications of joining the research in detail. A total of 58 participants were invited, of whom 21 (36%) declined or did not respond. Then, the consenting participants (27/58, 47%) were invited to complete a consent form via the web, where their basic demographic information was also collected. After obtaining consent, phone interviews were scheduled. Each interview lasted for an average of 40 minutes.

The service provider group (n=22) consisted of both past and current research, administrative, and service staff. They were invited either in person or via WhatsApp messages. Consenting staff were invited to complete a web-based consent form, through which basic demographic information was also collected. To increase synergy between study participants and to obtain detailed responses, separate focus groups were conducted based on the roles of the participants. The grouping of roles included (1) project administrators (project manager and project administrative assistant), (2) past research staff, (3) current research staff and well-being coaches, and (4) volunteers who organize offline events. Each group consisted of 2 staff members.

All participants, except the current project staff, received a HK $100 (US $12.75) honorarium in the form of cash as a token of appreciation for the time spent for the study.

Interviews
The interview protocol was designed based on the RE-AIM (Reach, Effectiveness, Adoption, Implementation, and Maintenance) framework [29], focusing on areas that were most relevant to the participants’ needs and experiences with the web-based platform. In the users’ version, aspects related to reach, effectiveness, and implementation were explored using open-ended questions. In the service providers’ version, aspects related to reach, effectiveness, adoption, service implementation, and future maintenance were explored. Equipped with previous knowledge and experiences with the web-based platform, the interviewer used probes where appropriate; digressions were allowed for obtaining organic responses. All conversations were recorded and transcribed verbatim.

Data Analysis
An initial codebook was developed by the 2 interviewers using a hybrid approach (inductive and deductive), followed by thematic analytic procedure [30]. Thematic analysis typically consists of 6 phases. They include (1) familiarizing with the raw data, (2) initial coding, (3) searching for themes, (4) reviewing the themes, (5) defining and naming themes, and (6) reporting of findings. These 6 phases do not have to be followed in a sequential manner. To ensure data integrity, triangulating questions were asked during all the interviews to confirm the researcher’s own understanding of the participants’ views; in addition, notes were taken during each interview. Moreover, immediately after each interview, brief analytic summaries were made to document the researcher’s personal observations, such as tone of the participant’s voice. These steps were taken to ensure that reporting remained as faithful to the original narratives as possible. NVivo (version 12; QSR International) was used to conduct the analysis.

Results
Participants
Most participants in the user group (n=27) were women (22/27, 82%), with a mean age of 34 (SD 10.11; range 19-58) years. Most of these participants (16/27, 59%) reported to have obtained at least tertiary-level education. Participants came from diverse work backgrounds. One-third of the participants were employed in the education sector (9/27, 33%), followed by those employed in public health and welfare sector (4/27, 15%), banking (3/27, 11%), and public services (3/27, 11%). The remaining participants were from other industries. Regarding the positions held, of the 70% (19/27) of the participants who opted to provide information about their work, 47% (9/19) participants reported to be holding executive positions and an
equal number of the remaining participants reported to be office workers (5/19, 26%) or homemakers and carers (5/19, 26%) at the time of the interview. Finally, most of those from the service provider group were women (18/22, 82%), with a mean age of 34 (SD 10.27; range 21-46) years.

**Overview of Key Findings**

This study focused on evaluating both the offline and web-based services offered by the TourHeart platform. For evaluation of offline services, two subthemes emerged from one broad theme (*factors that influence user experience*), which were (1) administrative challenges and (2) perceived impact. For the web-based services, findings pertinent to the positive and desired features of the platform that can inform future development and implementation were analyzed and reported. With this analytical goal in mind, codes from 21 user interviews and 14 service provider interviews were grouped into three major themes: (1) quality of the platform, (2) motivating factors for platform use, and (3) comments on human coaching. These themes were divided into subthemes. The themes and an overview of associated findings are summarized in Figure 2.

**Figure 2.** Themes and subthemes.

---

**Web-Based Services**

**Theme 1: Quality of the Platform**

**Overview**

This part of the study involved 60% (21/35) users (level 2: 8/21, 38%; level 3: 8/21, 38%; and level 4: 5/21, 24%) and 40% (14/35) providers. At the beginning of the interview, participants were invited to freely share their experience of using the platform to identify critical platform design parameters perceived by its users. Responses from this segment of interviews were coded into 3 main subthemes, namely, appearance, adequacy, and content of the platform.

**Appearance**

In this subtheme, comments on the graphics, graphics-text balance, use of multimedia, style consistency, word length, language and style, and color choices were collated.

The platform adopted a minimalist design with pastel tone colors (Figures 3 and 4). A total of 38% (8/21) of the users commented the website design to be attractive and “very eye pleasing” in terms of its choice of colors and the overall layout. Users generally preferred high graphic-to-text ratio. Specifically, the use of multimedia to supplement course content was mentioned frequently (6/21, 29% users). The type of media included animation, videos, voice narration, infographics, and minigames that could facilitate their understanding of concepts introduced in the courses, such as the topic on *thinking traps* that was introduced in the RFCBT course. Users cited the following:

*People these days are generally very busy and those who visit the platform are not in the best of mood. Therefore, the platform could use a bit more videos or animations to illustrate their points. No one wants to read a whole page filled with words.* [Connie, level 3]

*Voice narration is good, or at least more illustrations...I don’t like to read as I am already constantly tired...* [Ivy, level 3]
Figure 3. Screenshot of the landing page for the TourHeart platform.

Figure 4. Screenshot of a user’s personalized front page upon signing in to the TourHeart platform.
Adequacy
All service users were asked about the technical adequacy of the platform (21/21, 100%); most service users had either positive or no comments about the technical adequacy of the platform (14/21, 67%). The remaining 33% (7/21) of the users commented on various technical inadequacies of the platform. In general, critical comments pertain to ease of navigation, reliability, bookmarking function, and interactivity. Of these 7 users, 5 (71%) users had difficulty with the bookmarking function. A loss of bookmark was experienced after logging out from their sessions. For instance, courses did not resume from points where they were stopped and the users had to restart at different points. Similarly, users reported the audio being switched off when the phone’s screen was in sleep mode.

Moreover, some users were not entirely accustomed to the self-guided nature of the platform. On the TourHeart platform, users were free to choose courses that were made accessible to them at their level of mental health states, such as mindfulness-based training and RFCBT, but some users thought the provision of options was confusing:

I felt confused at the beginning. When I started using the platform, two courses were made available to me, one was mindfulness-related and the other was CBT-related. I remember thinking...which course should I take? Both were available but I felt confused as to where and how I should start. [Kennis, level 3]

In terms of suggestions, 10% (2/21) of the users expressed that they would be interested in functions where courses could have different versions of varying lengths as an option for users to choose from for more flexibility, and another 10% (2/21) of the users stated that they would like to have an additional feature where course contents could be archived for offline access. Finally, 5% (1/21) of the users suggested the use of pop-up messages after signing in to draw attention to timely topics.

During the interviews with service providers and project staff (14/35, 40%), comments were primarily about the limitations of the platform back end to properly manage user data, such as limitations in searching and filtering. These comments were grouped into three categories: (1) issues related to user data management (14/14, 100%), (2) data input burden as a deterrent to adherence (4/14, 29%), and (3) limited human resources available owing to the high level of demand for coaching (2/14, 14%). Illustrative quotes pertaining to these 3 categories, respectively, are listed in the following sections.

User Management
Service providers and project staff reported a few platform functions that are not user-friendly or missing functions that may expedite and streamline their work in user management.

We had difficulty using the search function to filter out users that fit under specific categories. Quite often we had to use their email that they used for registration; but a lot of users have more than one emails and sometimes we cannot locate a user within the system. The system can be improved with a more sophisticated filtering function.

We had to type in progress notes manually, with no preset categories. For example, age of onset, current medications. This makes progress tracking somewhat difficult. So, we had to set up our own templates using another application.

As part of the intervention, we had to make progress notes for each user after each session. The problem with this function is that it cannot be edited after I clicked submitted. Therefore, if I made a typo or if I had amendment that I want to make to the old progress note, I had no choice but to submit a second one.

The single biggest difficulty was that we spent a lot of our working hours sending out email reminders to users when we could put our time into other uses. We had to send emails manually to guide users every step of the way. For example, welcoming emails to those who newly registered; reminders to those who have not visited the platform for a certain period of time; or emails of encouragement to those who have completed a certain milestone. Indeed, we had to manually create excel sheets to keep track of movements of all the users in the platform.

Since we need to send out so many emails manually, we are left with little time. So, we had to use templates when we gave feedback to the users. If we had more time, we could have done more and done better.

Data Input Burden
Service providers and project staff also noted that some users may be turned off by the need to respond to assessment questions prior to starting a course, which may explain user attrition.

From the backend, we could see that users terminated themselves without beginning of a course. We guess they might be scared off by the long assessment questions (24 questions) that they were required to answer before being assigned to the course(s).

Content
Another prominent subtheme that arose from the interview discussions was about the courses offered and whether they were useful for the participants in managing their psychological distress. Only participants who received services from levels 2 and 3 (16/21, 76%) commented on this topic. As discussion of the specific components of the courses and whether they were useful in alleviating users’ distress is beyond the scope of this paper, we collated comments that illustrated the general quality of the contents, namely (1) usefulness of contents (16/16, 100%), (2) conciseness (6/16, 38%), and (3) presentation clarity (4/16, 25%).

The contents offered on the platform were generally well received for their effectiveness in facilitating users to deal with emotional vicissitudes for themselves and others. For instance, users said the following:

I have learned to take care of myself emotionally, and through this, take care of my better half, and my
family. This is the inspiration I have. [Edward, level 3]

I used to have ruminative thoughts, especially after a bad day at work. Now, instead of ruminating about the negative experiences at work, I learned to be mindful when I walk home. This helped me to feel more settled. [Ivy, level 3]

Regarding conciseness of the content, users seemed to prefer to have fewer words or even organize the contents into shorter sections or even point forms:

I think they could break down the contents into point forms, as some people might go through the website as if it is a tool book. [Joyce, level 2]

I wanted to capture the feedbacks from coach; however, they seemed to be too long and it takes time for me to revisit all of the materials. I would prefer to read the materials in point-form... [Phillip, level 3]

Regarding presentation clarity, participants commented that the contents were at appropriate level of difficulty and presented in a way that can be easily understood:

I first learned of mindfulness from the platform. I also read books about mindfulness and found that the information and audio tracks contained are adequate for my daily usage. [Yan, level 2]

Theme 2: Platform Use Motivators

Overview

This part of the study involved 59% (16/27) of the users (level 2: 8/16, 50% and level 3: 8/16, 50%). An open-ended question was asked to solicit participants’ motivations for using the platform. The responses are divided into a few categories in the order of frequency; they include (1) design and navigation (6/16, 38%), (2) the nature of self-help (5/16, 31%), (3) usefulness of contents (4/16, 25%), and (4) free of charge (1/16, 6%).

Design and Navigation

Despite encountering challenges in using the platform, the convenience of the web-based platform with its pleasant design was the most frequently mentioned motivating factor that attracted users:

The webpage looks young and vibrant. Secondly, the use of graphics makes it less dull to look at. The design is great; I remember the animated earth on the sign-in page, it gave me a strong impression. I like it. [Rosemary, level 3]

It is very convenient, there is no need for any pen and paper. [Joyce, level 2]

Nature of Self-help

The autonomy and anonymity associated with web-based self-help were considered to be the second most significant motivating factor in platform use. Some of the comments include the following:

The best thing...everything is under my control. It is self-help and the self-assessment enabled me to learn about my current state. It is good. [Priscilla, level 2]

I can log-in any time I like, without having to arrange any appointment. [Ivy, level 3]

I like the concept of self-help; it is amongst the first of its kind that is available in Hong Kong. [Sunny, level 3]

I really enjoyed using it in my own private time. It is less embarrassing compared to in-person interventions. I try to avoid meeting real people for therapies. [Cecilia, level 2]

Usefulness of Content

Perceived usefulness and satisfaction with the contents offered were the third most frequently mentioned factors that affected platform use. The platform was said to offer new perspectives and information that are helpful to users’ mental well-being:

I find the well-being tips to be useful. I remember one that asked us to smile even though we were not in a good mood, contrary to my expectations, the tip actually worked for me. [Irene, level 2]

I feel calm just by looking at the materials. [Cecilia, level 2]

The contents offered here are very rich, with audios and teachings about mindfulness...body scan has been particularly helpful for me when I am having sleepless nights. [Joyce, level 2]

The part about worries was particularly useful for me. Given the current situation in Hong Kong, local news made me feel distressed and helpless. So, I applied what I learned from the course – I approach or challenge my worries systematically, by asking myself: are my worries constructive? Is there anything I can do to alleviate or distract myself from it? I also learn to communicate my worries with others as now I understand that worrying is normal. [Sunny, level 3]

Theme 3: Human Coaching

Overview

Totally, 30% (8/27; level 3) of users provided feedback about the coaching service that they received as part of their intervention at level 3. All the responses from participants were positive about the recovery-oriented messages they received. Some of them expressed the need for more human interactions in support of using the web-based self-help platform.

Recovery-Oriented Aspects

All the users were satisfied with the quality of coaching received through emails. The empowering, person-centered, and recovery-oriented language used by the coaches in the email communications were viewed as “thoughtful,” which also gave them “a sense of companionship.” Totally, 25% (2/8) of the users said that the coaching component was the primary motivator for platform use:
I was impressed with the long and detailed replies from the coaches. I can see that they have poured in a lot of effort to give me feedback and address my concerns. The interactivity of coaching I received from this platform is different from other websites where I mostly accessed just to get information. The collaborative nature of this platform is very useful for me. [Rosemary, level 3]

I know that they have read all of the things I have written and provided responses tailored to my needs and worries...the coaches are like my companion. [Kennis, level 3]

Need for More Human Interactions
When we asked these 8 users for suggestions to improve the coaching service, 5 (63%) of them preferred to have more interactions with the coaches in a timely manner. Of this 63% (5/8) of the users, 60% (3/5) users preferred to have instant messaging with a human coach, 20% (1/5) preferred to have regular phone conversations, and the remaining 20% (1/5) preferred regular face-to-face meetings with coaches.

Offline Services
Overview
This part of the study involved 43% (6/14; level 1) users and 57% (8/14; event organizers) service providers. Data from the semistructured interviews were analyzed to identify topics that were mentioned frequently by the participants. The topics stated by both users and providers who received and delivered level-1 (offline) services, respectively, were collated under 1 general theme: factors that influence users’ experience of activities that were part of the promotion and prevention services. Topics under each theme are reported according to their frequencies.

Theme 4: Factors That Influence Users’ Experience of Offline Service
Administrative Challenges
This part of the study involved 50% (6/12; level 1) users and 50% (6/12) volunteers. Our data indicated that venues should be easily accessible to the public and properly equipped for comfort (6/12, 50%). As most people in Hong Kong do not own a car, the location of the venue must be convenient and close to a subway station (Mass Transit Railway). In addition, air-conditioned venues should be chosen for events held in the summer, as participants from the public exhibition indicated that they were not able to stay and explore the entire exhibition (held indoor without air-conditioning) owing to the summer heat.

Furthermore, 25% (3/12) of the participants mentioned that an effective registration system was crucial. Features such as immediate notification of registration outcome, update of waitlist status, and reminder before the event using instant messaging were mentioned. These features were said to be particularly important for people with busy schedules.

Among event organizers, a few (4/6, 67%) mentioned that the biggest administrative challenge was working together as a team because they all come from diverse professional backgrounds.

All of these volunteers (4/4, 100%) suggested regular team-building exercises to foster better work relationships.

Perceived Impact
This part of the study involved 65% (11/17) users (level 1: 6/11, 55% and level 4: 5/11, 45%) and 35% (6/17) volunteers. Most users and providers (10/17, 59%) gave positive comments about the public mental health promotion events centered on the theme accompany. These workshops highlighted the core concept of how everyone can be both the supporter and recipient of support, which reduces stigma of help seeking. During these events, participants were also equipped with skills to identify the more obvious signs of depression and anxiety to promote awareness within themselves and among others. In general, participants found all the events to be very “down-to-earth” (Jasmine, level 1) and the concepts to be easy for laypeople to grasp. The intended messages of the psychoeducational workshop and exhibition were also said to be delivered effectively and thoughtfully (10/17, 59%). For instance, the event organizers, some of whom worked closely with people with lived experience to deliver talks or storytelling sessions, found that sharing of lived experience within small groups was particularly impactful in building connections and strengthening empathy between people with lived experience and the audience. In addition, in the public exhibition, participants were invited to inflate balloons to reveal messages printed on them. During the process, participants had to exert patience and effort, similar to the qualities required to be good listeners, which was the key message of that exhibition. The psychoeducation talks were also said to “leave a lasting impression” (Ivy, level 1) that “normalizes mental illnesses” (Harry, level 1) without overwhelming lay participants. However, at the same time, some participants also expressed a wish to receive more in-depth knowledge or skills-based training. For example, some suggested that the organizer conduct a series of workshops progressing through the details of various mental health–related content so that participants can acquire the full range of skills on various aspects of mental health management.

Regarding level 4, users commented on LiCBT (face-to-face or via videoconferencing). Of the 5 level-4 users, 1 (20%) user decided to drop out of the service as she preferred talk therapy such as counseling. The rest of the users (4/5, 80%) reported positive experience with the service, including feeling a sense of warmth and rapport with the psychological well-being officer (5/5, 100%) and finding the guidebooks used in LiCBT as useful (3/5, 60%). Notably, the presence and interactions between the psychological well-being officer and user were mentioned by all users as the most positive aspect of level-4 service, marking the human element indispensable in both our web-based and offline services:

> It’s the sense of being understood...techniques aside...when I talk to the PWO, I felt that she was present and was willing to listen...that already made me feel so much better. [Eugene, level 4]
Principal Findings

Overall, our findings highlighted the importance of person-centered design that emphasizes autonomy and competence, with relevant information empowering users to self-help. The implementation of a web-based stratified stepped care approach to mental health support is driven by the need for increased accessibility and improved availability of relevant mental health services to the general working population. Although studies in the field have demonstrated the effectiveness of digital mental health interventions [9-11], their uptake is still moderately suboptimal [31]. Moreover, an integrated web-based platform curating relevant mental health tools and interventions for promotion, prevention, and treatment of common mental health conditions is lacking. With the recent development of web-based psychotherapies that use artificial intelligence and chatbots, novel technology-based therapeutic experiences with better user experience are being increasingly recognized.

This qualitative study was designed to evaluate a stratified stepped care platform that includes both offline and web-based mental health services. Primarily, the desired and positive qualities of the TourHeart platform were explored from the perspectives of service users and providers. Factors that were identified to be important in improving users’ experience in offline services include administrative challenges and perceived impact. In the evaluation of web-based components of the platform, 3 broad themes emerged from the interview data: quality of the platform, drivers for platform use, and human coaching. Across the themes, a visually attractive platform with high graphic-to-text ratio and multimedia content, seamless user experience in navigation with a sophisticated bookmarking function that can cater to users who may be using the services in between their schedules and thus might log off intermittently, and concise down-to-earth presentation of relevant content emerged as the most important. These qualities are consistent with previous research that shows platform’s esthetics to be facilitative of initial uptake [32,33]. Thus, these are critical design parameters that developers should focus on while developing future web-based platforms. In addition to esthetics and ease of use, users also preferred the sense of autonomy and anonymity that is associated with the web-based platform [34,35] along with alleviation of distress that drives their continued use. In particular, many people may regard using a web-based platform as less embarrassing and more preferred than conventional face-to-face therapies.

Although human interactions via email coaching (level 3) and via face-to-face or videoconferencing with psychological well-being officers (level 4) are considered to be indispensable components of the platform, some contradictions were noted. Specifically, although self-help and the resulting sense of autonomy and mastery were found to improve overall use, several participants found self-directed navigation of low-intensity psychological interventions to be challenging, as they had to pace and tailor the materials by themselves without support from other people. Another contradictory finding was the need for human interactions to support platform use. These contradictory findings are broadly consistent with the findings from previous meta-synthesis [36] that proposed 2 critical system characteristics to address the competing needs of users. The first characteristic was collaboration between users and the system. This sense of collaboration should be different from having a sense of enforced autonomy, where users are burdened with having to navigate the system without any type of external support. The second characteristic was connection that can be achieved by balancing the need for personal privacy with increased distance and maximizing interactions with therapists or web-based coaches through messaging, forum discussions, emails, and so on.

In summary, findings of our study are consistent with existing literature and design standards for digital mental health services [37,38] and highlight the importance of services to be both user-centric and comprehensible to all users. In addition to these front-end features, a back-end system that is effective for system administrators to manage user data is also essential for effective service delivery, including functions for searching, filtering, and reporting. Notably, themes generated from our study were found to converge with the objective domains covered in the Mobile Application Rating Scale [39], namely, users’ engagement, functionality, esthetics, and information quality, which supports the validity of our findings.

Regarding future directions, findings of this study suggested that developers should integrate more motivational and interactive components to improve users’ engagement, such as statements of encouragement and support, open-ended and fill-in-the-blank entries for users to reflect on the related questions and apply course exercises to themselves in their daily lives. In addition to improving initial uptake, the general esthetics of the web-based platform can also facilitate users’ adherence [32,33]. Moreover, clear and concise information is needed to provide a seamless self-help experience for users. Our data indicated that a lack of understanding about the stratified stepped care service model might render the user experience moderately unclear. A lack of road map in guiding the course of treatment and manual data input were 2 factors that hampered users’ overall use. Therefore, service expectations of users should be taken into account in the design phase to achieve better alignment. Owing to the dynamic nature of stepped care service where users are subjected to stepping up and down to interventions that vary in intensity and interactivity in accordance with their self-reported mental health status, changes to the types or length of interventions could be confusing to some users. In fact, evidence from another qualitative study conducted by the authors of this paper (EWS Tsoi, PhD, unpublished data, 2021) indicated that some users are ambivalent to this approach to care. Specifically, several users with high levels of distress were unwilling to be stepped up and receive face-to-face care. These participants preferred to continue with web-based care to maintain their anonymity. The fear of disclosure and feelings of embarrassment during face-to-face therapies might deter some individuals from stepping up to face-to-face interventions. Future web-based services should consider tailoring to the needs of this particular group of users using blended web-based–offline approach or...
web-based psychological interventions that are suitable for people with more severe levels of anxiety or depression.

Although technical struggles were not the focus of our study, the difficulties encountered by our participants and their preferences for support in platform use suggested that support function that is instant and highly accessible should be included. In recent years, text-based conversational agents (eg, chatbot) have emerged to provide timely and reliable customer service experience in fields such as banking and web-based shopping [40,41]. Chatbots have also been increasingly adopted in health and mental health care settings [42-44]. Although its use and effectiveness are still largely experimental, how this new technology could be leveraged is a productive area to explore. Ideally, the involvement of real persons to provide support behind the screen should be kept to a minimum so that services can be scalable and delivered more cost-effectively to more users [45]. Future studies can further explore ways in which paraprofessionals and peer support workers can deliver timely support remotely.

TourHeart is operated under the stratified stepped care model that is similar to Stepped Care 2.0, which focuses more on user experience and recovery in a progressive manner [46]. Furthermore, TourHeart covers the spectrum of mental health needs, which includes mental health promotion, stigma reduction, mental illness prevention, and treatment for common mental disorders. The second phase of TourHeart (Jockey Club TourHeart+ Project) models on Stepped Care 2.0 by using a person-centered approach and machine learning, where users can choose options at different levels and receive regular feedback and reports on growth or deterioration so that they can retain a sense of autonomy. Iterative user experience research was also conducted during the course of platform development and maintenance. By understanding the perspectives of various stakeholders, web-based mental health platforms may be better designed in the future to provide timely and bespoke web-based and offline mental health–related information, skills, and interventions to users, with technical support and consideration of user experience to improve the acceptability and effectiveness of digital mental health services.

Strengths and Limitations

Using a bottom-up analytical approach, this study has identified salient aspects of the web-based self-help platform, TourHeart, that were important to both users and service providers and were the main drivers of platform use. In addition, our findings highlighted the importance of balancing our need for support and need for privacy and autonomy, which could potentially be addressed through enhanced system collaboration and connections, which were explained in the previous section. Factors that promote engagement can also be further explored through user experience research.

This study was limited by the heterogeneity of the sample in terms of age, gender, and clinical representation. Participants who agreed to participate in the study may also pose a risk of self-selection bias. In addition, comments on the platform in general were invited and participants without in-depth knowledge of user experience and design may not be able to conceptualize what an ideal platform should be; hence, the desired features of inadequacies pointed out should be interpreted with some caution.

Conclusions

This study identified a few issues that need to be addressed to enhance the adoption and usability of web-based mental health platforms. These insights were incorporated into the development of phase 2 of TourHeart (TourHeart+). Given that people’s needs and preferences for mental health services may evolve over time, incorporation of iterative and rigorous user experience research into the development and maintenance of web-based mental health self-help platforms is urgently needed.
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Abstract

Background: Hazardous drinking among college students persists, despite ongoing university alcohol education and alcohol intervention programs. College students often post comments or pictures of drinking episodes on social media platforms.

Objective: This study aimed to understand one university’s student attitudes toward alcohol use by examining student posts about drinking on social media platforms and to identify opportunities to reduce alcohol-related harm and inform novel alcohol interventions.

Methods: We analyzed social media posts from 7 social media platforms using qualitative inductive coding based on grounded theory to identify the contexts of student drinking and the attitudes and behaviors of students and peers during drinking episodes. We reviewed publicly available social media posts that referenced alcohol, collaborating with undergraduate students to select their most used platforms and develop locally relevant search terms; all posts in our data set were generated by students associated with a specific university. From the codes, we derived themes about student culture regarding alcohol use.

Results: In total, 1151 social media posts were included in this study. These included 809 Twitter tweets, 113 Instagram posts, 100 Greekrank posts, 64 Reddit posts, 34 College Confidential posts, 23 Facebook posts, and 8 YouTube posts. Posts included both implicit and explicit portrayals of alcohol use. Across all types of posts reviewed, positive drinking attitudes were most common, followed by negative and then neutral attitudes, but valence varied by platform. Posts that portrayed drinking positively received positive peer feedback and indicate that drinking is viewed by students as an essential and positive part of university student culture.

Conclusions: Social media provide a real-time picture of students’ behavior during their own and others’ heavy drinking. Posts portray heavy drinking as a normal part of student culture, reinforced by peers’ positive feedback on posts. Interventions for college drinking should help students manage alcohol intake in real time, provide safety information during alcohol use episodes, and raise student awareness of web-based privacy concerns and reputation management. Additional interventions for students, alumni, and parents are needed to address positive attitudes about and traditions of drinking.

(JMIR Hum Factors 2022;9(2):e36239) doi:10.2196/36239
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Introduction

Background
Binge drinking among college students remains common and consequential. Approximately one-third of college students binge drink \[1\]. A quarter of college students report missing class, falling behind in class, doing poorly in examinations, and receiving lower grades due to drinking \[2,3\]. College students in the United States who drank in the last year reported episodes of forgetting where they were (28%), doing something they regretted (23%), blacking out (15%), having unprotected sex (14%), and injuring themselves (8%) \[4\]. Short-term severe effects of binge drinking include fatalities, motor vehicle crashes, poor academic achievement, and risky behaviors. Alcohol-related deaths per 100,000 students increased by 18% between 1998 and 2014, primarily because deaths due to alcohol poisoning doubled \[5\]. Nationwide, 11.2% of full-time college students reported symptoms indicating alcohol use disorder \[6\].

Longer-term effects of college binge drinking include unhealthy alcohol use after college, particularly among fraternity members whose frequent binge drinking continued through the age of 35 years \[7\]. College binge drinking remains a significant public health concern despite near-universal university interventions. Novel interventions are needed to prevent tragic outcomes during the college years and persistent problems beyond them \[8-10\].

Social media can provide real-time behavioral data for large populations \[10,11\]. For example, Twitter data have been used to track influenza symptoms, estimate alcohol sales, measure depression, track HIV prevalence, and track heart disease mortality \[12-18\]. Various social media platforms allow for different types of expression, and platform popularity waxes and wanes over time. However, despite the favored platform changing over time (Figure 1, based on Statista research \[19\]), nearly 90% of people aged 18 to 29 years use social media, with most social media users posting on multiple platforms. Among Instagram users, 90% use Facebook and 50% use Twitter concurrently \[20\]. Although student drinking is typically measured through surveys, social media are potentially a richer source of contextual data about drinking \[21\]. Autobiographical social media posts contain timely thoughts, emotions, and behaviors. Users express their identities and communicate with their peers. College students portray their current alcohol use in posts about their everyday lives, interactions with others, and engagement in activities on social media platforms.

Figure 1. Favorite social networks of young adults 2012-2019 (based on Statista data: Piper Jaffray \[19\]).

Social media posts by college students often show risky drinking behaviors and the college drinking culture. Posts establish a web-based identity that normalizes and glamorizes binge drinking \[22,23\]. Most college students are exposed to peers’ alcohol-related behaviors in real life or on social media. Posting about substance use on social media is nearly universal among college students \[24-26\]. A study of 71 profiles found that 99% had alcohol-related content, and 10% of students posted about illicit substance use \[26\]. Another study analyzed drunk tweets and their geolocation, correlated with self-reported alcohol consumption; college towns had more tweets about excessive drinking than cities and rural areas \[27\].

Peer influences predict drinking among college-aged populations \[28\]. Viewing alcohol-related social media content is significantly associated with increased risky drinking cognition, alcohol use, and negative consequences \[25,29-34\]. Students usually receive positive reinforcement on the web for posting alcohol-related content \[35-38\]. Social validation of alcohol posts increases the number and intensity of students’ drinking behavior displays over time \[10,39\]. College students’ substance use posts are associated with self-reported outcomes \[26,35,40,41\]. Students with a web-based drinking persona have more motivation and intentions to drink \[42\], engage in hazardous drinking, and experience more alcohol-related consequences than peers without web-based drinking personas \[43,44\].

Objective
Previous studies of college students’ alcohol posts have assessed single social media sites where users build social capital through
networks, such as Facebook, Instagram, or Twitter. There are additional college-focused social media sites that host anonymously shared content, such as Greekrank and College Confidential. Reddit hosts subreddits, topic-specific discussions, including those on specific universities. This study is the first to use data from multiple social media sites to characterize alcohol-related posts among college students. Our expanded scope is important because students typically maintain multiple social media profiles [20]. The purpose of this qualitative study was to analyze social media posts about college binge drinking from multiple platforms at one university and to identify the real-time social contexts of student drinking. We hope to provide new information about behavioral targets for intervention that could inform the development of tailored mobile health interventions for college binge drinking.

Methods

Study Design

To develop a new intervention to prevent student binge drinking at a mid-Atlantic public university, we assessed student drinking behavior and attitudes to capture aspects of drinking culture at this particular university. This university is frequently ranked in the top 50 party schools in the nation [45-48], and, over the last decade, it has experienced alcohol-related incidents that have created national headlines. Among several substudies to inform development of this intervention, in this study, we collected, organized, coded, and analyzed social media posts using qualitative research methods. These apply a systematic process of coding content and identifying themes and patterns into classes. The results describe the context of participants’ social media personas in a subjective but systematic scientific manner [49].

Data Sources

Research assistants (RAs) were undergraduate and postgraduate students who captured social media posts. Social media platforms, search terms, hashtags, and specific locations for data collection were defined through iterative discussions with current undergraduates about events, traditions, and local establishments related to the drinking culture at the university. The RAs used hashtags, locations, and search terms commonly associated with the university. RAs searched social media posts from Facebook, Twitter, Instagram, YouTube, College Confidential, Greekrank, and Reddit. These platforms were selected based on the popularity of the platform among students, popularity during the timeframe under review, ability to see posts without a connection to a poster (eg, friend or follower), and durability of content (eg, content is not time limited as on a platform such as Snapchat). Each platform has varying capabilities and levels of anonymity that determine the nature of the messages produced, as described in Multimedia Appendix 1.

Data Collection and Data Exclusion

Between March 2019 and November 2019, RAs gathered publicly available posts and comments about college students’ drinking behaviors published on 7 social media platforms between March 2013 and February 2019; all posts in our data set were generated by students associated with a specific university. RAs were assigned a site, and spreadsheets were developed with the date and time, username, gender (if known), course of study (if known), search terms, likes, shares, views, comments, and content keywords for each post. Given that we used a manual search method and manually reviewed each search term, our goal was to obtain a representative sample, acknowledging that we would not be able to find all available public posts. Instagram and Facebook required log-ins, so RAs created new accounts from which they could capture these posts. To not violate the implicit trust granted by establishing a relationship with a social media poster, these profiles were for log-in purposes only; RAs did not publish any posts, nor did they add, follow, or friend any accounts to view their content. RAs used school computers to search, preventing any stored identifiers on their personal devices from inadvertently influencing posts that were shown. This also prevented any bias introduced by algorithmically curated content based on user preferences. RAs copied the posts into Microsoft Excel files for text posts or saved a screen capture of multimedia posts for analysis. RAs added additional search terms based on the content found, and when finding multiple posts from one profile, we then viewed public profiles to capture additional posts. They choose posts for inclusion if they mentioned alcohol (eg, “Fireball helps me study!”), an incident known to be related to alcohol (eg, an assault on a drunk student), pictured alcohol or alcohol containers (eg, photos of discarded red solo cups outside a fraternity house), or implied alcohol use (eg, “Missed class due a late night with the boys!”). RAs assessed each post viewed using search terms published within our timeframe; however, RAs only captured posts that were relevant to alcohol use. For example, we excluded posts such as “The football team was amazing last night!” As underage drinking is an illegal activity, to protect the confidentiality of posters, all posts gathered were public, which limited the number of posts available to the research team. This prompted us to extend the original search period from 5 to 6 years. We also extended the time frame to 6 years to capture reactions to well-known alcohol-related events that occurred on campus or involved students at the university. Each post was screen captured. Images and Excel files containing written social media posts were uploaded into a qualitative analysis software (NVivo 12).

Qualitative Coding Procedures

The data were organized using an inductive grounded theory approach [50]. Magnitude coding was used to count the number of likes received for each post on Facebook, Instagram, Twitter, and YouTube. Categories were created to display the likes each post received. Magnitude coding identified implicit and explicit drinking behavior on Facebook, Instagram, Twitter, and YouTube posts and described students’ reactions to posts on social media as positive, negative, or neutral. Open codes included concepts such as the culture surrounding alcohol use at the university, social acceptance, peer pressure, alumni influences, news surrounding tragic alcohol-related events, perceptions of Greek life, and students’ ability to drink while maintaining their academic responsibilities.

One researcher reviewed all posts and comments to design a preliminary codebook that defined the codes and described the
coding procedures. Each coder (MNC and JGS) independently coded portions of the data and met weekly to update the codebook with new codes that emerged as more data were coded. An open discussion approach added a third reviewer (JPH) to discuss areas of disagreement [51,52] about how codes were applied to each social media platform. This ensured consistency in how the codes were applied but did not limit the individual coder’s view of each post in terms of positivity or explicitness. Coders recoded the data with disagreement, along with the remaining data. After the initial round of independent coding was completed, we assessed the consistency between the 2 coders using the Cohen \( \kappa \) score. The final \( \kappa \) value was 0.96, reflecting excellent interrater reliability [53]. Twitter was excluded from the overall interrater reliability owing to less than half (809/2183, 37.06\%) of the total tweets collected being coded, which resulted in a low overlap of codes. Compared with Instagram, almost all posts were coded as 99\% (112/113). Table 1 provides the interrater agreement for the data from each social media platform.

Table 1. Interrater reliability and percent agreement by social media platform.

<table>
<thead>
<tr>
<th>Social Media Platform</th>
<th>Cohen ( \kappa ) Score</th>
<th>Percent Agreement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instagram</td>
<td>1.00</td>
<td>100</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.78</td>
<td>94.5</td>
</tr>
<tr>
<td>YouTube</td>
<td>0.86</td>
<td>96.3</td>
</tr>
<tr>
<td>College Confidential</td>
<td>0.79</td>
<td>96.2</td>
</tr>
<tr>
<td>Greekrank</td>
<td>0.87</td>
<td>97.8</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.42</td>
<td>95.6</td>
</tr>
<tr>
<td>Reddit</td>
<td>0.35</td>
<td>90.7</td>
</tr>
<tr>
<td>Overall interrater reliability</td>
<td>0.96</td>
<td>98.8</td>
</tr>
</tbody>
</table>

Ethics Approval
RAs did not friend, follow, or establish a relationship with anyone who had posted; we only reviewed publicly available posts to avoid violating the privacy or implicit trust of any social media user. This study was approved by the Social and Behavioral Science Institutional Review Board of the University of Virginia (protocol 3282).

Results

Posts by Platform

Multimedia Appendix 1 describes the platforms, how we accessed the platform, why the platform was selected, and the number of posts coded (n=1151). Of the social media posts from 2013 to 2019 related to binge drinking at the university, Twitter generated the most posts in this study, followed by Instagram, Greekrank, and Reddit. Fewer posts were gathered from College Confidential, Facebook, and YouTube. Although we considered only using Twitter in our analysis, the other platforms offered a wide variety of viewpoints, attracted users from different perspectives, and reflected posts that may be made at different points in the drinking cycle. Owing to the team’s interest in informing intervention development, we included platforms with fewer posts to ensure that data points were from more sources in our analysis.

Social media posts by students before, during, and after alcohol use provided information about students’ and peers’ real-time attitudes and beliefs. For example, on Instagram, 2 posts illustrated student attitudes toward fake IDs. The first was a video of a creased fake ID containing personally identifiable information. The second showed a photo with the caption “three girls one fake,” clearly documenting illegal behavior by multiple students using a fake ID to obtain alcohol while under the legal age. On YouTube, a video showed a young woman looking for an entrance to the hospital emergency room encountering police, which resulted in her arrest. Many student posts included the phrase “Work hard, play hard.” Photos included a picture of a student studying for examinations, surrounded by 25 open cans of beer. Other posts showed alumni and parents joining in parties that included descriptions or depictions of binge drinking behavior.

Social media posts with positive reactions framed the university as a party school, with extreme drinking behavior as the norm. Posts on lifestyle-centered social media platforms, such as Instagram and Greekrank, tended to portray drinking in a glamorous manner, with negative comments reserved for criticizing the quality of parties and events. On platforms where users posted more about the university as an institution of higher learning (Reddit and College Confidential) than about individual student lives, we found more posts that included negative comments about the perceived drinking-centric culture at the school, implying that students who choose not to drink may have a more difficult time fitting in.

Classification of Drinking Attitudes
Drinking attitudes on each platform were classified as positive, neutral, or negative. Table 2 summarizes the attitudes specific to each platform with exemplary posts. Table 3 reports the frequencies of each category of drinking attitudes found on each social media platform. Across all types of posts reviewed, we found that positive drinking attitudes were the most common, followed by negative and then neutral attitudes. These varied by platform. College students’ Instagram and Facebook alcohol posts frequently depicted alcohol in a positive social context (118/134, 88.1\%), with fewer being classified as neutral (8/134, 6\%) or negative (8/134, 6\%).
Table 2. Definition of positive, neutral, and negative by platform.

<table>
<thead>
<tr>
<th>Platform and definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instagram</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>The overall tone of the user’s attitude is positive and glorifying alcohol consumption making alcohol consumption look glamorous and appealing.</td>
</tr>
<tr>
<td></td>
<td>• Two smiling girls sitting on the steps of a deck, obviously under the influence and surrounded by red solo cups and empty bottles, with a caption about what a good day it was.</td>
</tr>
<tr>
<td>Neutral</td>
<td>The user is not suggesting an opinion on alcohol. Posts that belong in this category include post about events on campus.</td>
</tr>
<tr>
<td></td>
<td>• A photo of a historic marker near several fraternity houses, with alcohol bottles and cups in the background.</td>
</tr>
<tr>
<td>Negative</td>
<td>Posts discussing the culture and behaviors of students negatively in regard to over consumption of alcohol. Posts discussing how alcohol is harmful to students and their environment.</td>
</tr>
<tr>
<td></td>
<td>• A close-up photo of empty bottles and cups lying in the gutter of a public street with a caption about the unacceptable behavior of university students.</td>
</tr>
<tr>
<td><strong>Facebook</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>The overall tone of the user’s attitude is positive and glorifying alcohol consumption making alcohol consumption look glamorous and appealing.</td>
</tr>
<tr>
<td></td>
<td>• A photo of the membership of a fraternity outside of their house with an American flag and many of the brothers holding drinks in salute.</td>
</tr>
<tr>
<td>Neutral</td>
<td>No neutral Facebook posts.</td>
</tr>
<tr>
<td></td>
<td>N/A^a</td>
</tr>
<tr>
<td>Negative</td>
<td>No negative Facebook posts.</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td><strong>YouTube</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>The overall tone of the user’s attitude is positive and glorifying alcohol consumption making alcohol consumption look glamorous and appealing.</td>
</tr>
<tr>
<td></td>
<td>• A current student provides a guided tour of the collection of restaurants and bars near campus and advises on which are fun as well as easy to obtain alcohol while underage.</td>
</tr>
<tr>
<td>Neutral</td>
<td>No neutral YouTube posts.</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Negative</td>
<td>No negative YouTube posts.</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Twitter</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>The overall tone of the user’s attitude is positive and glorifying alcohol consumption making alcohol consumption look glamorous and appealing.</td>
</tr>
<tr>
<td></td>
<td>• “God I love tequila and cute boys who know how to sing!” with hashtags that link it to the university.</td>
</tr>
<tr>
<td>Neutral</td>
<td>The user is not suggesting an opinion, just stating a fact or news update. Posts that belong in this category include posts about traumatic events that happened.</td>
</tr>
<tr>
<td></td>
<td>• “Alcohol and Drug Abuse Prevention Task Force challenges concept (traditions of excessive drinking by students at specific events).” (includes a link to a newspaper article that prevents several perspectives)</td>
</tr>
<tr>
<td>Negative</td>
<td>Posts discussing the culture and behaviors of university students negatively in regard to over consumption of alcohol. Posts discussing how alcohol is harmful to students and their environment. Posts that belong in this category also include posts about user’s opinions on traumatic events that happened on campus.</td>
</tr>
<tr>
<td></td>
<td>• “(Event) looks like Lily Pulitzer vomited on the entire (school) population.”</td>
</tr>
<tr>
<td></td>
<td>• “White privilege, (Event) 2017 style.”</td>
</tr>
<tr>
<td></td>
<td>• Both tweets accompanied by photos of students drinking at an event.</td>
</tr>
<tr>
<td><strong>College confidential</strong></td>
<td>Posts include students talking positively about events on campus and adjusting well into the school culture with and without consumption of alcohol.</td>
</tr>
<tr>
<td></td>
<td>• “…but I would go again if I got to do it over (somehow I think you would not go again). A listserv primarily for notifying students of alcohol-free events was updated weekly when I attended; I can’t attest to who updates it now or how frequently. I would agree that most people drink even if they are not involved in Greek life (‘Thirsty Thursday’ is a grounds-wide saying) but I was happy enough sober.”</td>
</tr>
<tr>
<td>Platform and definition</td>
<td>Example</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Neutral</td>
<td>The user is not suggesting an opinion.</td>
</tr>
<tr>
<td></td>
<td>• “Over the past couple of decades, fraternities have gradually been required to use stricter controls on parties. Guest lists, BYOB, etc. This isn’t unique to (this university) though. It’s simply a sign of the times. But it does make it harder for non-Greeks to be part of the Greek social scene. In any event, if joining the Greek system isn’t your thing, it just means you need to build your own social circle whether through clubs and whatnot. Note that after first year, a large number of university students live off campus, so I imagine a lot of Non-Greeks simply have get together at their apartments or even hang out at (local) restaurants and bars.”</td>
</tr>
<tr>
<td>Negative</td>
<td>Posts discussing the culture and behaviors of university students negatively in regard to over consumption of alcohol. Students having a hard time adjusting to the culture at the university. Students complaining about excessive alcohol consumption and lack of alternative activities and ways to bond with other students.</td>
</tr>
<tr>
<td></td>
<td>• “Bottom-line, this is NOT a good place to come if you do not plan on being a moderate to heavy party-goer. Yes, you can survive on the periphery of the social scene by not drinking but you will never get that ‘quintessential’ university experience that current students and alum rave about. Don’t let anyone try to convince you otherwise.”</td>
</tr>
<tr>
<td>Greekkrank</td>
<td>Students rating fraternity chapters positively based on their availability of alcohol and social events. Posts in this category include posts that place higher social status on fraternity chapters based on their availability of alcohol, women, and social events.</td>
</tr>
<tr>
<td>Positive</td>
<td>• “These guys really know how to party. Except sometimes that causes problems because I pass out at their house, but the guys are super nice and always find a way to get me home back to dorms. Great guys all the way around!”</td>
</tr>
<tr>
<td></td>
<td>• “Top house, biggest parties, coldest beers, hottest women.”</td>
</tr>
<tr>
<td>Neutral</td>
<td>Posts in this category include students discussing how fraternity chapters could improve by throwing more social events and having more availability of alcohol. Fraternities in this category are average party goers. These fraternities fall somewhere in the middle between very high social status and very low.</td>
</tr>
<tr>
<td>Negative</td>
<td>Students rating fraternity chapters negatively based on their lack of availability of alcohol, attractive women, and social events.</td>
</tr>
<tr>
<td></td>
<td>• “A brother puked on me from above in a balcony. They have absolutely no class or alcohol tolerance. Not ‘true Southern gentlemen’ like they think they are.”</td>
</tr>
<tr>
<td></td>
<td>• “Superficial brotherhood. Serves watered down punch.”</td>
</tr>
<tr>
<td></td>
<td>• “Buncha trust fund betas who genuinely think they’re alphas.”</td>
</tr>
<tr>
<td></td>
<td>• “Drink 7 beers and pretend to black out...soft.”</td>
</tr>
<tr>
<td>Reddit</td>
<td>Posts include students talking positively about events on campus and adjusting well into the university culture with and without consumption of alcohol.</td>
</tr>
<tr>
<td>Positive</td>
<td>• “You have to make your own fun. You can try to socialize with people at parties without drinking—go early before people are totally wasted. Fill that solo cup with water and laugh as people get less funny, more incoherent then leave when you’re bored.”</td>
</tr>
<tr>
<td>Neutral</td>
<td>The user is not suggesting an opinion, just stating a fact or news update.</td>
</tr>
<tr>
<td></td>
<td>• “You still need an ID at those bars unless you come in early. It doesn’t have to be a good fake but u need one.”</td>
</tr>
<tr>
<td>Negative</td>
<td>Posts discussing the culture and behaviors of university students negatively in regard to over consumption of alcohol. Students complaining about excessive alcohol consumption and lack of alternative activities and ways to bond with other students.</td>
</tr>
<tr>
<td></td>
<td>• “It is concerning that the first people encountered at the hospital did nothing to help, other than pointing them to the ER, and that it took so long after the police arrived to begin to move her into the ER—it seems this was dealt with more as a law enforcement matter than an emergency medical situation, which it could have been. That said, it is hard to feel too sorry for either one of the girls, and they should know that people who tend to become angry or combative when drunk have a strong tendency to get themselves in trouble from drinking. I seriously hope they learn something from this.”</td>
</tr>
</tbody>
</table>

\(^{a}\text{N/A: not applicable.}\)
Table 3. Attitudes toward drinking by social media platform.

<table>
<thead>
<tr>
<th>Types of social media</th>
<th>Instagram (n=111)</th>
<th>Facebook (n=23)</th>
<th>Twitter, (n=373)</th>
<th>YouTube (n=8)</th>
<th>Reddit (n=80)</th>
<th>College confidential (n=38)</th>
<th>Greekrank (n=108)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drinking attitudes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>95 (85.6)</td>
<td>23 (100)</td>
<td>104 (27.9)</td>
<td>8 (100)</td>
<td>25 (39)</td>
<td>3 (10.7)</td>
<td>48 (44.4)</td>
</tr>
<tr>
<td>Negative</td>
<td>8 (7.2)</td>
<td>0 (0)</td>
<td>179 (48)</td>
<td>0 (0)</td>
<td>20 (31.2)</td>
<td>25 (65.8)</td>
<td>47 (43.5)</td>
</tr>
<tr>
<td>Neutral</td>
<td>8 (7.2)</td>
<td>0 (0)</td>
<td>90 (24.1)</td>
<td>0 (0)</td>
<td>35 (54.6)</td>
<td>10 (26.3)</td>
<td>13 (12)</td>
</tr>
</tbody>
</table>

aNot all posts were directly related to drinking attitudes and only those posts that displayed a drinking attitude were included.
bThis platform included posts that displayed multiple drinking attitudes.

Classification of Alcohol Use Depictions

Drinking experiences were classified as implicit or explicit on platforms with photographs. Explicit alcohol use was common on Instagram and Facebook, seen in 66.7% (74/111) of Instagram posts, whereas the remaining Instagram posts alluded to alcohol consumption and were coded as implicit (37/111, 33.3%). Facebook posts were usually explicit in depicting alcohol use (21/23, 91%), with a few implicit consumption posts (2/23, 9%). Facebook, Instagram, and YouTube used a visual medium and were grouped together for the analysis. Posts on these platforms (with similar definitions of positive, neutral, and negative) showed more explicit alcohol consumption (102/140, 72.9%; Table 2). Nearly all posts containing explicit alcohol consumption were depicted as positive by the person posting (99/102, 97%); only 3% (3/102) were portrayed as negative. Similarly, implicit alcohol consumption was mostly portrayed as positive (31/38, 81%), with only 18% (7/38) of these posts seemingly negative by the person posting. All YouTube posts were categorized as positive and explicit.

In contrast, posts on Reddit, College Confidential, and Greekrank showed a wider range of views on alcohol events. Overall, 31% (20/64) of the Reddit posts portrayed alcohol consumption as negative, 54% (35/64) as neutral, and 39% (25/64) as positive. College Confidential frequently portrayed alcohol consumption as negative (25/34, 73.5%), with a minority of posts about alcohol (3/34, 10%) being positive. Greekrank posts were evenly split as positive (48/71, 44%) or negative (47/71, 43%). Compared with Instagram, Facebook, and YouTube, College Confidential, Greekrank, and Reddit had fewer alcohol-related posts depicted as positive. Finally, we identified high-risk drinking events in the local areas where college students tend to frequently binge drink. Examples included gatherings at local bars and restaurants, festivals, fraternity houses, yearly events, and traditions around academic breaks, seasons of the year, and sports events. Most of these events were displayed positively. Negative events (eg, student injuries) were positive toward the student but negative toward the university administration. Of the posts that exhibited high-risk drinking events, most (274/370, 74.1%) were shown in a positive social context, whereas only 25.9% (96/370) were shown in a negative social context.

Peer Reactions to Posts

On average, Instagram posts received 350 likes, or positive feedback tags placed on posts by viewers other than the original poster to indicate their reaction (mean 350.1, SD 1224.38). More than half of all Instagram posts had over 100 likes (65/111, 58.6%). On Instagram, only 12.6% (14/111) of the posts had fewer than 20 likes. Facebook posts received 43 likes on average (mean 43.3, SD 51.9), and only 17% (4/23) of Facebook posts had over 100 likes, whereas nearly half of all Facebook posts had fewer than 20 likes for each post (11/23, 48%). Table 4 summarizes peer feedback on these posts.

Table 4. Implicit and explicit alcohol content on Instagram, Facebook, and YouTube.

<table>
<thead>
<tr>
<th>Drinking behaviors</th>
<th>Instagram (n=111)</th>
<th>Facebook (n=23)</th>
<th>YouTube (n=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit alcohol content</td>
<td>37 (33.3)</td>
<td>2 (8.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Explicit alcohol content</td>
<td>74 (66.7)</td>
<td>21 (91.3)</td>
<td>8 (100)</td>
</tr>
</tbody>
</table>

Count of “likes” (if videos, count of “views”)

<table>
<thead>
<tr>
<th>Count</th>
<th>Instagram</th>
<th>Facebook</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20</td>
<td>14 (12.6)</td>
<td>11 (47.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>20-50</td>
<td>15 (13.5)</td>
<td>6 (26.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50-100</td>
<td>17 (15.3)</td>
<td>2 (8.7)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>100-500</td>
<td>51 (45.9)</td>
<td>4 (17.4)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>≥500</td>
<td>14 (12.6)</td>
<td>0 (0)</td>
<td>6 (75)</td>
</tr>
</tbody>
</table>

Common Themes

As we worked with the data, the coders noticed that certain words frequently appeared. The largest words showed the highest frequency, included alcohol, culture, Greek, drunk, and party. The visual representation of the word cloud shows the common words in the content of social media posts.
Discussion

Principal Findings

Students post alcohol use content, which was then liked, retweeted, and shared, likely reinforcing the poster, who is creating a public image of a desirable life to their peers. Students freely shared their drinking behaviors and attitudes toward alcohol use on publicly accessible social media platforms [54,55], visible not only by peers but also by school administrators, parents, and future employers. Thus, the impact of student posts could extend beyond current social networks, but posts reflected little concern about how social media history could influence future prospects.

Alcohol-related events including student deaths have made headlines. Some social media posts showed that students believed that the university should have done more to prevent these tragedies. In other cases, social media posts indicated an attitude of blaming the victims for being in these dangerous situations. Few posts mentioned the dangers related to excessive drinking or taking responsibility for drinking behavior. Instead, more posts showed students in situations where they could use help and guidance, such as posts showing students passed out in public spaces, intoxicated while walking on the streets, and other situations where their safety and well-being are at risk. These posts demonstrate that students may need a convenient, easy-to-understand resource that explains the university’s policies on alcohol use and how to obtain help. This guidance should be available at the moment of excessive drinking.

Several social media posts included multiple generations of alumni and current students drinking alcohol together. These posts demonstrate that drinking is normative and multigenerational. This implies that students must drink alcohol to have a typical, happy experience at the university. Although there were some posts critical of the portrayed drinking culture, a few posts showed that moderate drinking is an option. A few posts shared the idea that it is possible to have a satisfying, fun, and enjoyable college social life without participating in binge drinking. Some students indicated a desire for greater availability of events and opportunities that are not centered on alcohol use, both by students who abstain and those who would like a break from always drinking when socializing.

Limitations

We did not capture every social media post on the selected platforms nor did we capture data from all possible social media platforms. For example, Snapchat is a popular platform in which posts are time limited, with privacy protections that limit the public availability of posts, making it unavailable for data collection. Snapchat videos, also known as stories, were not investigated, as they cannot be seen unless you are a friend of the poster, which adds a limitation. Stories are deleted after 24 hours, and it is possible that it is a key platform for sharing binge drinking [54] that we were unable to access. Platforms such as Facebook and Instagram have increased privacy options, and users may restrict nonfollowers from viewing their content. By limiting the searches for this study to publicly available posts, we may have missed content that portrays different drinking norms. In addition, searching platforms such as Twitter is complicated, as hashtag searches often yield numerous posts that are not relevant to the topic. For example, searching for the university name resulted in posts about sports teams, faculty news, and other non–student-generated content. Despite these limitations, we captured a representative sample of public student posts from different platforms. The student perspectives expressed on publicly available social media show little evidence of faking good that could occur when participants are interviewed or surveyed.

Comparison With Prior Work

Other studies on social media and binge drinking have examined responses to specific messages [56,57], the number of posts [58], and habits of social media use [58,59] compared with reported drinking behavior. This study adds to the literature by analyzing the content of posts and responses to posts from multiple platforms. These data create a picture of drinking behaviors at the university that has implications for the development of interventions. Specifically, this study identified 5 concerning themes that the interventions could address. First, public posts clearly showed students engaging in risky drinking behaviors. Tips and tools for managing drinking (and posting about it) in real time are needed. Second, several posts showed that students who did not know how to access or ask for help because of concerns that they or their friends would face consequences. Third, social media posts depict a norm that all students at the university drink heavily and that a happy social life depends upon binge drinking. Fourth, these public posts could sometimes harm student reputation. Fifth, several posts showed that parents and alumni were part of the drinking culture, including posts made by parents while drinking with students. On the basis of these themes, we offer 5 recommendations to reduce harm related to excessive drinking among college students. First, the early timing (often before or during the first semester of college) and universal targets of alcohol education should be reconsidered. In addition to existing alcohol education, we assert that there is a need for tailored, easy-to-use tools that students can use in real time when drinking. Second, universities should show students how to obtain help from themselves or their peers during drinking without penalty, even if they are underage. Third, students at the university (and likely others) need assistance in finding popular alcohol-free social activities. Fourth, colleges should raise students’ awareness of their web-based reputations and provide options to help them repair their web-based reputations if public posts show them under the influence of alcohol. Fifth, universities should encourage parents and alumni to modify their own drinking habits at university events or gatherings to provide better role modeling. Previous studies have found that interventions encouraging parents to model acceptable limits for alcohol consumption can have a positive impact on delaying and reducing student drinking [60-64].

Conclusions

This qualitative analysis of social media posts on college student drinking is the first to characterize student posting and commenting behavior across multiple social media platforms. This adds to a growing body of literature showing that analyzing social media can reveal the context of hazardous drinking
behavior [65]. An important contribution of this study is that it demonstrated the attitudes and actions of students during binge drinking; these may differ substantially from what students report on alcohol use surveys. Important and novel findings are as follows: (1) social media platforms are being used before, during, and after the time of hazardous drinking; (2) most posts showing consequences of excessive drinking occurred in near real time; (3) the majority of posts showing explicit alcohol consumption were positively reciprocated with more likes and comments indicating students’ positive attitudes toward risky drinking behaviors; peers’ comments about their peers’ posts create an web-based social context that strongly reinforces risky drinking behavior; and (4) students are often depicted in risky situations when drinking, and posts about these could damage student reputations or future prospects. The study identified students’ thoughts and beliefs about the binge drinking culture at one university, but it is likely that the concerning themes and resulting recommendations will be generalized to other colleges.

Finally, this social media review identifies several new targets for intervention. Students need real-time interventions during their drinking episodes before they experience harm. Students lack awareness of resources for improving safety for themselves and their peers while drinking and need to access this guidance when witnessing excess drinking. Students also need consciousness-raising interventions regarding the risks of creating or allowing social media posts during drinking episodes. These and other behavioral targets could be addressed by platforms such as mobile apps that could provide information during drinking episodes. A thoughtfully developed mobile app could provide tailored, real-time tracking of drinking behavior; guidance to improve student drinking safety; and reminders against posting content that could harm reputations and limit future options.
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Abstract

Background: There is solid evidence that lack of physical activity (PA) is a risk factor for chronic diseases. Sufficient levels of PA in childhood and adolescence are particularly important, as they can set the standards for PA levels in adulthood. The latest reports show that only a small percentage of adolescents reach the recommended levels of PA in European Union countries at the age of 15 years. In view of the scale of the problem, it is crucial to develop interventions that promote and support PA in adolescents. Considering their low implementation costs and ubiquitous presence, smartphone apps could be advantageous as a part of PA interventions.

Objective: This study aimed at investigating the attitudes and preferences of adolescents aged 16-18 years toward various PA app features and components that could (1) make the app more attractive for them and consequently (2) increase their interest and engagement with the app.

Methods: Two separate focus group discussions were conducted in 2 groups of adolescents (n=4 each) aged 16-18 years. Focus groups were carried out online via video conference. The discussions were conducted using a semistructured interview. Participants (n=8; 4 males and 4 females) had a mean age of 17.25 years (SD 0.82 years). Transcripts were analyzed following the approach by Krueger and Casey, that is, categorizing participants’ answers and comments according to the questions and themes from the focus group schedule.

Results: Features, such as “goal setting and planning,” “coaching and training programs,” “activity tracking,” “feedback,” and “location tracking” were appraised as attractive, motivating, and interesting. An “automatic activity recognition” feature was perceived as useful only under the condition that its precision was high. The “reminders” component was also deemed as useful only if a range of conditions was fulfilled (timeliness, opportunity for customization, etc). The features “mood and sleep tracking,” “sharing workout results via social networks,” “digital avatar and coach,” and “rewards” were generally perceived negatively and considered as useless and not motivating. In general, participants preferred features with an easy-to-navigate interface and a clear, simplistic, and straightforward layout with a modern design. Customization and personalization qualities were highly appreciated throughout an app, together with data precision.

Conclusions: This study contributes to the understanding of the features and components preferred by adolescents in apps promoting PA. Such apps should provide users with precise data, and have a simplistic modern design and a straightforward easy-to-use interface. Apps should be personalized and customizable. Desired features to be included in an app are goal setting features, coaching and training programs, activity tracking, and feedback, among others.
and planning, feedback, coaching and training programs, and activity tracking. The features should involve high levels of data precision and timely delivery while taking into consideration the real-life context.

(JMIR Hum Factors 2022;9(2):e33972) doi:10.2196/33972
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Introduction

Physical activity (PA) has been shown to be beneficial for both mental and physical health, while a lack thereof is known to be a risk factor for chronic and cardiovascular diseases [1]. Sufficient levels of PA in childhood and adolescence are particularly important, as it can set the standards for PA levels in adulthood [2]. The latest reports show that less than 20% of girls and 25% of boys reach the recommended levels of PA in European Union countries at the age of 15 years [1,3]. In view of the scale of the problem, it is crucial to develop interventions that promote and support PA in adolescents globally. Adolescents aged 16-18 years deserve special attention, as they display the lowest absolute PA levels among adolescents aged 5-19 years and are considered an at-risk group [4,5].

Smartphones have become ubiquitous devices among the young population over the last few years. In 2019, an estimated 94% of European young people accessed the internet on a daily basis, and 92% used mobile phones to access the internet away from home and work, according to Eurostat [6]. Considering their low implementation costs and pervasive presence, smartphones could be advantageous as a part of PA interventions, while also benefiting from multiple built-in sensors (eg, accelerometer, pedometer, GPS sensor, camera, and microphone) [7].

Smartphone apps are available through popular digital distribution services or app markets (eg, Apple App Store, Google Play Store, and Windows Phone Store). A recent review of apps aiming at improving diet, increasing PA, and reducing sedentary behavior in children and adolescents suggested that (1) there are fewer apps developed for adolescents than for adults; (2) the quality of apps is moderate, scoring the lowest for information quality and demonstrating a lack of theory-based (behavior change techniques and theories) and evidence-based (PA guidelines) approaches, which is congruent with reviews of PA apps for adults; (3) more formative research is needed to better understand the factors that improve adolescents’ engagement and app quality [8]. Despite the increased interest in this field, there is a paucity of studies exploring and developing smartphone apps that promote and support PA in adolescents. A recent scoping review analyzing a range of evidence (both quantitative and qualitative) available on smartphone-based mobile health (mHealth) PA interventions and looking into the development and evaluation trajectory of smartphone-based mHealth PA interventions identified a lack of qualitative and quantitative studies exploring adolescents’ views and experiences of apps promoting PA [9].

Existing qualitative studies exploring smartphone use for health purposes mainly focused on adult populations in several contexts, including PA [10-13], health behavior change [14,15], health and fitness [16], and well-being [17]. Sample sizes in these studies vary, and the methods of data collection range from focus groups to online surveys, interviews, and “think aloud” methods. For example, Rabin and Bock [10] used a combination of a survey and a semistructured interview to collect feedback on 3 PA apps that can guide the development of theory-based and empirically based apps incorporating preferences of adults. Ehlers and Huberty [11] used an online survey to identify theory-based behavioral and technological features preferred by middle-aged women. Middelweerd et al [12] used a series of focus group discussions to explore students’ preferences regarding a PA app. In their study, 30 participants aged between 18 and 25 years used the Nexercize app for 3 weeks and subsequently participated in a focus group discussion. Finally, Baretta et al [13] implemented a combination of a “think-aloud” methodology and in-depth interview techniques to examine the features of apps, such as “Runtastic Running & Fitness Tracker,” “Endomondo - Running & Walking,” and “Runkeeper - GPS Track Run Walk,” which are important for users’ engagement during the first exposure and after 2 weeks of using 1 of the 3 commercial apps.

In order to address these gaps in the literature, 2 separate focus group discussions were conducted in 2 groups of adolescents (n=4 each) aged 16-18 years, to investigate their experiences, attitudes, and preferences toward various PA app features and technologies that could (1) make the app more attractive for them and consequently (2) increase their interest and engagement with the app. This formative study was conducted to better understand the factors that improve adolescent engagement and app quality, and to ultimately inform the development of a mobile app focused on promoting PA among adolescents. The following research question was addressed: what features and components are preferred by adolescents (aged 16-18 years) in apps promoting PA?

Methods

Recruitment

As we intended to target a sample of adolescents aged 16-18 years, local schools were chosen as a recruitment location. As a consequence of lockdown measures because of the COVID-19 pandemic, it was difficult to recruit participants directly from schools, so we eventually used social networks as a recruitment platform. Students, who were interested and owned a smartphone, were initially asked to complete a questionnaire assessing their level of PA (Physical Activity Questionnaire for adolescents [PAQ-A]) [18,19], demographics, and experience with PA apps. Participants and their parents were asked to sign an informed consent form before taking part in the discussion.
session. An effort was made to include participants with both high and low levels of PA, as individual PA profiles may affect the preference of certain features of PA apps [12]. The PAQ-A questionnaire score ranges from 1 (low PA) to 5 (high PA). After completing the questionnaire, participants were divided into the following 2 focus groups: a group with participants who had a PAQ-A score below 3 (low level of weekly PA), and a group with participants who had a PAQ-A score of 3 or above (moderate to high level of weekly PA). To ensure representativeness of the focus groups, additional attention was paid to gender balance in both groups.

**Design**

The design was guided by recommendations on the appropriate conduct of focus group discussions provided by Breen [20], and Krueger and Casey [21]. Both focus groups were carried out in Luxembourg online, using the videoconferencing software Skype for Business 2016. The moderator had previous experience of conducting qualitative research using interviewing techniques. Discussions were conducted using a semi-structured interview guide. The moderator anticipated 90 minutes for each discussion; however, sessions could be prolonged, if needed. Both focus group discussions were audio and video recorded and transcribed verbatim, and the data were pseudonymized. A small incentive (€20 [US $21] voucher) was sent to participants after their participation in the discussion session.

**Ethics Approval**

The study was approved by the Ethics Review Panel of the University of Luxembourg (ERP 19-046A2 MAPA).

**Participants**

Eligible participants (n=10) were students between 16 and 18 years of age. Due to dropout related to technical difficulties, only 8 participants took part in the focus group discussions. Participants were required to own a smartphone with internet access and to have some experience with PA apps prior to the session to ensure a meaningful focus group discussion. The sessions were conducted in English; therefore, all participants were required to have a sufficient command of the English language. Eligible participants were required to be healthy and to have no contraindications for PA participation.

**Procedure**

The 2 focus groups were held on separate days. Prior to the focus group discussions, signed consent forms were sent to the moderator. The moderator tested participants' language comprehension before commencing with the focus group discussion, and to avoid language barriers, the moderator used plain English and rephrased questions when needed. Then, during the online focus group session, the moderator welcomed participants and proceeded with the general overview of the topic. Further, the moderator ensured that participants were aware of the purpose of the study and its procedures, stated the ground rules for the focus group discussion, and underlined that the ensuing discussion was audio and video recorded for research purposes, assuring confidentiality and anonymity of transcriptions [20].

The focus group discussion started with a sequence of questions previously described by Dennison (Multimedia Appendix 1) [14]. Participants were initially asked to describe how often they use their smartphones, for which purposes, and which apps were used the most. In the next step, participants answered questions about their personal experience of smartphone apps for PA. To prompt a further discussion, the moderator used trigger materials that were explained and distributed among the participants (Multimedia Appendix 1). These materials included graphic examples of the most popular components present in both commercial and research-grade apps aimed at promoting PA. The list of app components presented to participants is shown in Textbox 1. The moderator offered a summary of key questions and sought confirmation from participants.

After the interviewer presented each app component, participants were asked to comment on their thoughts and feelings in terms of perceived usefulness and relevance. Next, participants were asked to write their own “ideal” rewards that would motivate them to be more physically active in the chat window. At the final stage of the discussion, participants were asked questions about subsequent app development (“Questions specific for the MAPA app development trial” section in Multimedia Appendix 1). The analysis of this section was not included in this study. Although the focus group discussions were using a semi-structured interview approach, sessions were conducted as “guided conversations,” enabling the discussion to flow into unexpected directions [15]. At the end of the session, participants received the incentive as a token of gratitude.
Textbox 1. App components presented to the participants.

<table>
<thead>
<tr>
<th>App components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Goal setting and planning</td>
</tr>
<tr>
<td>2. Coaching and training programs</td>
</tr>
<tr>
<td>3. Activity tracking</td>
</tr>
<tr>
<td>4. Mood and sleep tracking</td>
</tr>
<tr>
<td>5. Feedback</td>
</tr>
<tr>
<td>6. Sharing workout results via social networks</td>
</tr>
<tr>
<td>7. Social support and comparison (in-app social profile and challenges)</td>
</tr>
<tr>
<td>8. Location tracking</td>
</tr>
<tr>
<td>9. Automatic activity recognition</td>
</tr>
<tr>
<td>10. Digital avatar and coach</td>
</tr>
<tr>
<td>11. Rewards (virtual)</td>
</tr>
<tr>
<td>12. Reminders</td>
</tr>
</tbody>
</table>

Data Collection, Management, and Analysis

Both focus group discussions were video and audio recorded, and transcribed verbatim. A pseudonym was created for every participant to ensure anonymity. The transcripts were analyzed using the focus group discussion analysis methodology described by Krueger and Casey [21], which consist of categorizing participants’ answers and comments according to the questions and themes from the focus group schedule using a word processor and consequently writing a descriptive summary for answers to each question or theme. A student assistant was involved in the transcription, coding, and categorization process. The fragments extracted from the transcripts were split according to the respective focus group discussion. This was done to identify differences between the 2 groups defined by their PA level. The data were later combined for further analysis [12].

Results

Overview

Among 10 eligible participants, 8 took part in focus group discussions (Table 1). Among the 8 participants, 2 were aged 16 years, 2 were aged 17 years, and 4 were aged 18 years (mean age 17.25 years, SD 0.82 years). To ensure gender balance, an equal number of males (n=4) and females (n=4) were enrolled. All participants were living in Luxembourg and studying in local schools (upper secondary education). All participants stated that they had no health issues or any other limitations preventing them from participating in any type of PA. Only 4 participants reported moderate to high levels of weekly PA, as assessed by the PAQ-A questionnaire. Every participant owned a smartphone and had experience of using at least one fitness app, mostly Garmin TrainingPeaks, Strava, Nike Training Club, or Adidas Runtastic, tracking mainly such activities as running, cycling, (gym) workouts, and swimming. Participants provided comments on various app components, which were further summarized as key themes.
Table 1. Participants' characteristics.

<table>
<thead>
<tr>
<th>Focus group number</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Grade</th>
<th>PAQ-A score</th>
<th>Performed sports</th>
<th>Physical activity apps used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>Female</td>
<td>3</td>
<td>2.75</td>
<td>Cycling and running</td>
<td>Garmin TrainingPeaks</td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>Female</td>
<td>1</td>
<td>2.75</td>
<td>Running</td>
<td>Garmin TrainingPeaks</td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>Female</td>
<td>1</td>
<td>2.6</td>
<td>Cycling, running, and rugby</td>
<td>Garmin TrainingPeaks, Strava</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>Male</td>
<td>3</td>
<td>2.8</td>
<td>Cycling, running, soccer, and gym workouts</td>
<td>Garmin TrainingPeaks, Strava, and Nike Training Club</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>Male</td>
<td>1</td>
<td>4.35</td>
<td>Cycling, running, soccer, and basketball</td>
<td>Adidas Runtastic</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>Male</td>
<td>2</td>
<td>3.5</td>
<td>Cycling, running, soccer, and basketball</td>
<td>Garmin TrainingPeaks</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>Female</td>
<td>1</td>
<td>3.68</td>
<td>Cycling, running, swimming, and volleyball</td>
<td>Adidas Runtastic, Garmin TrainingPeaks, and Nike Training Club</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>Male</td>
<td>2</td>
<td>3</td>
<td>Cycling, running, soccer, and skateboarding</td>
<td>Garmin TrainingPeaks</td>
</tr>
</tbody>
</table>

aPAQ-A: Physical Activity Questionnaire for adolescents.

Ubiquitous Themes
Throughout the majority of discussed topics in both focus groups, certain comments indirectly related to the initial questions resurfaced on multiple occasions. These comments were united into “ubiquitous themes” related to app features. These themes were centered around design, customization and personalization, and data precision.

Design
Participants preferred a clear and simplistic app layout with an easy-to-navigate interface. Overall, apps were appraised while having modern looks and appealing colors (Adidas Runtastic and Garmin TrainingPeaks). Participants also preferred information to be displayed in a logical and straightforward manner. Any irrelevant or overcomplicated data were disliked, together with a scattered or complex layout.

Customization and Personalization
For an app to be appealing, it had to combine such qualities as flexibility and diversity. While customization refers to adjustments done by users, personalization refers to adjustments done by an app or a platform. Specifically, the majority of the features were perceived as appealing when the content was personalized and a user was able to customize it toward her/his preferences (hiding or unhiding various features, changing colors, etc). A user should be able to turn on/off different features (eg, location tracking), and the content (eg, proposed workouts) should be diverse and customizable.

Data Precision
Various app features were only perceived as useful if data provided in the feedback tab were precise and accurate; otherwise, they were perceived as useless and ineffectual.

Differences Between Focus Groups
The analysis showed agreement concerning general themes between both groups. The only difference between group 1 (participants with low PA levels) and group 2 (participants with moderate and high PA levels) concerned the perception of the “social support and comparison” feature (in-app social profile and challenges). This feature involves exposing user’s activity and achievements within an app’s social ecosystem. While group 1 appreciated this feature and perceived it as motivating and fun, group 2 mainly disliked it (accounting for the mental pressure this feature puts on participants).

So, during the quarantine we had like a running challenge where everyone who has this app could participate and the one with the most kilometers won. So, I really like that. It kind of motivated me to run because I didn't want to be last. [Group 1 participant, female]

I don't like it. I went running with a lot of people who actually have this fitness app that can really track other people that you follow. And they always ask me if I wanted to do it but I didn’t. I just don't like it because I think that it puts a lot of pressure on you to be better than them and I want to run because I do it for myself and not for others so... [Group 2 participant, female]

General Themes

Goal Setting and Planning
This feature was generally perceived as useful and motivating (especially for those who do not train with a real-life coach). In general, participants enjoyed having the possibility to plan activities and have a clear outline of the activity agenda. They not only favored the possibility of choosing the preselected activities, but also enjoyed including their own activities as planning options.

Coaching and Training Programs
In general, this feature was perceived positively and appraised as especially useful for beginners who do not have a real-life coach. Participants outlined the motivational value of a coach...
(real-life or online, eg, a familiar athlete), as well as the
importance of flexibility and variability in online training
programs. They enjoyed a more personalized interface and the
ability to customize their training plan. Furthermore, they
enjoyed reviewing the workout time frame and the training
sample videos. Concurrently, the participants appraised some
of the information as not important (eg, calories burned during
certain workouts). They outlined the importance of indicating
the difficulty level and the equipment required for workout
sessions.

I also like that the app has different options... And I
also think the calories stuff is useless because it
changes from person to person. So, it could be better
if they told you whether it's a hard workout or just an
easy one. [Group 2 participant, male]

Activity Tracking
Participants appreciated the activity tracking feature, specifically for
such components as location, pace, duration, and distance
tracking. Moreover, they proposed to integrate the audio player
with the tracking interface (in order to simultaneously track the
activity and listen to music) and underlined that an app has to
request users for permission to track their location.

I like all of them because they all track the location
and duration of the run, the distance. And there's
nothing too, too complicated about it. You can just
go with the map or listen to music also. I think it's yeah, it's a good thing to do. [Group 1 participant, female]

Mood and Sleep Tracking
Overall, participants did not perceive this feature as important and consequently gave mixed feedback. In general, they liked the idea of having data about sleep duration and mood assessment, yet only if it was precise. Participants shared their past (mostly negative) experiences and underlined that when such information is inaccurate, it is useless and they would not benefit from it.

I used lots of things, in the beginning when I had my
smart watch for the first time. And actually, noticed
that it isn’t accurate. So, it said, I go to sleep at 9
o’clock when I actually go to sleep at 11 clock, so...
[Group 2 participant, female]

Feedback
This feature was perceived very positively, but only on the
condition of appropriate design (clear, simplistic, customizable,
and only relevant information). Participants enjoyed the
opportunity to review their monthly, weekly, or daily
achievements.

I think that’s probably one of the most important parts
of an app. Because you can see all your data. Yeah
so it needs to be very clean. Yeah. Not too much going
on. [Group 2 participant, male]

I like the color (Garmin app). I like that you’re
running once a day and activity is in orange. So, it
jumps out. So, it’s the first thing you see. You have

the most important information next to it, so... I don’t
really like the other one [Fitbit app]. It’s just too
much. I don’t need to see how many floors I climbed
that day. It’s just a bit useless. [Group 1 participant, female]

Sharing Workout Results via Social Networks
The majority of participants disliked this feature and would not want to share their activity results via social networks. They suggested this feature to be an optional component for other people who are active on social media but not for everyone.

Location Tracking
This feature was appraised positively and was useful for tracking various PAs. It was used for navigation purposes or for discovering and exploring new areas near home and during vacation. However, its function to run in the background throughout the day was not appreciated. Participants outlined that there has to be a clear way to turn the tracking feature off, and an app has to notify its users about tracking their location.

Automatic Activity Recognition
In general, participants found this feature useful only if the precision level was high; otherwise, it was considered unnecessary and useless according to participants past experiences.

I don’t think it’s very like precise or anything. But I
don’t really mind it. I think it can be useful if it’s like
precise. I mean I don’t really need to know how much
or how many minutes I walked. But yeah I just think
it might be like fun to like look what they recognize
as an exercise... [Group 1 participant, female]

Digital Avatar and Coach
In essence, this feature was perceived negatively and assessed as not motivating, useless, and unprofessional (associated rather with a game than a PA app). It was regarded to be useful for other people that perform home workouts. It was proposed to have this feature as an optional component.

Rewards (Virtual)
This feature was generally disliked and described as childish, not motivating, and not evoking feelings of pride. The monetization did not make sense to participants, and they disliked the shift in focus from internal to external motivation. Participants recommended it as an optional feature for beginners. The ideal rewards suggested were items related to preferred activities or workouts (eg, equipment, clothes, in-app upgrades, and a possibility to unlock premium features).

Reminders
This feature received mixed feedback and was deemed as a useful feature only in particular cases (eg, for beginners or other people not training with a real-life coach and in combination with an already established training program). In addition, it was perceived as motivating only if it could be customized, could be turned off when needed, and would appear only when relevant (eg, not during lessons or after the training).
**Discussion**

**Principal Findings**

This exploratory study aimed at investigating the preferences and attitudes of adolescents (aged 16-18 years) toward various PA app features and technologies that could potentially make an app more attractive and consequently increase interest and engagement.

Features, such as “goal setting and planning,” “coaching and training programs,” “activity tracking,” “feedback,” and “location tracking,” were preferred by focus group participants, and were appraised as attractive, motivating, and interesting. The “automatic activity recognition” feature was perceived as useful only under the condition that its precision is high. The “reminders” component was also deemed as useful only if a range of conditions was fulfilled (timeliness, opportunity for customization, etc). The features “mood and sleep tracking,” “sharing workout results via social networks,” “digital avatar and coach,” and “rewards” were generally perceived negatively and were considered as useless and not motivating. In general, participants preferred when features had an easy-to-navigate interface and had a clear, simplistic, and straightforward layout with modern design. Customization and personalization qualities were highly appreciated throughout an app, together with data precision.

While the comparison of focus group participants with low PA levels and those with moderate to high PA levels showed agreement in the majority of app features, the groups differed in their preference for the “social support and comparison” component in that the former liked it better than the latter. This difference suggests that “social support and comparison” may not be a primary feature in PA apps for adolescents.

These findings support previous research conducted with adults, with some exceptions. While in line with the work of Rabin and Bock [10] confirming user preferences toward PA app features, such as user friendly interface, background music integration, goal setting, and tracking progress toward PA goals, our findings differ from the results reported by Ehlers and Huberty [11], who found that the most preferred technological features concerned components that enhance playfulness, competition with peers, and interaction in the app. The current findings are in line with most of the results reported by Middelweerd et al [12] in that users preferred a simple layout, the ability to tailor an app’s interface according to their needs, the tracking of PA using GPS, coaching features, tailored goals, and feedback. In contrast to these results, however, our participants had mixed thoughts concerning such features as competition with friends and a reward feature in the PA app. In addition, our findings are generally in line with the findings of Baretta et al [13], where features, such as simplicity, self-regulation skills support, and context tailoring, were perceived as important for users’ continuous engagement. Finally, when compared with the very few studies involving adolescents, our findings are in line with those of Lubans et al [22] and Seah and Koh [23], where features, such as goal setting, feedback, and activity tracking, were perceived as motivating by users.

**Implications for Future Interventions**

As this study was conducted exclusively with a Luxembourgish sample, conclusions must be drawn with caution as the results cannot be generalized to other populations. In addition, and subsequent to this qualitative approach, future studies should use a quantitative design involving a sufficiently powered sample of adolescents. Nevertheless, even at this preliminary stage, the results point toward the importance of a number of features concerning PA apps for adolescents. A preliminary list of recommended app features that researchers and developers may want to take into consideration when developing an app promoting and supporting PA in adolescents is presented in Textbox 2.
Textbox 2. Preliminary list of recommended app features.

<table>
<thead>
<tr>
<th>App features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Design: An up-to-date easy-to-navigate interface with a clear, simplistic, and straightforward layout is required. Features, such as customization and personalization, are appreciated, yet without overcomplicating the app interface.</td>
</tr>
<tr>
<td>2. Data: Information provided to users should be timely and precise. Auxiliary features indirectly linked to physical activity (PA) (e.g., sleep duration and quality) may only be included when supported by precise data; otherwise, they may be excluded.</td>
</tr>
<tr>
<td>3. Goal setting and planning: It may be recommended for inclusion. This feature should provide the possibility to plan activities (generic activity suggestions should be proposed, yet should also be customizable) and have a clear outline of the activity agenda.</td>
</tr>
<tr>
<td>4. Feedback (on previously performed PA): It may be recommended for inclusion while providing the possibility for review of monthly, weekly, and daily achievements.</td>
</tr>
<tr>
<td>5. Coaching and training programs: It may be recommended for inclusion while assuring customization and variability of online training programs. The proposed programs may be supported by training sample videos and information about the required equipment.</td>
</tr>
<tr>
<td>6. Activity tracking: It may be recommended for inclusion. Information should be provided about location, pace, duration, and distance of the exercise (when possible). Moreover, an audio player integrated with the tracking interface (in order to simultaneously track the activity and listen to music) may be advantageous. It is important, however, to underline that users should be able to turn off this feature. In addition, the app should notify the user about tracking details and ask for permission from the user for location tracking.</td>
</tr>
<tr>
<td>7. Location tracking (while not exercising): It may be recommended for inclusion while discovering and exploring new exercise areas near the home or during vacation, but not for tracking the location in the background throughout the day. Similar to activity tracking, the user should be able to turn off this feature, and the app should notify the user about tracking details and ask for permission from the user for location tracking.</td>
</tr>
<tr>
<td>8. Automatic activity recognition: It may only be included if the app can provide precise results.</td>
</tr>
<tr>
<td>9. Mood and sleep tracking: It may only be included if the app can provide precise data.</td>
</tr>
<tr>
<td>10. Sharing workout results via social networks: It may only be included as an optional component.</td>
</tr>
<tr>
<td>11. Social support and comparison (in-app social profile and challenges): It may only be included as an optional component.</td>
</tr>
<tr>
<td>12. Digital avatar and coach: It may only be included as an optional component.</td>
</tr>
<tr>
<td>13. Rewards: It may only be included as an optional component for beginners.</td>
</tr>
<tr>
<td>14. Reminders: It may only be included if this feature is timely, relevant to the current context, and can be customized and turned off when needed.</td>
</tr>
</tbody>
</table>

Strengths and Limitations

To the best of our knowledge, this is the first qualitative study exploring adolescents’ views on PA app features. These results should be replicated in future studies using quantitative designs and systematically investigating potential gender effects. The current results suggest several features of smartphone-based PA interventions for teenagers that should be considered by developers and researchers.

There are several limitations in this study. First, we did not provide participants with a specific mobile platform (app), rather participants reviewed screenshots from different PA apps. It could be argued that participants’ assessments of app features may have differed when interacting with a functional app rather than viewing noninteractive screenshots. This should be replicated in future studies assessing participants’ views of specific apps during use. Second, the current sample consisted of individuals who at some point were members of a sports club (most often specialized in running), and this may have affected the results. Moreover, as the sample was quite small, future researchers should confirm the findings using more representative samples, achieving better data saturation, and including a sufficient number of boys and girls to systematically investigate any gender effects. The findings of this study, therefore, cannot be generalized beyond similar populations because of its qualitative explorative characteristic.

Taking into account these limitations, the findings of this study provide the first evidence of teenagers’ views on the features of PA promotion apps. It is hoped that this may stimulate future studies on larger and more representative samples, thereby providing conclusive evidence for developing effective PA promotion apps.

Conclusions

This study contributes to the understanding of the features and components preferred by adolescents in apps promoting PA. Such apps should provide users with precise data, and have a simplistic modern design and a straightforward easy-to-use interface. Apps should be personalized and customizable, than is, have the ability to be tailored toward users’ needs and wishes. Desired features to be included in an app are goal setting and planning, feedback, coaching and training programs, and activity tracking. The features should involve high levels of data precision and timely delivery while taking into consideration the real-life context. This study provides initial information for both researchers and app designers working on the development of effective smartphone-based PA promotion interventions. Future quantitative studies should explore which app features could potentially increase motivation and improve long-term engagement of app users.
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Abstract

Background: Long before the outbreak of COVID-19, chatbots had been playing an increasingly crucial role and gaining growing popularity in health care. In the current omicron waves of this pandemic when the most resilient health care systems at the time are increasingly being overburdened, these conversational agents (CA) are being resorted to as preferred alternatives for health care information. For many people, especially adolescents and the middle-aged, mobile phones are the most favored source of information. As a result of this, it is more important than ever to investigate the user experience of and satisfaction with chatbots on mobile phones.

Objective: The objective of this study was twofold: (1) Informed by Deneche and Warren’s evaluation framework, Zhu et al.’s measures of variables, and the theory of consumption values (TCV), we designed a new assessment model for evaluating the user experience of and satisfaction with chatbots on mobile phones, and (2) we aimed to validate the newly developed model and use it to gain an understanding of the user experience of and satisfaction with popular health care chatbots that are available for use by young people aged 17-35 years in southeast China in self-diagnosis and for acquiring information about COVID-19 and virus variants that are currently spreading.

Methods: First, to assess user experience and satisfaction, we established an assessment model based on relevant literature and TCV. Second, the chatbots were prescreened and selected for investigation. Subsequently, 413 informants were recruited from Nantong University, China. This was followed by a questionnaire survey soliciting the participants’ experience of and satisfaction with the selected health care chatbots via wenjuanxing, an online questionnaire survey platform. Finally, quantitative and qualitative analyses were conducted to find the informants’ perception.

Results: The data collected were highly reliable (Cronbach α=.986) and valid: communalities=0.632-0.823, Kaiser-Meyer-Olkin (KMO)=0.980, and percentage of cumulative variance (rotated)=75.257% (P<.001). The findings of this study suggest a considerable positive impact of functional, epistemic, emotional, social, and conditional values on the participants’ overall user experience and satisfaction and a positive correlation between these values and user experience and satisfaction (Pearson correlation P<.001). The functional values (mean 1.762, SD 0.630) and epistemic values (mean 1.834, SD 0.654) of the selected chatbots were relatively more important contributors to the students’ positive experience and overall satisfaction than the emotional values (mean 1.993, SD 0.683), conditional values (mean 1.995, SD 0.718), and social values (mean 1.998, SD 0.696). All the participants (n=413, 100%) had a positive experience and were thus satisfied with the selected health care chatbots. The 5 grade categories of participants
showed different degrees of user experience and satisfaction: Seniors (mean 1.853, SD 0.108) were the most receptive to health care chatbots for COVID-19 self-diagnosis and information, and second-year graduate candidates (mean 2.069, SD 0.133) were the least receptive; freshmen (mean 1.883, SD 0.114) and juniors (mean 1.925, SD 0.087) felt slightly more positive than sophomores (mean 1.989, SD 0.092) and first-year graduate candidates (mean 1.992, SD 0.116) when engaged in conversations with the chatbots. In addition, female informants (mean 1.931, SD 0.098) showed a relatively more receptive attitude toward the selected chatbots than male respondents (mean 1.999, SD 0.051).

Conclusions: This study investigated the use of health care chatbots among young people (aged 17-35 years) in China, focusing on their user experience and satisfaction examined through an assessment framework. The findings show that the 5 domains in the new assessment model all have a positive impact on the participants’ user experience and satisfaction. In this paper, we examined the usability of health care chatbots as well as actual chatbots used for other purposes, enriching the literature on the subject. This study also provides practical implication for designers and developers as well as for governments of all countries, especially in the critical period of the omicron waves of COVID-19 and other future public health crises.

**(JMIR Hum Factors 2022;9(2):e36831)** doi:10.2196/36831
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**Introduction**

**Background**

Regrettfully, more than 95% of the population suffers from particular health problems [1], and about 60% of them visit a doctor when merely affected by minor illnesses, including a cold, headache, and stomachache. Actually, 80% of these diseases can be cured with home remedies, without the intervention of a doctor [2]. In this scenario, health care chatbots are capable of monitoring people’s health [1] by providing timely, useful health care information, especially during the omicron waves of COVID-19. These conversational agents (CA) play a crucial role in health care in the fast-pacing world, where the public prefers to be addicted to social media rather than to be concerned about their health [3] and mobile phones are becoming the primary source of information. Meanwhile, chatbots are substantially alleviating the pressure on the already overloaded health care systems in various countries. Therefore, an upsurge in the development and application of health care chatbots has been witnessed since the advent of ELIZA in 1966, which served as a psychotherapist promoting communication with patients [4]. It inspired the design and application of other health care chatbots [5], including Casper [2], MedChat [2], PARRY [6], Watson Health [7], Endurance [7], OneRemission [8], Youper [9], Florence [10], Your.Md [11], AdaHealth [12], Sensely [13], and Buoy Health [14]. These leading chatbots offer patients tailored health and therapy information, recommended products and services, and personalized diagnoses and treatments based on confirmed symptoms [15]. Facing the repeated daunting waves of COVID-19, many people are craving information to respond to the coronavirus [16], which is incessantly mutating. This sudden surge in the demand for information is increasingly overtaxing health care resources [17], including various health care hotlines and clinic services, so health care chatbots seem to be the only possible solution [17,18]. Given the status quo, the user experience of and satisfaction with chatbots are more important than ever before. Relevant studies have been undertaken in some countries to investigate the effectiveness [19], usability [20], and acceptability [21]. Depending on technology acceptance theories (TAT), these studies on the use of health care chatbots focused on improving user experience and satisfaction through personalization [22], enjoyment [19], and novelty [23]. However, almost no investigation has been conducted in this respect among people in China from the perspective of the theory of consumption values (TCV).

Chatbots display unmatched advantages compared to other health care alternatives: alleviating the pressure on contact centers [24] and reducing contact-induced risks, satisfying unprecedented needs for health care information in the case of the shortage of qualified human agents [25], providing cost-effective 24/7 service [25], offering consistent service quality [26], and making no moral judgement on undesirable information provided by users [27]. The enhancement of these qualities motivates their increased use for health care purposes. This trend is being accelerated in the repeated outbreak waves of COVID-19, where chatbots are being used to screen potential infected cases [28], to help call centers to triage patients [29], and to recommend the most appropriate solutions to patients [29].

These selling points will facilitate popularizing health care chatbots only when the public is willing to utilize them and adopt their recommendations [30,31] in the face of the rampant COVID-19 pandemic. To promote adoption and adherence, many related studies have been undertaken in terms of the use of chatbots during this global health emergency to explore user reaction [32], to probe user experience and design considerations [33], to focus on the usage purposes [34], to identify differences in chatbot feature use by gender, race, and age [35], to improve the bot response accuracy [36], to investigate people’s behavior when seeking COVID-19 information [37], and to introduce newly developed COVID-19–specific chatbots [38,39]. Apparently, few investigations [32,33] have examined the users’ perception of these chatbots, but extant studies predominantly focus on technology acceptance [40,41], neglecting user experience and user satisfaction. Admittedly, user experience and user satisfaction are crucially significant because good user experience is the prerequisite of user adoption of information
systems (IS) [42,43] and user satisfaction is a crucial factor for IS acceptance intention [44,45].

To fight against the COVID-19 pandemic, chatbots have been used to provide psychological service for medical professionals and the general public in China [46]. Unfortunately, only 1 study, based on Deneche and Warren [47], investigated the user experience of and satisfaction with chatbots addressing COVID-19–related mental health in Wuhan and Chongqing, China [48]. However, this study focused on the determinants influencing user experience and satisfaction rather than on user experience and satisfaction per se. This gap in the literature needs to be filled.

Objective

The objective of this study was twofold: (1) Informed by Deneche and Warren’s [47] evaluation framework, Zhu et al’s [48] measures of variables, and the TCV [49], we designed a new assessment model for the user experience of and satisfaction with chatbots on mobile phones, and (2) we aimed to validate the newly developed model and use it to investigate the user experience of and satisfaction with the popular Chinese and English language chatbots for timely self-diagnosis and general information concerning COVID-19 and the latest virus variants among young people (aged 17-35 years) in China in order to provide evidence for the potential improvements and developments of chatbots to sustain adherence and adoption, which is undoubtedly an inevitable worldwide trend.

Based on the twofold research aim, we proposed the following hypotheses:

- Hypothesis 1: Explaining user behaviors in terms of diverse value-oriented factors (function, emotion, social influence, and environment), the newly developed comprehensive assessment model will have a high degree of reliability and validity and can better evaluate the user experience of and satisfaction with chatbots on mobile phones.
- Hypothesis 2: The informants will generally be satisfied with their experience of using popular health care chatbots.

Two facts justify the necessity of this research: Young people (aged 17-35 years), occupying a large portion of the population in China, are more addicted to mobile health care apps than other age groups, and sustainable user adoption of and adherence to chatbots in this population can considerably emancipate clinicians, enabling them to pay close attention to more complex tasks and enhance the availability of qualified health care services to the general public in China.

Methods

Overall Procedures

We followed 5 steps to reveal the user experience of and satisfaction with chatbots in young people (aged 17-35 years) in China. First, we established an assessment model evaluating user experience and satisfaction based on the related literature and TCV and designed a questionnaire according to the assessment model. Second, we screened and selected the chatbots to be investigated. Third, we recruited 413 students from Nantong University, China, as informants of this study. Fourth, we collected the informants’ demographic information, tested their health literacy, and solicited their experience of and satisfaction with the selected health care chatbots via a questionnaire survey. Finally, we conducted quantitative and qualitative analyses based on the data collected through the questionnaire.

Recruitment of Informants

Participants were recruited from among students of Nantong University, China. This university recruits around 8000 students annually, with the total number of students exceeding 30,000. On-campus psychological tests and students’ counselors reported that a large percentage of students suffer from psychological problems of varying degrees during the repeat COVID-19 outbreaks. They urgently need intelligence-based CA for self-diagnosis and general information on the pandemic and the latest virus variants to ease their psychologically strained mind during the public health emergency. Their experience of and satisfaction with health care chatbots are, on the whole, representative and characteristic of the adolescent and middle-aged population in China. The questionnaire survey was approved and supported by the school authority in charge of students’ affairs and the student participants themselves. It was conducted using the online questionnaire survey platform wenjuanxing [50] on January 8, 2022, and the survey lasted until no additional questionnaire was submitted online for 2 consecutive days (January 12, 2022). Over this period, the survey was announced to the entire student body of over 1000 at the School of Foreign Studies, Nantong University, through emails and WeChat groups. The reason informants were recruited from among these students is that only these English majors reach the English proficiency enabling them to experience the use of English language chatbots. Characteristic of all the schools of foreign studies of all colleges and universities in China, the overwhelming majority of students are female.

Selection of Health Care Chatbots

First, we chose the top 12 health chatbots popular throughout the world as the scope of selection of English language chatbots. These chatbots were reviewed by name, description, function, and experience, and only 2 (16.7%) of them, Buoy Health [14] and Healthily [11], were finally chosen (Figure 1).

Subsequently, we selected leading Chinese language chatbots from the dominant Android app markets, including 360 Mobile Assistant, Baidu Mobile Assistant, and Tencent MyApp, and the iOS App Store. The keywords health care chatbot (医疗保健聊天机器人), health care bot (医疗保健机器人), health care app (医疗保健应用软件), health care applet (医疗保健小程序), psychological health chatbot (心理健康聊天机器人), psychological health bot (心理健康机器人), psychological health app (心理健康应用软件), and psychological health applet (心理健康小程序) were searched in Chinese on January 8, 2022. The selection followed 2 steps: (1) A total of 18 apps were identified by the search words, and (2) a further review revealed that only 4 (22.2%) of these 18 apps—zuoshouyisheng (左手医生), adachina (爱达健康), Zhimenyuyuwen IPC (智能预问诊IPC), and xiaojichunwemenzhenjigui (小九智能问诊机器人)—have the chatbot function, while 2 (11.1%);
zhinengyuwenzhen IPC and xiaojiuzhinengwenzhenjiqiren) are still in development and provide no demos for experience and merely 2 (zuoshouyisheng and adachina) can truly function as chatbots. The selection process is illustrated in Figure 1.

Before answering the questionnaire, it was arranged that the informants would experience the use of both Chinese and English language chatbots for around 2 weeks. This 2-week experience was intended to guarantee the validity and reliability of the questionnaire survey.

**Figure 1.** Flowchart of selecting Chinese and English language health care chatbots. Of the top 12 English chatbots, 3 (25%) were not accessible due to technical errors, requirement of enterprise/school identification, or difficult application for a demo.

### Assessment Model and Questionnaire

Informed by Deneche and Warren’s [47] evaluation framework, Zhu et al’s [48] measures of variables, and TCV [49], the assessment model designed for this study included 5 evaluation dimensions (functional, emotional, epistemic, social, and conditional) consisting of 18 variables (Table 1). These variables are supposed to contribute to user experience and user satisfaction. The questionnaire included 36 measures (Multimedia Appendix 1). Measures 1-26 were designed in light of the variables listed in Table 1. To solicit sufficient information, some variables may have corresponded to more than 1 measure. For example, “performance” was related to 6 measures (15-20) in the questionnaire. Measures 27-36 were intended to display the informants’ overall experience and satisfaction.

<table>
<thead>
<tr>
<th>Table 1. Assessment model of user experience and user satisfaction.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimension</strong></td>
</tr>
</tbody>
</table>
| Functional | • Context awareness  
• Language suitability  
• Customized service  
• User-friendliness  
• Performance |
| Emotional | • Enjoyment  
• Relief from mental disorders |
| Epistemic | • Novelty  
• Desire for knowledge  
• Knowledge enrichment |
| Social | • Engagement  
• Empathy  
• Human likeness  
• Privacy |
| Conditional | • Time  
• Place  
• Technological context  
• Mental state |
Data Collection
The survey was conducted through wenjuanxing [50], an online questionnaire platform that is most popular in China. Three categories of data were collected via the online questionnaire: demographic information about the informants, their health literacy, and their experience of and satisfaction with the selected Chinese and English language chatbots. The demographic section collected data on the informants’ age, gender, grade, English proficiency, and way to obtain health care information during the COVID-19 pandemic. The health literacy part tested the informants’ basic medical vocabulary. The user experience and satisfaction module elicited data concerning the respondents’ ratings of the 36 measures. The score of each measure was rated between 1 and 4 points (1: totally agree; 2: basically agree; 3: basically disagree; 4: totally disagree).

Data Analysis
Quantitative analyses were performed using SPSS Statistics version 22.0 (IBM Corp) and R version 4.0.2 (The R Foundation). First, the demographic data and health literacy of the participants were briefly described as the background information of the analysis. Afterward, the reliability and validity of the data concerning user experience and satisfaction were confirmed. Finally, the minimum, maximum, and mean scores, as well as SD, were calculated for each of the 36 measures, and the percentages of informants falling into each of the 4 ratings of the 36 measures were computed. Inspection of the data and residual plots for mean scores of the 36 measures did not indicate any violation of assumptions of normality, independence, and homogeneity of variance, so the correlation between measures 1-26 and measures 27-36 was tested and confirmed.

Ethical Considerations
Nantong University approved this study. It is an official practice in this university to ask the Students’ Affairs Department for approval before collecting data from students. We followed this practice. In addition, there is no ethics review board in Nantong University. Therefore, a review number or code for this study could not be provided.

Results
Informant Demographics
A total of 413 questionnaires were collected, including 358 (86.68%) from female respondents. This can be explained by the fact that over 80% of students studying in the School of Foreign Studies, Nantong University, are female. The age of the participants ranged from 17 to 33 years (mean 20.96, SD 2.18). The overwhelming majority (n=402, 96.86%) of them are aged between 18 and 25 years. The informants included freshmen (n=66, 15.98%), sophomores (n=72, 17.43%), juniors (n=110, 26.63%), seniors (n=68, 16.46%), first-year graduate candidates (n=52, 12.59%), and second-year graduate candidates (n=45, 10.90%). They study in the School of Foreign Studies. Most of them (n=259, 62.71%) scored more than 100 in English in the entrance examinations for colleges and universities. Most of them (n=267, 65.65%) passed College English Test Band 6 (CET 6), Test for English Majors Band 4 (TEM 4), and TEM 8. Their English proficiency can well enable them to experience the use of English language chatbots. The majority of the informants (n=355, 85.96%) obtained COVID-19–related health care information through visiting a doctor or logging on to the internet. Table 2 shows the informants’ demographics, including grade, age, gender, and English proficiency, as well as the health care information sources they drew on.
Table 2. Informant demographics (N=413).

<table>
<thead>
<tr>
<th>Categories</th>
<th>Participants, n (%)</th>
<th>Cumulative percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I’m a____.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>66 (15.98)</td>
<td>15.98</td>
</tr>
<tr>
<td>Sophomore</td>
<td>72 (17.43)</td>
<td>33.41</td>
</tr>
<tr>
<td>Junior</td>
<td>110 (26.63)</td>
<td>60.05</td>
</tr>
<tr>
<td>Senior</td>
<td>68 (16.46)</td>
<td>76.51</td>
</tr>
<tr>
<td>First-year graduate candidates</td>
<td>52 (12.59)</td>
<td>89.10</td>
</tr>
<tr>
<td>Second-year graduate candidates</td>
<td>45 (10.90)</td>
<td>100.00</td>
</tr>
<tr>
<td>I’m ____ years old.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2 (0.48)</td>
<td>0.48</td>
</tr>
<tr>
<td>18</td>
<td>27 (6.54)</td>
<td>7.02</td>
</tr>
<tr>
<td>19</td>
<td>56 (13.56)</td>
<td>20.58</td>
</tr>
<tr>
<td>20</td>
<td>89 (21.55)</td>
<td>42.13</td>
</tr>
<tr>
<td>21</td>
<td>79 (19.13)</td>
<td>61.26</td>
</tr>
<tr>
<td>22</td>
<td>65 (15.74)</td>
<td>77.00</td>
</tr>
<tr>
<td>23</td>
<td>47 (11.38)</td>
<td>88.38</td>
</tr>
<tr>
<td>24</td>
<td>19 (4.60)</td>
<td>92.98</td>
</tr>
<tr>
<td>25</td>
<td>18 (4.36)</td>
<td>97.34</td>
</tr>
<tr>
<td>26</td>
<td>3 (0.73)</td>
<td>98.06</td>
</tr>
<tr>
<td>27</td>
<td>2 (0.48)</td>
<td>98.55</td>
</tr>
<tr>
<td>29</td>
<td>1 (0.24)</td>
<td>98.79</td>
</tr>
<tr>
<td>32</td>
<td>3 (0.73)</td>
<td>99.52</td>
</tr>
<tr>
<td>33</td>
<td>2 (0.48)</td>
<td>100.00</td>
</tr>
<tr>
<td>I’m _____.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>55 (13.32)</td>
<td>13.32</td>
</tr>
<tr>
<td>Female</td>
<td>358 (86.68)</td>
<td>100.00</td>
</tr>
<tr>
<td>I scored ____ in English in the entrance examinations for colleges and universities.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;90</td>
<td>154 (37.29)</td>
<td>37.29</td>
</tr>
<tr>
<td>&gt;100</td>
<td>79 (19.13)</td>
<td>56.42</td>
</tr>
<tr>
<td>&gt;110</td>
<td>41 (9.93)</td>
<td>66.34</td>
</tr>
<tr>
<td>&gt;120</td>
<td>75 (18.16)</td>
<td>84.50</td>
</tr>
<tr>
<td>&gt;130</td>
<td>57 (13.80)</td>
<td>98.31</td>
</tr>
<tr>
<td>&gt;140</td>
<td>7 (1.69)</td>
<td>100.00</td>
</tr>
<tr>
<td>I passed ____.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CET³ 3</td>
<td>52 (12.59)</td>
<td>12.59</td>
</tr>
<tr>
<td>CET 4</td>
<td>94 (22.76)</td>
<td>35.35</td>
</tr>
<tr>
<td>CET 6</td>
<td>47 (11.38)</td>
<td>46.73</td>
</tr>
<tr>
<td>TEM³ 4</td>
<td>150 (36.32)</td>
<td>83.05</td>
</tr>
<tr>
<td>TEM 8</td>
<td>70 (16.95)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Facing COVID-19, I mainly obtain health care information through ____.
Data Reliability and Validity

As shown in Table S1 in Multimedia Appendix 2, Cronbach $\alpha$ (.986) for all the items (measures), except item (measure) 4, rated by all the 413 respondents was well above .9. If item 4 was deleted, Cronbach $\alpha$ increased merely by .001, so it was retained for the analysis. This indicates that the data collected for each measure in the questionnaire are highly reliable. The corrected item-total correlation for each measure was well above 0.4, which implies that the 36 measures are closely correlated.

The data were highly valid (Table S2 in Multimedia Appendix 2). The communalities for all the 36 items ranged from 0.632 to 0.823, well above 0.6, showing that all the data concerning the 36 items are suitable for extraction. The percentage of variance (rotated) for factors 1-3 was 30.428%, 28.077%, and 16.752%, respectively, and the percentage of cumulative variance (rotated) for the 3 factors was 75.257%, considerably above 50%. This means that all the data on all the items can be extracted validly.

User Experience and Satisfaction

Table 3 displays the results of the descriptive analysis of user experience and satisfaction. The minimum, maximum, and mean scores were based on the rating scale of each measure (1: totally agree; 2: basically agree; 3: basically disagree; and 4: totally disagree). The mean scores of the 36 measures were lower than or slightly over 2, indicating that the respondents were inclined to totally or basically agree with these measures. In other words, they found the chatbots pleasurable and satisfactory in terms of the functional, emotional, epistemic, social, and conditional domains.

The functional domain displayed the lowest mean score (1.762, SD 0.630), closely followed by the epistemic domain (mean 1.834, SD 0.654). This indicates that the respondents were overall satisfied with the function of the selected chatbots when seeking self-diagnosis and general knowledge about COVID-19 and the latest virus variants and that they had enriched their COVID-19–related knowledge through the novel way of communication with the chatbots. The conditional, social, and emotional domains showed a similar mean score of slightly lower than 2. It follows that the participants found it necessary and technologically possible to obtain health care information through communicating with the chatbots via a mobile phone anytime and anywhere in the face of the rampant COVID-19 pandemic, which imposes on them mental stress in varying degrees. Additionally, they believed that seeking COVID-19–related health care information through communicating with the chosen chatbots was generally enjoyable and mentally relaxing and that the somehow humanlike empathetic chatbots made them socially and emotionally engaged in machine-human conversations. Furthermore, they basically thought that their personal information revealed in communication with the chatbots would be used for medical or research purposes rather than for unreasonable or even illegal ends. Overall, they had a pleasant and satisfactory experience when communicating with the chatbots for COVID-19–related self-diagnosis and health care information, as shown by the mean scores of experience (1.978, SD 0.639) and satisfaction (1.894, SD 0.617) in Table 3.

Table S3 in Multimedia Appendix 2 shows the proportion of informants falling into each of the 4 ratings of the 36 measures. Over 80% (n=330) of the respondents totally and basically agreed with all measures, except measures 3, 4, 17, 23, and 28. Strikingly, more than 90% of the respondents totally and basically agreed with measures 5 (n=381, 92.25%), 7 (n=385, 93.22%), 11 (n=372, 90.07%), 14 (n=372, 90.08%), 15 (n=386, 93.46%), 18 (n=379, 91.77%), 31 (n=375, 90.80%), and 35 (n=388, 93.95%). Even for measures 3, 4, 17, 23, and 28, 312 (75.54%), 322 (77.97%), 320 (77.48%), 298 (72.15%), and 286 (69.25%) of participants totally and basically agreed, respectively. Specifically, the rates of students totally agreeing with the 36 measures ranged from 76 (18.40%) to 147 (35.59%) and those basically agreeing with these measures varied between 210 (50.85%) and 286 (69.25%). This means that most of the participating students showed a positive attitude toward their experience of the use of chatbots.

### Table 3

<table>
<thead>
<tr>
<th>Categories</th>
<th>Participants, n (%)</th>
<th>Cumulative percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visiting a doctor</td>
<td>94 (22.76)</td>
<td>22.76</td>
</tr>
<tr>
<td>Logging on to the internet</td>
<td>261 (63.20)</td>
<td>85.96</td>
</tr>
<tr>
<td>Reading books, papers, and journals</td>
<td>14 (3.39)</td>
<td>89.35</td>
</tr>
<tr>
<td>Families, friends, and classmates</td>
<td>31 (7.51)</td>
<td>96.85</td>
</tr>
<tr>
<td>Health care hotlines</td>
<td>4 (0.97)</td>
<td>97.82</td>
</tr>
<tr>
<td>Health care chatbots</td>
<td>9 (2.18)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

aCET: College English Test.
bTEM: Test for English Majors.
Table 3. Descriptive analysis of user experience and satisfaction. Items 1-36 represent the 36 measures in the questionnaire (N=413 for each item).

<table>
<thead>
<tr>
<th>Item</th>
<th>Conditional domain (mean 1.995, SD 0.718)</th>
<th>Epistemic domain (mean 1.834, SD 0.654)</th>
<th>Functional domain (mean 1.762, SD 0.630)</th>
<th>Social domain (mean 1.998, SD 0.696)</th>
<th>Emotional domain (mean 1.993, SD 0.683)</th>
<th>Experience domain (mean 1.978, SD 0.639)</th>
<th>Satisfaction domain (mean 1.894, SD 0.617)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>Minimum score</td>
<td>Maximum score</td>
<td>Mean score (SD)</td>
<td>Median score</td>
<td>Minimum score</td>
<td>Maximum score</td>
<td>Mean score (SD)</td>
</tr>
<tr>
<td>1</td>
<td>1.000</td>
<td>4.000</td>
<td>1.908 (0.666)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>1.738 (0.646)</td>
</tr>
<tr>
<td>2</td>
<td>1.000</td>
<td>4.000</td>
<td>1.971 (0.686)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>1.881 (0.606)</td>
</tr>
<tr>
<td>3</td>
<td>1.000</td>
<td>4.000</td>
<td>2.048 (0.777)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>1.881 (0.602)</td>
</tr>
<tr>
<td>4</td>
<td>1.000</td>
<td>4.000</td>
<td>2.051 (0.731)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>1.942 (0.647)</td>
</tr>
<tr>
<td>5</td>
<td>1.000</td>
<td>4.000</td>
<td>2.000 (0.690)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>2.046 (0.700)</td>
</tr>
<tr>
<td>6</td>
<td>1.000</td>
<td>4.000</td>
<td>2.000 (0.690)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>2.046 (0.700)</td>
</tr>
<tr>
<td>7</td>
<td>1.000</td>
<td>4.000</td>
<td>2.000 (0.690)</td>
<td>2.000</td>
<td>1.000</td>
<td>4.000</td>
<td>2.046 (0.700)</td>
</tr>
</tbody>
</table>
Correlation Between the 5 Domains and User Experience and Satisfaction

Table S4 in Multimedia Appendix 2 also demonstrates that the 5 domains are intimately correlated with user experience and satisfaction, that is, the former considerably contributes to the latter. Pearson correlation was used to determine the correlation between each of the 26 measures (1-26) in the 5 domains and each of the 10 measures (27-36) in overall user experience and satisfaction. Statistics showed that each of the former 26 measures is positively correlated with each of the latter 10 measures, with \( P < .001 \) for each correlation and all correlation coefficients varying from 0.459 to 0.844. This indicates that the functional, epistemic, emotional, social, and conditional values of health care chatbots contribute positively to overall user experience and satisfaction, as far as the 413 informants of this study are concerned.

Differences in User Experience and Satisfaction by Gender and Grade

Table 4 illustrates the mean scores of all the 36 measures rated by males and females. The t test revealed that there was a significant difference between male ratings and female ratings, with the former being significantly higher than the latter (\( P < .001 \)), as shown in Table 5. This implies that female participants were more positive in their experience of and satisfaction with health care chatbots compared to their male counterparts.

According to the \( t \) test (Table 6), there was a significant difference between freshmen’s ratings and sophomores’ ratings (\( P < .001 \)), between freshmen’s ratings and first-year graduate candidates’ ratings (\( P < .001 \)), between freshmen’s ratings and second-year graduate candidates’ ratings (\( P < .001 \)), between sophomores’ ratings and juniors’ ratings (\( P = .004 \)), between sophomores’ ratings and seniors’ ratings (\( P < .001 \)), between sophomores’ ratings and second-year graduate candidates’ ratings (\( P < .001 \)), between juniors’ ratings and seniors’ ratings (\( P < .001 \)), between juniors’ ratings and first-year graduate candidates’ ratings (\( P = .01 \)), between juniors’ ratings and second-year graduate candidates’ ratings (\( P < .001 \)), between seniors’ ratings and first-year graduate candidates’ ratings (\( P < .001 \)), between seniors’ ratings and second-year graduate candidates’ ratings (\( P < .001 \)), and between first- and second-year graduate candidates’ ratings (\( P < .001 \)). This indicates that freshmen had a better experience and greater satisfaction than sophomores, first-year graduate candidates, and second-year graduate candidates when communicating with health care chatbots for COVID-19–related information. Sophomores had a better experience and greater satisfaction than second-year graduate candidates but a less positive experience and lesser satisfaction than juniors and seniors. Juniors felt more positive than first- and second-year graduate candidates but less positive than seniors in their experience and satisfaction. Seniors had a better experience and greater satisfaction than first- and second-year graduate candidates. First-year graduate candidates felt more positive than second-year graduate candidates when engaged in conversations with the health care chatbots.

Overall, seniors were the most positive when expressing their experience of and satisfaction with health care chatbots, closely followed by freshmen and juniors. Slightly less positive, sophomores and first-year graduate candidates had similar experience and satisfaction. Second-year graduate candidates did not feel so positive as the other 5 grade categories.
Table 4. Mean scores of the 36 measures by gender.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean score (SD) by males</th>
<th>Mean score (SD) by females</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.945 (0.803)</td>
<td>1.903 (0.643)</td>
</tr>
<tr>
<td>2</td>
<td>2.012 (0.782)</td>
<td>1.967 (0.671)</td>
</tr>
<tr>
<td>3</td>
<td>2.091 (0.867)</td>
<td>2.044 (0.764)</td>
</tr>
<tr>
<td>4</td>
<td>2.018 (0.805)</td>
<td>2.058 (0.720)</td>
</tr>
<tr>
<td>5</td>
<td>1.818 (0.772)</td>
<td>1.731 (0.624)</td>
</tr>
<tr>
<td>6</td>
<td>2.018 (0.828)</td>
<td>2.000 (0.667)</td>
</tr>
<tr>
<td>7</td>
<td>1.927 (0.813)</td>
<td>1.744 (0.591)</td>
</tr>
<tr>
<td>8</td>
<td>2.036 (0.769)</td>
<td>1.972 (0.628)</td>
</tr>
<tr>
<td>9</td>
<td>2.055 (0.826)</td>
<td>1.869 (0.602)</td>
</tr>
<tr>
<td>10</td>
<td>2.000 (0.816)</td>
<td>1.867 (0.566)</td>
</tr>
<tr>
<td>11</td>
<td>2.000 (0.754)</td>
<td>1.867 (0.576)</td>
</tr>
<tr>
<td>12</td>
<td>2.036 (0.838)</td>
<td>1.931 (0.613)</td>
</tr>
<tr>
<td>13</td>
<td>2.036 (0.838)</td>
<td>1.914 (0.587)</td>
</tr>
<tr>
<td>14</td>
<td>1.945 (0.780)</td>
<td>1.853 (0.603)</td>
</tr>
<tr>
<td>15</td>
<td>1.964 (0.860)</td>
<td>1.772 (0.549)</td>
</tr>
<tr>
<td>16</td>
<td>2.055 (0.848)</td>
<td>1.917 (0.590)</td>
</tr>
<tr>
<td>17</td>
<td>2.127 (0.862)</td>
<td>2.036 (0.673)</td>
</tr>
<tr>
<td>18</td>
<td>2.000 (0.793)</td>
<td>1.856 (0.558)</td>
</tr>
<tr>
<td>19</td>
<td>1.982 (0.871)</td>
<td>1.886 (0.573)</td>
</tr>
<tr>
<td>20</td>
<td>1.964 (0.816)</td>
<td>1.883 (0.608)</td>
</tr>
<tr>
<td>21</td>
<td>2.018 (0.871)</td>
<td>1.903 (0.595)</td>
</tr>
<tr>
<td>22</td>
<td>2.036 (0.881)</td>
<td>1.994 (0.663)</td>
</tr>
<tr>
<td>23</td>
<td>2.255 (0.927)</td>
<td>2.117 (0.749)</td>
</tr>
<tr>
<td>24</td>
<td>2.036 (0.793)</td>
<td>1.933 (0.655)</td>
</tr>
<tr>
<td>25</td>
<td>2.055 (0.826)</td>
<td>1.967 (0.654)</td>
</tr>
<tr>
<td>26</td>
<td>2.073 (0.836)</td>
<td>2.003 (0.661)</td>
</tr>
<tr>
<td>27</td>
<td>1.964 (0.769)</td>
<td>1.908 (0.591)</td>
</tr>
<tr>
<td>28</td>
<td>2.164 (0.918)</td>
<td>2.156 (0.723)</td>
</tr>
<tr>
<td>29</td>
<td>2.036 (0.793)</td>
<td>2.019 (0.630)</td>
</tr>
<tr>
<td>30</td>
<td>1.945 (0.756)</td>
<td>1.911 (0.565)</td>
</tr>
<tr>
<td>31</td>
<td>2.036 (0.769)</td>
<td>1.872 (0.547)</td>
</tr>
<tr>
<td>32</td>
<td>1.964 (0.816)</td>
<td>1.894 (0.552)</td>
</tr>
<tr>
<td>33</td>
<td>1.927 (0.790)</td>
<td>1.944 (0.607)</td>
</tr>
<tr>
<td>34</td>
<td>1.982 (0.805)</td>
<td>1.944 (0.621)</td>
</tr>
<tr>
<td>35</td>
<td>1.873 (0.795)</td>
<td>1.783 (0.559)</td>
</tr>
<tr>
<td>36</td>
<td>1.982 (0.805)</td>
<td>1.878 (0.583)</td>
</tr>
</tbody>
</table>

Table 5. Results of the t test of mean scores of the 36 measures by gender (t test P<.001).

<table>
<thead>
<tr>
<th>Classification</th>
<th>Participants, n (%)</th>
<th>Minimum score</th>
<th>Maximum score</th>
<th>Mean score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>55 (13.32)</td>
<td>1.000</td>
<td>4.000</td>
<td>1.999 (0.051)</td>
</tr>
<tr>
<td>Female</td>
<td>358 (86.68)</td>
<td>1.000</td>
<td>4.000</td>
<td>1.931 (0.098)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Young people aged 17-35 years constitute a population that is considerably particularly receptive to health care chatbots during the omicron waves of COVID-19 for self-diagnosis and information about the latest virus variants. The findings of this study bring into focus the effect of the functional, epistemic, emotional, social, and conditional values of health care chatbots on the user experience and satisfaction of this specific population. Our findings suggest a considerable positive impact of these values on their overall user experience and satisfaction and a positive correlation between these values and user experience and satisfaction. By conducting an online questionnaire survey in the midst of the repeated outbreaks of the COVID-19 pandemic, we found that all the participants basically had a positive experience and were thus satisfied with the selected health care chatbots due to their generally satisfactory services. Results of the statistics also showed different degrees of experience of and satisfaction with the chosen health care chatbots among the 5 grade categories of participants: Seniors were the most receptive to health care chatbots for COVID-19 self-diagnoses and information, while second-year graduate candidates were the least receptive; freshmen and juniors felt slightly more positive than sophomores and first-year graduate candidates when engaged in conversations with the chatbots. In addition, female informants showed a relatively more receptive attitude toward the selected chatbots than male respondents. One possible reason for the relatively low reception among second-year graduate candidates is that they basically belonged to the oldest age group and were comparatively less willing to accept the novel way of obtaining information through communicating with chatbots. Although there are no studies devoted to age-related differences in user experience and satisfaction, this aspect deserves further investigation.

In addition to the chatbots’ advantages, such as accessibility, cost-effectiveness, and flexibility [51], the functional, epistemic, emotional, social, and conditional values contributed to the overall pleasant experience and general satisfaction among the 413 respondents. According to statistics, the functional and epistemic values of the selected chatbots were the most important contributors to the students’ positive experience and overall satisfaction. Functional values are concerned with functional and utilitarian performance [52]. In this study, the informants believed that the chatbots could be aware of the consulting context to use suitable language to provide personalized services based on their specific needs [53]. Personalization is a crucial function of artificial intelligence–based applications [54]. The selected chatbots of this study provided the survey participants with such personalized services as feedback, health reports, alerts, and recommendations [22], dealing with diverse mental health issues bothering different people during the repeated resurgences of COVID-19 [46] and leading to a higher level of user experience and satisfaction [22,55]. In addition, we found that other functional values, including user-friendliness, ease of use, and performance (eg, timely, precise, accurate, and effective answering, error-handling capacity) [47], also contributed to the participants’ generally positive experience and overall satisfaction. Communicating with the health care chatbots offered student informants novelty and satisfied their desire for knowledge [49], too. The novel way of learning self-diagnoses and general information concerning COVID-19 and the latest virus variants led to a basically positive experience of and overall satisfaction with the health care chatbots on the part of the respondents. This is in tune with some extant studies [49,52,56].

The conditional, emotional, and social values played similar roles in providing the informants with good experience and general satisfaction. Facing numerous mental disorders caused by COVID-19 worldwide, people have suffered from stress, anxiety, depression, and other psychological problems [57]. As such, chatbots have been launched to psychologically assist people in many countries during COVID-19 [58]. Such particular conditions and situations of time, place, technology, and people’s mental state [59,60] promote the decision [61] made by the informants to resort to health care chatbots during particular conditions and situations of time, place, technology, and people’s mental state [59,60] promote the decision [61] made by the informants to resort to health care chatbots for self-diagnosis and the general information about COVID-19 and the latest virus variants. The survey participants found that the health care chatbots were available almost anytime and

### Table 6. Results of the t test of mean scores of the 36 measures by grade.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Participants, n (%)</th>
<th>Minimum score</th>
<th>Maximum score</th>
<th>Mean score (SD)</th>
<th>Freshman P value</th>
<th>Sophomore P value</th>
<th>Junior P value</th>
<th>Senior P value</th>
<th>First-year graduate candidate P value</th>
<th>Second-year graduate candidate P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freshman</td>
<td>66</td>
<td>1.000</td>
<td>4.000</td>
<td>1.883 (0.114)</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>.24</td>
<td>.08</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sophomore</td>
<td>72</td>
<td>1.000</td>
<td>4.000</td>
<td>1.989 (0.092)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>.04</td>
<td>&lt;.001</td>
<td>.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Junior</td>
<td>110</td>
<td>1.000</td>
<td>4.000</td>
<td>1.925 (0.087)</td>
<td>&lt;.24</td>
<td>N/A</td>
<td>.04</td>
<td>N/A</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Senior</td>
<td>68</td>
<td>1.000</td>
<td>4.000</td>
<td>1.853 (0.108)</td>
<td>.08</td>
<td>&lt;.001</td>
<td>.01</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>First-year graduate candidate</td>
<td>52</td>
<td>1.000</td>
<td>4.000</td>
<td>1.992 (0.116)</td>
<td>&lt;.001</td>
<td>.81</td>
<td>.01</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Second-year graduate candidate</td>
<td>45</td>
<td>1.000</td>
<td>4.000</td>
<td>2.069 (0.133)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.002</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
anyplace, providing faster health care services and reducing contact-induced risks. Thus, informed by Lee et al. [62], we concluded that the conditional values of chatbots perceived by the participants in the face of the worldwide health emergency of COVID-19 positively influenced the user experience of and satisfaction with the health care chatbots. This finding is in line with recent studies [48,52].

As an emotional value of chatbots [48], enjoyment is an important element of chatbots [40]. The respondents of this study considered that communicating with the chatbots gave them an enjoyable feeling and considerably relieved them of stress, depression, and anxiety, as proven in recent studies [62,63]. The impact of enjoyment and delight on the user experience of chatbots [64], user adoption [65], and user satisfaction [19,66] has been proven by some studies. This feeling helped relieve the stress, depression, and anxiety [66] of the informants of this study during the critical period of repeated outbreaks of COVID-19, contributing to their positive experience of and overall satisfaction with the health care chatbots chosen for this research.

User experience during the human-product interaction results from all respects of user feelings (functional, emotional, social, etc) [67], each of which brings about a particular evaluation of the product or service concerned [68]. In this study, the social values of the health care chatbots were also perceived by the participants. They believed that the selected chatbots could fully engage them when they communicated with the chatbots for self-diagnosis and acquisition of general information concerning COVID-19 and the latest virus variants, thus satisfying their needs for communication, affection, and social belonging [69]. They thought that they felt the chatbots’ empathetic tones when conversing about COVID-19–related health care information and that their personal information would not be misused unreasonably and illegally. Such humanlike empathy and privacy protection led to a more positive outlook, a feeling of emotional backup, and a sense of social belonging on the part of the informants, establishing trust and emotional connection between them and the chatbots [69].

Implications

Informed by Deneche and Warren’s [47] evaluation framework, Zhu et al.’s [48] measures of variables, and TCV [49,70], this study established a new assessment framework to investigate the informants’ user experience of and satisfaction with the selected health care chatbots. It advanced the theory regarding the user experience of and satisfaction with health chatbots from the perspective of TCV, enriching previous studies that focus little on this aspect [48]. Although previous studies have examined the user experience of and satisfaction with health chatbots in terms of effectiveness, usability, and acceptability, personalization, enjoyment, and novelty, they have explored this topic drawing on TAT [19-23,40,41,63], for example, the Technology Acceptance Model (TAM) and the Unified Theory of Acceptance and Use of Technology Model (UTAUT). TAM and UTAUT are primarily concerned with the relationship between the user behavior and the quality and function of technology-empowered products, so these theories fail to provide a full account of the utilization of health care chatbots in various human-machine interaction settings, particularly in the context of the COVID-19–induced social distancing and even lockdown [48]. Comparing TAT with TCV, we found that the latter has a greater power of explanation: TCV comprehensively integrates a variety of value-oriented factors (functional, emotional, epistemic, social, and conditional) into the account of the behaviors of users when engaging in communication with chatbots. Therefore, the user experience and satisfaction assessment model we established based on TCV is most likely to gain a better understanding of the user experience of and satisfaction with health care chatbots during the public health emergency of COVID-19 and other public health crises and natural disasters. In addition, the assessment scale of 36 items and 5 dimensions we newly developed is more comprehensive than Deneche and Warren’s [47] international assessment framework and Zhu et al.’s [48] measures of variables, thereby having high reliability (Cronbach α=.986) and validity (KMO=0.980). Although many countries have provided chatbots to psychologically assist the public during the COVID-19–induced health emergency [58], almost no research has been conducted to study the user experience of and satisfaction with mental health chatbots during this pandemic [54]. This paper fills the gap in the extant literature.

On the practical facet, the new assessment framework of this research and the related findings can inspire artificial intelligence (AI) companies or scientific institutions to better design health care chatbots by giving top priority to the functional and epistemic values of these CAs while not neglecting their emotional, social, and conditional values. Health care chatbots integrating these 5 domains of values can enhance user experience and satisfaction. This paper also provides the governments of all countries with certain guidelines to choose and popularize health care chatbots in times of public health emergencies, such as COVID-19. As the first generation living with AI, we have the responsibility to design chatbots and make them ubiquitous and helpful to the whole society [69].

Limitations

Several limitations may influence the generalization of the findings reported in this paper. Most importantly, some of our findings may be biased due to the selection of respondents. The higher percentage of female respondents may be related to this bias. Particularly, the slightly higher level of user experience of and satisfaction with the selected health care chatbots may be attributed to the slightly higher percentage of female respondents. Additionally, we did not ask whether respondents had previous experience of health care chatbots, so we were unable to clarify whether our findings were biased by a mixture of respondents both with and without prior experience in this aspect. Finally, the survey is cross-sectional and lacks comparison to a period unaffected by the COVID-19 pandemic or to a different time of the year, and the data were collected merely from 1 university. We were unable to ascertain that the findings of this study can be generalized to the same age group in other regions or countries. The generalizability and validity of the findings and the assessment framework of this study need to be examined in further studies.
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Conclusion

Government agencies worldwide have been providing the public with chatbots to psychologically assist them [58] in coping with a plethora of mental disorders caused by COVID-19 [57]. However, there is little focus on the user experience of and satisfaction with health care chatbots among young people in the literature. This study deals with the use of health care chatbots among young people (aged 17-35 years) in China, mainly investigating their user experience and satisfaction through a newly designed assessment framework. The findings illustrate that the functional, epistemic, emotional, social, and conditional domains in the new assessment framework all have a positive impact on the participants’ user experience and satisfaction. This paper advances the theory regarding the usability of health care chatbots, and chatbots for other purposes, enriching the literature. It also provides practical implications for chatbot designers and developers as well as for governments of all countries, especially in the critical period of the omicron waves of COVID-19 and other future public health crises.
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Abstract

Background: Trauma care faces challenges to innovating their services, such as with mobile health (mHealth) app, to improve the quality of care and patients’ health experience. Systematic needs inquiries and collaborations with professional and patient end users are highly recommended to develop and prepare future implementations of such innovations.

Objective: This study aimed to develop a trauma mHealth app for patient information and support in accordance with the Center for eHealth Research and Disease Management road map and describe experiences of unmet information and support needs among injured patients with trauma, barriers to and facilitators of the provision of information and support among trauma care professionals, and drivers of value of an mHealth app in patients with trauma and trauma care professionals.

Methods: Formative evaluations were conducted using quantitative and qualitative methods. Ten semistructured interviews with patients with trauma and a focus group with 4 trauma care professionals were conducted for contextual inquiry and value specification. User requirements and value drivers were applied in prototyping. Furthermore, a complementary quantitative discrete choice experiment (DCE) was conducted with 109 Dutch trauma surgeons, which enabled triangulation on value specification results. In the DCE, preferences were stated for hypothetical mHealth products with various attributes. Panel data from the DCE were analyzed using conditional and mixed logit models.

Results: Patients disclosed a need for more psychosocial support and easy access to more extensive information on their injury, its consequences, and future prospects. Health care professionals designated workload as an essential issue; a digital solution should not require additional time. The conditional logit model of DCE results suggested that access to patient app data through electronic medical record integration (odds ratio [OR] 3.3, 95% CI 2.55-4.34; \(P<.001\)) or a web viewer (OR 2.3, 95% CI 1.64-3.31; \(P<.001\)) was considered the most important for an mHealth solution by surgeons, followed by the inclusion of periodic self-measurements (OR 2, 95% CI 1.64-2.46; \(P<.001\)), the local adjustment of patient information (OR 1.8, 95% CI 1.42-2.33; \(P<.001\)), local hospital identification (OR 1.7, 95% CI 1.31-2.10; \(P<.001\)), complication detection (OR 1.5, 95% CI 1.21-1.84; \(P<.001\)), and the personalization of rehabilitation through artificial intelligence (OR 1.4, 95% CI 1.13-1.62; \(P=.001\)).

Conclusions: In the context of trauma care, end users have many requirements for an mHealth solution that addresses psychosocial functioning; dependable information; and, possibly, a prediction of how a patient’s recovery trajectory is evolving. A structured development approach provided insights into value drivers and facilitated mHealth prototype enhancement. The findings imply...
that iterative development should move on from simple and easily implementable mHealth solutions to those that are suitable for broader innovations of care pathways that most—but plausibly not yet all—end users in trauma care will value. This study could inspire the trauma care community.

(JMIR Hum Factors 2022;9(2):e35342) doi:10.2196/35342
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Introduction

Background

Traumatic injuries impose a great physical, psychological, social, and economic burden on victims, relatives, and society. Globally, approximately 1 billion people need health care because of physical injuries [1]. Traumatic brain injuries (55.5 million) and spinal cord injuries (27 million) are the most prevalent types, together causing 17.6 million years of life lived with disability in 2016 [2]. Mostly and increasingly, injured people survive but are confronted with long-term rehabilitation and disabilities in the physical, emotional, and social domains [3,4]. Both in severe injuries and in less severe injuries, patients are at risk for developing symptoms of posttraumatic stress disorder (10%) or depression (7%) or become less productive in their work [3,5,6]. Returning to work is a driver in recovery trajectories, but it is often a lengthy or uncertain endeavor (ie, return to work success rates between 12% and 70% have been found) [7,8].

Health care providers face challenges to innovate their services, such as with mobile health (mHealth) app, to continuously reduce mortality rates as well as to strike the right balance between time and other resource investments and the optimization of patient experiences of health and service quality [9]. For example, virtual fracture clinics limit the use of resources in caring for patients with simple and stable fractures while ensuring consistent quality of care [9,10]. This model also appeared to be useful when the COVID-19 pandemic forced (orthopedic) outpatient clinics to limit face-to-face consultations [11]. Another concept aimed to prevent persistent pain symptoms after lower extremity injuries with web-based cognitive behavioral interventions supported by a nurse [12,13]. A preliminary randomized feasibility trial showed less pain intensity in comparison with the provision of an educational pamphlet. As an increasing number of people have internet access, websites, teledmedicine, or mobile apps potentially assist pamphlet. As an increasing number of people have internet access, websites, teledmedicine, or mobile apps potentially assist
Stakeholders involved in the development process were patients with trauma as interview respondents or occasional team members, health care professionals which were mostly trauma surgeons and physiotherapists and in the same roles as patients, hospital information and communication technology (ICT) services, external software developers, the hospital privacy officer, the national association of trauma surgeons, project managers, and researchers. These stakeholders played a role from inside or outside the multidisciplinary team (Figure 2). A core multidisciplinary team managed the processes of steps of the road in weekly meetings. User representatives occasionally participated when key decisions were made, either by attendance at team meetings with surgeons or separate consultation with patients. Other external stakeholders were involved in development in anticipation of future development steps or future implementation.

Figure 1. Research scope according to the Center for eHealth Research and Disease Management road map. Adapted from van Gemert-Peijnen et al [17]. The degree of transparency of the shapes (80%-20%) indicates the degree to which each iterative step was completed during the study period of the presented research. Ob: objective.

Figure 2. Structure of the development process and formative evaluation design. DCE: discrete choice experiment; ICT: information and communication technology.
A formative evaluation using qualitative and quantitative methods was conducted using a (partial) triangulation design [21]. The research methods included interviews with patients with trauma, a focus group with trauma care professionals, and a discrete choice experiment (DCE) among trauma surgeons.

First, qualitative research methods were used to accommodate the action-oriented, explorative, subjective, and in-depth nature of our objectives [22]. Individual patient interviews were completed in 2 cycles. The first interview cycle focused on user requirements and value drivers. These intermediate results were used to inform a phase of mobile app prototype development in collaboration with an external developer. In the second interview cycle, contextual fit and user value were explored using the developed mobile app prototype.

The focus group facilitated interactions between professionals outside routine situations to elicit complex thinking about implementing service changes involving patient information technologies.

Simultaneously, a complementary quantitative DCE with trauma surgeons was conducted to partly triangulate on results of the focus group on the topic of value specification (objective 3) [23]. Participating trauma surgeons stated their preference over hypothetical alternative mHealth products as described by a set of attributes and levels. For example, one attribute entailed “rehabilitation advice,” which could be standardized (level 0) or personalized with artificial intelligence (level 1). The DCE simulated trade-offs in deciding between 2 hypothetical mobile patient information apps with varying attributes and price levels. Value hierarchies (priorities) regarding the attributes of patient recovery technology could be inferred based on the chosen alternatives. In addition to an increase in sample size and representativeness (for a national) population of trauma surgeons, quantitative statistical modeling of user value attributions with a DCE provided a way of quantifying preferences and willingness to pay for attributes across decision makers. Ongoing development initiatives and previous qualitative insights obtained by members of an innovation committee from the Dutch Association of Trauma Surgeons (eg, SB) provided a unique window of opportunity for performing a DCE in this target group. There was no such opportunity to also conduct a DCE with patients.

**Setting and Participants**

The research took place in the Netherlands, where both surgical and orthopedic trauma care are part of the daily work of trauma surgeons. The qualitative research was conducted in a single level I trauma care center, Elisabeth-TweeSteden Hospital, the designated center for treating severely injured patients within its region. Eligible patients were of working age (18-67 years) and had a traumatic injury from 9 months to 5 years ago. The exclusion criteria were those with (1) a severe traumatic brain injury (ie, Glasgow Coma Score of <8), (2) dementia, or (3) insufficient command of the Dutch language. Focus groups were open to trauma surgeons and paramedics (physiotherapists) who provided direct care to patients from the Elisabeth-TweeSteden Hospital.

The DCE was conducted on a nationwide level, covering level I, II, and III trauma care centers. Dutch trauma surgeons were invited to participate in the DCE.

**Qualitative Data Collection: Interviews With Patients With Trauma**

A treating physician (TH, MD, male) selected eligible (former) patients from a trauma registration system and sent research invitations by email. Patient participants (via Microsoft Forms) completed screenings (age, gender, time since hospitalization, and work status) and provided informed consent—for a broader qualitative study. Then, accounting for respondents’ preferred ways of participating and aiming for maximal variation on the screening results, a purposive selection of candidates was sent interview invites, complementary informed consent documents, and screening questions on eHealth literacy and readiness. The participants were provided with a gift voucher of €40 (US $43).

Patient interviews were semistructured and conducted by an experienced researcher (MAPV, PhD, male) via Microsoft Teams. Patients did not establish a relationship with the interviewer before starting the interviews. Each interview lasted 60 minutes and started with an introduction to this study. Next, open questions about experiences of traumatic events, received care and support, (unmet) information and support needs, and the suitability of various modes of delivery were asked. Field notes were taken during the interview. In the second part of each interview, patients were informed of several pre-existing and unevaluated ideas for eHealth or mHealth attributes to deepen their understanding of contextual fit and value considerations [24]. The topic list for the first cycle interviews included short explanations of potential attributes (Multimedia Appendix 1). During the second cycle of semistructured interviews, the list was replaced by a customized prototype containing all current ideas to meet patient user requirements. The prototype was shared on the screen by the interviewer, but patients could, if they wanted to, install and explore the prototype during days before the interview. Multiple screenshots of the prototype are provided in Multimedia Appendix 1. No repeated interviews were conducted.

**Qualitative Data Collection: Focus Groups With Trauma Care Professionals**

We planned for 2 to 4 focus group of 90 minutes with 3 to 6 trauma care professionals in each group, which were facilitated by experienced researchers MCWJ (PhD, female) and MAPV via Microsoft Teams. Focus group participant selection targeted trauma health care professionals in the role of trauma surgeons or physiotherapists because of their systematic involvement in aftercare of patients with trauma. The planning of the group meetings adjusted to milestones of the development processes and circumstances related to COVID-19—measures that prevented meeting face-to-face, and time restraints and priorities of hospital staff limiting the opportunity to participate. After introducing the study background and aims, discussions focused on facilitators of and barriers to providing information and support and patient recipient and outcome specifications.
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Qualitative Analysis: Interviews and Focus Groups

After the first interview cycle, one author (MAPV) immersed in the data, relistened the audio files, and made summaries to communicate the user requirements with the development team. After removal of personally identifiable information, verbatim audio transcriptions of all interview material were coded in pairs (TH and MAPV) using Atlas.ti 8 (ATLAS.ti Scientific Software Development GmbH). Relevant fragments of text content about the context and valuation of eHealth propositions were thematically coded using a combination of new labels (open codes) and pre-established codes (ie, sensitizing concepts) [25]. Before coding, a list of potential labels was established and piloted with the help of a third author (MCWJ). This list of potentially applicable codes included concepts from suitable frameworks to describe patients’ health states as context (eg, labels about environmental factors and dimensions of functioning from the International Classification of Functioning and injury types from the International Classification of Diseases) and psychological constructs relating to the valuation of technology (perceptions, attitudes, or intentions toward technology use) [19,26]. These frameworks were chosen and discussed explicitly before coding for transparency and consistency. They reflected the complementary backgrounds of the coders in behavioral science (MAPV) and medicine (TH). Using these frameworks as part of the thematic analysis, we identified themes that were clearly defined and embedded in larger frameworks. Open codes were used when important data could not be meaningfully labeled with the listed concepts. In the second coding step, codes were grouped with labels or higher theoretical abstraction, either building on existing frameworks or applying new inducted themes.

Quantitative Data Collection and Analysis: DCE With Trauma Surgeons

First, the DCE was conducted according to recommended steps [27]. Additional details for each step are presented in Multimedia Appendix 2 [28]. Hypothetical app attributes and levels were established through a collaboration between researchers and the eHealth working group of the Dutch Association for Trauma Surgeons, represented by MSHB (MD and PhD). Six attributes were established with 2 to 4 different levels (Figure 3), which were refined based on feedback from the eHealth work group about a mock-up of the DCE.

Second, the constructed tasks involved taking repeated and free decisions between 1 out of 2 scenarios of hypothetical mobile patient information and support apps, or to opt-out (third option). Herein, opting out may have the relevant meaning of not adopting a newly (jointly) developed solution (business-as-usual) [29].

Third, the experimental design was specified in the R language (AlgDesign package) [30]. A total of 11 choice sets were made to adjust to respondents’ limited time to concentrate on the decision tasks; issues with the data of response variability or censoring were considered plausible with a longer test [31].
Fourth, preferences were elicited by informing participants about actual nationwide application development plans and explaining the DCE rationale. Before presenting the choice tasks, attributes and levels were explained as shown in Figure 3. Choice tasks were presented by the question “which application has your preference?” and the answering possibilities “app 1,” “app 2,” or “none of the above apps.”

Fifth, MAPV and MSHB designed the instrument. Hypothetical apps were visually presented as a mobile phone screen with icons of attribute levels shown on 6 planes (Figure 3).

Sixth, the instrument was included in a survey on the priorities of trauma surgeons for patient information resources sent by the Dutch Association of Trauma Surgeons to all members. Similar to a previous DCE with health care professionals under similar circumstances, the board of the association consented to publishing DCE data without obtaining informed consent from individual participants [28]. Complementarily to the choice sets, survey information was used regarding participant characteristics. Seventh, the panel data from the DCE were analyzed with conditional and mixed logit models using the gml package in R [32]. Given the use of a convenience sample and a restricted number of choice tasks, sensitivity of the results was checked to various modeling approaches and settings. We have presented figures with results from both the conditional and mixed logit models as either choice has its own advantages and disadvantages. The conditional logit model is a good choice as it requires less data and the results are relatively easy to interpret. Mixed logit models often provide better results as they are more flexible with regard to modeling differences among decision makers but are more data demanding. To illustrate the implications of the modeling results for the valuation of mHealth apps with varying compositions, we calculated the predicted probabilities of selection for 4 different scenarios of attribute (level) combinations as the product of the relevant odds scores (total odds) divided by the sum of total odds and 1. Other details are presented in Multimedia Appendix 2.

Ethics Approval
The Tilburg University ethical review board (RP301) approved this qualitative research.

Results
Recruitment
Patients
A total of 10 individual patient interviews were conducted with 5 male and 5 female patients, with a median age of 58 (range 21-67) years. An invitation was sent to 51 patients. Of the 10 patients, 5 (50%) were interviewed during the first interview cycle and the other 5 (50%) during the second cycle that included a demonstration of the mHealth app. The involved patients had various injuries such as a mild traumatic brain injury or complex or less complex bone fractures of the wrist or ankle. The injuries were because of different traumatic causes (eg, road accident or activity-related injury). All but one were employed, and all were working for the same employer since their injury. The time since the injury ranged from <1 to 3 years. Furthermore, 90% (9/10) of participants regularly used a PC or laptop, 50% (5/10) used a tablet or iPad, and only 10% (1/10) did not use a mobile phone for internet browsing; 80% (8/10) of participants used mobile phones for SMS text messages. Except for 1 patient, all patients previously searched for additional health information and would use the internet for health information. All participants stated that they were sufficiently skillful to find helpful health resources on the internet.

For the second interview cycle, 5 patients evaluated the prototype of a mobile patient app.

Trauma Care Professionals
One focus group was conducted with 4 trauma care professionals of which 2 were male trauma surgeons and 2 were physiotherapists (1 male). All participants were working at a level I trauma center.

The respondents to the DCE consisted of 109 surgeons who provided entries for all presented choice tasks. In total, there were 136 survey respondents (136/526, 25.8%), including 134 surgeons who were currently practicing (124/134, 92.5%), in training (9/134, 6.7%), or recently retired (1/134, 0.7%) and 2 researchers and 1 plaster master. Nonresponse (27/136, 19.8% of respondents skipped all tasks) was explained by a problem in visual appearance when the survey was completed via computers with older Microsoft Windows editions that were not used during survey testing. No significant differences were found in the characteristics between respondents who did and did not complete the decision tasks.

Results of contextual inquiry and value specification steps of the CeHReS model are reported separately, but both were addressed during each cycle with a gradual shift in emphasis.

Contextual Inquiry
The following 7 subthemes concerning information and support needs and associated barriers and facilitators were identified in interviews with patients and focus groups with health care professionals: (1) the need for psychosocial support, (2) information on injuries and consequences of injuries, (3) information exchange between health care providers, (4) experiences of other patients, (5) workload of trauma care professionals, (6) centralized information, and (7) personalized and patient-centered care. Table 1 shows details of the used themes, first-order code groups, second-order code groups, subthemes, and interview quotes.

Patients receiving psychosocial support after having polytraumatic injuries or less complex montraumatic injuries were positive about the effects on mental health and progression in daily life activities. They experienced psychosocial support as helpful to experiences of anxiety, lack of self-efficacy, or reexperiencing traumas.
Table 1. Details of the qualitative part of the study with themes, subthemes, first-order code group examples, second-order code group examples, and interview quote examples.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>First-order code group examples</th>
<th>Second-order code examples</th>
<th>Interview quote examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Contextual inquiry</strong>&lt;br&gt;The need for psychosocial support&lt;br&gt;1. Patient information and support needs&lt;br&gt;2. Coping mechanism</td>
<td>1.1. Need for accessibility of biopsychosocial support&lt;br&gt;1.2. Need for reassurance&lt;br&gt;1.3. Need for humanistic approach&lt;br&gt;1.4. Need for information about affective or emotional changes&lt;br&gt;2.1. Perception of something wrong&lt;br&gt;2.2. Self-reassurance and cognitive defusion</td>
<td>“A few weeks after the accident, I suddenly started to cry and I could not understand why. A psychologist told me I suffered from psychological trauma. Talking about it and learning the mechanism of psychological trauma supported me in processing this trauma.” [Respondent 5]</td>
<td></td>
</tr>
<tr>
<td>Information on injuries and consequences of injuries&lt;br&gt;1. Patient information and support needs&lt;br&gt;2. Communication between patient and trauma care professional</td>
<td>1.1. Need for information about injury&lt;br&gt;1.2. Need for information about injury consequences&lt;br&gt;1.3. Need for information about pharmacological management&lt;br&gt;2.1. Need for support in signaling and receiving adequate responses to abnormalities or complications</td>
<td>“Additional information in the recovery phase would be of great benefit in comforting me in normal signals and abnormalities, what is actually normal and what is not?” [Respondent 8]</td>
<td></td>
</tr>
<tr>
<td>Information exchange between health care providers&lt;br&gt;1. Transfers to or between care settings</td>
<td>1.1. Transfer to other hospital department&lt;br&gt;1.2. Transfer from general practitioner to emergency department&lt;br&gt;1.3. Transfer to occupational physician&lt;br&gt;1.4. Transfer to rehabilitation center</td>
<td>“You need to be attentive as a patient to provide additional information. Important information was most of the times documented, but every now and then, other healthcare providers did simply not see it. This could especially be a problem while having a reduced quality of conscience due to pain medication or illness.” [Respondent 4]</td>
<td></td>
</tr>
<tr>
<td>Experiences of other patients&lt;br&gt;1. Coping mechanisms&lt;br&gt;2. Patient information and support needs&lt;br&gt;3. Potentially important pre-existing individual differences between patients</td>
<td>1.1. Dealing with fear of consequences&lt;br&gt;2.1. Need for social support&lt;br&gt;2.2. Need for information about affective or emotional changes&lt;br&gt;3.1. Expected individual difference in social support seeking&lt;br&gt;3.2. Expected individual difference in psychological vulnerability</td>
<td>“I had no need for a support group with peers, but reading about experiences of others supported me in realistic prospects and expectation management.” [Respondent 2]</td>
<td></td>
</tr>
<tr>
<td>Workload of trauma care professionals&lt;br&gt;1. Physician time restriction or work load&lt;br&gt;2. Development and implementation factors&lt;br&gt;3. Target outcome for app</td>
<td>1.1. Availability specialist&lt;br&gt;1.2. Asynchrony in available time between patient and physician&lt;br&gt;1.3. Change in share of routine vs nonroutine tasks&lt;br&gt;1.4. Recognition of physicians time scarcity&lt;br&gt;2.1. Reducing trauma care provider burden required for adoption&lt;br&gt;3.1. Reducing trauma care provider burden required for adoption&lt;br&gt;3.2. Reducing clinical visits</td>
<td>“Physiotherapists sometimes contact me in the weekends by using the communication app X (a previously introduced application) to discuss certain patients. Of course, it is my own decision to answer questions outside normal working hours, but there are already so many ways in which our tasks are being extended, that too accessible communication by patients with the doctor would be undesirable.” [Trauma surgeon 1]</td>
<td></td>
</tr>
<tr>
<td>Centralized information&lt;br&gt;1. Development and implementation factors</td>
<td>1.1. Preference that patients use only one app&lt;br&gt;1.2. Implementation requirement: back office or response to process patient input</td>
<td>“Several applications are being offered to patients, but as a patient, I would expect that all information is summarized in one tool and all communication is possible within this same tool.” [Physiotherapist 1]</td>
<td></td>
</tr>
<tr>
<td>Personalized and patient-centered care&lt;br&gt;1. Evaluations of health services&lt;br&gt;2. Patient information and support needs</td>
<td>1.1. Attitude toward existing services&lt;br&gt;1.2. Limited specified information&lt;br&gt;2.1. Need to personalize patient information and support to varying or unknown actual needs</td>
<td>“I hope, it is possible to build an application which can be self-learning to improve our standardized care.” [Trauma surgeon 2]</td>
<td></td>
</tr>
<tr>
<td>Themes and subthemes</td>
<td>First-order code group examples</td>
<td>Second-order code examples</td>
<td>Interview quote examples</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------------------------</td>
<td>--------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Value specification</td>
<td>1. App attribute ideas</td>
<td>1.1. Hypothetical app attribute: (intelligent) monitoring and benchmarking of progress in QoL(^a), and functioning (in rehabilitation phase) 1.2. Proposed app attribute: collect, model and deploy patient health data (ie, signal and responding to red flags) 1.3. Proposed app attribute: facilitated access to psychosocial help 1.4. Proposed app attribute: open field to tell your story about the event</td>
<td>“People should take matters into their own hands, you can assist them in monitoring psychosocial health, but they must draw their own conclusions about normality and abnormality to search for additional help on time.” [Respondent 3]</td>
</tr>
<tr>
<td></td>
<td>1. Valuation of app attribute ideas</td>
<td>1.1. Attitude toward (hypothetical) technology 1.2. Perceived ease of use of (hypothetical) technology 2.1. Hypothetical app attribute: Information about common symptoms that are no reason of concern 2.2. Proposed app attribute: frequently asked questions 2.3. Hypothetical app attribute: informing about treatment procedures 3.1. Need for perspective 3.2. Recovery</td>
<td>“I have seen many people with functional illiteracy. Terms and language were supposed to be absolutely clear, but were not common for quite some people. That is the moment when people drop out.” [Respondent 7]</td>
</tr>
<tr>
<td>Information on injuries and consequences of injuries</td>
<td>1. App attribute ideas</td>
<td>1.1. Need for guiding information or videos or photos 1.2. Proposed app attribute: possibility for sound input</td>
<td>“You could even add more images and graphics. A lot of people lose focus when too much text appears.” [Respondent 10]</td>
</tr>
<tr>
<td></td>
<td>1. Communication between patient and trauma care professionals</td>
<td>1.1. Advantage for both patient and physician 2.1. Hypothetical app attribute: Stimulate active interaction with app to personalize content 2.2. Hypothetical app attribute: wound picture 2.3. Proposed app attribute: collecting questions or observations</td>
<td>“In the beginning, I was too focused on the recovery and rehabilitation of my ankle; the implications on my future life were secondary.” [Respondent 9]</td>
</tr>
<tr>
<td>Suggestions for videos and visuals vs textual information</td>
<td>1. Activities and participation (ICF(^b), d8)</td>
<td>1.1. (Return to) work and employment (ICF: d840-d859) 1.2. Acquiring, keeping and terminating a job (ICF: d845) 2.1 Hypothetical app attribute: prompt communication with employer</td>
<td>“A general advice and a prospective view on return to work would be of great benefit. I do know I have to contact my employer, but when can I start working again?” [Respondent 6]</td>
</tr>
<tr>
<td>Using surveys to detect a deviating course</td>
<td>1. App attribute ideas</td>
<td>1.1. Need for guiding information or videos or photos 1.2. Proposed app attribute: possibility for sound input</td>
<td>“People should take matters into their own hands, you can assist them in monitoring psychosocial health, but they must draw their own conclusions about normality and abnormality to search for additional help on time.” [Respondent 3]</td>
</tr>
<tr>
<td></td>
<td>1. Communication between patient and trauma care professionals</td>
<td>1.1. Advantage for both patient and physician 2.1. Hypothetical app attribute: Stimulate active interaction with app to personalize content 2.2. Hypothetical app attribute: wound picture 2.3. Proposed app attribute: collecting questions or observations</td>
<td>“I have seen many people with functional illiteracy. Terms and language were supposed to be absolutely clear, but were not common for quite some people. That is the moment when people drop out.” [Respondent 7]</td>
</tr>
<tr>
<td>Work-related information</td>
<td>1. Activities and participation (ICF(^b), d8)</td>
<td>1.1. (Return to) work and employment (ICF: d840-d859) 1.2. Acquiring, keeping and terminating a job (ICF: d845) 2.1 Hypothetical app attribute: prompt communication with employer</td>
<td>“A general advice and a prospective view on return to work would be of great benefit. I do know I have to contact my employer, but when can I start working again?” [Respondent 6]</td>
</tr>
</tbody>
</table>

\(^a\)QoL: quality of life.

\(^b\)ICF: International Classification of Functioning.

Some patients did not receive any psychosocial support, although they required psychosocial assistance. Patients did not receive support as health care professionals failed to offer it, patients did not realize the need to ask for additional support, or patients did not know where to find psychosocial support. Therefore, patients suggested standardizing the possibility of talking about emotional consequences with a social worker, spiritual caregiver, or psychologist during hospital admission. In addition, the patients suggested providing information on where to find additional psychosocial support after hospital admission.

Extensive information on injuries and injury consequences could reduce the uncertainty of physical recovery and improve the ability to cope with limitations in daily life. Patients searched for specific information that could be used as a resource for additional information or to reread previously informed information. Participants did not demand for complicated and detailed medical information, but they appreciated receiving
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basic information about the injury, treatment or treatments, complication risks, how to use painkillers, prospective on rehabilitation, and a useful prospect about the process (steps or duration) of rehabilitation. Three patients suggested using animations or short videos to discuss these topics.

Some people also missed the future prospects for returning to work. Although participants were generally satisfied with the guidance from their occupational physicians, they sometimes missed the context and information from their in-hospital health care provider. In particular, information about how injuries implied work limitations, the time span to return to work, and whether one could reasonably expect to become able to return to the normal working situation.

Several participants felt that communication between health care professionals from different disciplines was limited. Patients believed that most of the information was exchanged via electronic patient files and letters. The absence of face-to-face communication between health care providers may cause a loss of information. One patient with a traumatic brain injury felt that he always needed to be alert to notice mistakes during hospital admission.

Exchanging experiences with other patients often recurred during the interviews. Patients looking for leads to improve their own physical and mental health mentioned the need for like-minded experiences. Rehabilitation experiences and duration were the most commonly mentioned factors. The main goal was to obtain an impression of the illness or trauma and its subsequent consequences. Some patients had no interest in directly sharing their experiences with other patients with similar conditions. Only a few patients searched for a support group to exchange experiences, tips, and tricks, and these participants experienced benefits from a support group.

Trauma care professionals experienced several barriers and facilitators in daily trauma care. Workload was an important theme mentioned as it can act as a barrier or facilitator in introducing new web-based information tools or apps. Potentially, eHealth could relieve health care providers by supplying additional information to patients. However, the use of a mobile app or web-based application should never result in extra workload for trauma care professionals. For example, the communication capabilities of eHealth solutions should not overload professionals by shifting more work to doctors and bypass triage nurses.

Health care professionals emphasize the usefulness of an app for measurement and triage for patients potentially sustaining complications after an operation or injury. Hence, standardized but unnecessary visits might be reduced, and a shift can be made between patients who need to be seen after 2 weeks and those who can be seen after a longer period. Furthermore, 2 health care providers suggested an artificial intelligence function in which questions were automatically directed to the responsible caregiver of the specialist. This is used to balance the workload.

Different health care professionals have highlighted the importance of a centralized patient information and reporting platforms. Currently, many different platforms and tools are available, but patients and health care professionals emphasize that a single tool would be beneficial. For example, reports or information on physical functioning from patients and physiotherapists or questionnaires could be available to the trauma care professional. This information could subsequently be used in following advice and treatment.

One health care provider summarized the use of eHealth as the ultimate goal to learn from patient outcomes to provide better targeted therapies and to adjust treatment where necessary.

**Value Specification: Interviews With Patients and Professionals**

On the basis of the first contextual inquiries, an existing mHealth app (patient journey) was modified and shared with patient participants during the second round interviews to facilitate value specification. These interviews revealed perceptions, attitudes, and intentions to use an eHealth application. The following five themes were identified: (1) suggestions for the improvement of psychosocial and mental health, (2) information on injuries and consequences of injuries, (3) suggestions for videos and visuals versus textual information, (4) using surveys to detect a deviating course, and (5) work-related information. Table 1 presents details of the qualitative part of the study.

In addition, 60% (3/5) of participants responded positively to the proportion of self-monitoring psychosocial health outcomes. Patients and professionals agreed that data about psychosocial health, obtained by an mHealth app, could especially be used by professionals to facilitate appropriate referrals to colleagues (ie, psychologists). Furthermore, 2 patients suggested to include free text blocks in addition to structured surveys to express psychosocial difficulties. One patient suggested the use of charts for illustrating scores as a result of the questionnaires (ie, numerical pain rating score). This could indicate improvement or deterioration that requires action (receive additional advice of guidance or contact health care professionals).

Participants experienced the information in the prototype as extensive and detailed. A “read more” button for additional information was perceived as needed by 3 patients to prevent information from being too extensive. Some concerns focused on the level of education for which an app should apply. All participants agreed with the appropriateness of the current information.

Most patients missed the appropriate information on painkillers during their own recovery phase. Therefore, patients experienced information on the frequency and use of painkillers as useful. The prototype contained information on paracetamol only, but patients also requested information on additional posttraumatic pain medications such as nonsteroidal anti-inflammatory drugs and morphine.

The prototype included textual information and instruction videos, and 80% (4/5) of participants experienced this as advantageous and suggested using more videos to instruct on mobilization, exercises, or consequences of injuries. Graphical content would be easier to understand.

The prototype suggested some solutions for earlier recognition of complications and complication management. Patients especially appreciated clear information about red flags and
normal symptoms after treatment. Questionnaires for complication follow-up or as detectors for a deviating course or new complications were also suggested. Generic questionnaires (eg, patient-reported outcome measures or the Patient-Reported Outcomes Measurement Information System) could be used for monitoring of pain, physical function, and social or mental health. All patients stated that short surveys could be helpful in detecting problems. One patient suggested a diary function including a timeline for monitoring complaints.

In the prototype, expectations and advice on rehabilitation and recovery were divided into time spans after injury. For example, in terms of physical function, weight bearing after an operation differs between 1 and 6 weeks. All participants were positive about this feature. One patient stated that information on expectations should not be stated too early during the rehabilitation phase.

The prototype contained general advice to early contact the employer and occupational physician. Participants were generally satisfied to early contact the occupational physician and the remark that returning to work could take weeks to months, but some also questioned this general character, as working situations can differ between patients and personal advice in an app could be difficult to state. Furthermore, some stated that guidance in returning to work should be in the hands of the occupational physician, but the information on how to find additional guidance could be implemented in an app.

**Value Specification: DCE With Trauma Surgeons**

Results of the DCE enabled us to triangulate on parts of the interview outcomes. Multimedia Appendix 2 provides a complete overview of the statistical results on the recruitment of trauma surgeons and from the predictive modeling of the surgeons’ discrete choices.

Consistently across the analyses of respondents’ discrete choices, patient app data access through electronic medical record integration (conditional logit odds ratio [OR] 3.33, 95% CI 2.55-4.34; \( P<.001 \)) was weighted the highest. This was followed by the inclusion of a web viewer (the second level of the patient data access attribute; OR 2.33, 95% CI 1.64-3.31; \( P<.001 \)); periodic self-measurements (OR 2.01, 95% CI 1.64-2.46; \( P<.001 \)); the local adjustment of patient information (OR 1.82, 95% CI 1.42-2.33; \( P<.001 \)); local hospital identification (OR 1.66, 95% CI 1.31-2.10; \( P<.001 \)); complication detection (OR 1.49, 95% CI 1.21-1.84; \( P<.001 \)); and, lastly, the personalization of rehabilitation through artificial intelligence (OR 1.36, 95% CI 1.13-1.62; \( P=.001 \); Figure 4). In contrast, the estimates were negative (and OR<1) for price levels below €2500 (US $2700; OR 0.82, 95% CI 0.57-1.16; \( P=.26 \)), between €2500 (US $2700) and €7500 (US $8000; OR 0.66, 95% CI 0.48-0.91; \( P=.01 \)), and between €7500 (US $8000) and €15,000 (US $16,000; OR 0.62, 95% CI 0.46-0.83; \( P=.002 \)).

The implications of the results for the estimate of willingness to pay, and its sensitivity to methodological choices, are visualized in Figure 5. This reveals wide CIs, such that the lower bound for willingness to pay was almost 0 for artificial intelligence personalization and the upper bound for electronic medical record integration was €40,000 (US $42,761; annual). In contrast to what is expected with rational decisions, the difference between the weights for the price levels of €2500 (US $2700) to €7500 (US $8000) and €7500 (US $8000) to €15,000 (US $16,000) was relatively small compared with the absolute monetary value difference, which complicates the interpretation of willingness-to-pay results.

Furthermore, the findings suggested significant variation in preference weights across respondents. Specifically, the improvement of model fit between mixed logit model 1 (McFadden pseudo \( R^2 =0.27 \); good) and conditional logit model 1 (pseudo \( R^2 =0.08 \); not good) was substantial. Furthermore, models (ie, model 2) with fixed interaction effects between preference weights and respondent characteristics improved the choice predictions. The odds of selecting an app were relatively higher in surgeons with less than 10 years of work experience (β=.78, SE 0.14, Exp[β]=2.20; \( P<.001 \)) and in those who rated the need for collective app development (very) high (β=.79, SE 0.14, Exp[β]=2.19; \( P<.001 \)).

These weights can be used to estimate the likelihood of selecting an app under various scenarios. For example, the odds of selecting a hypothetical app with only basic level attributes were 1 over 5, corresponding to a probability of 0.18. Among health professionals with >10 years of experience and without a high need for collective development, the estimated probability of selecting such a basic was 8.6%. Table 2 provides estimated probabilities of app selection under 4 different scenarios.
**Figure 4.** Weight estimates with 95% CIs for model 1 attribute levels. EMR: electronic medical record.

**Figure 5.** Willingness-to-pay estimates with 95% CIs and their sensitivity to different methodological choices. WTP: willing to pay.
Formative evaluation revealed important lessons. First, qualitative examinations of the (unmet) information and support needs revealed patients’ need for psychosocial support and easy access to more extensive information on their injury, its consequences, and their future prospects, including return to work. Additional support and information could reduce experiences of uncertainty during physical recovery and improve the ability to cope with limitations in daily life. Second, inquiry of barriers and facilitators in the current working context of health care professionals suggested that workload is a crucial issue with regard to eHealth solutions. mHealth solutions can either act as barriers (shifting more work to doctors) or facilitators (work relief) in introducing new tools or eHealth or mHealth apps. Third, this finding explains why our DCE among trauma surgeons identified data access through electronic medical records as the most preferred attribute. In addition, albeit to a lesser extent, trauma surgeons appeared to value hospital level information adjustment and identification and personalization of rehabilitation through artificial intelligence. According to the DCE results, few trauma surgeons may be inclined to start using an mHealth app that meets none of such requirements. This seemed to be even truer the longer a surgeon is in the profession. Both the patients and professionals responded positively to using mHealth for monitoring by providing information that would be relevant to their care needs.}

**Comparison With Prior Work**

The findings of our study add to the existing literature aimed at overcoming barriers to the successful development and implementation of eHealth initiatives that followed the CeHReS protocol. The study also contributed to the understanding of the value of mHealth apps by providing insights into how these apps could be designed to meet the needs of different user groups.
road map [16,20,33-40]. Previous studies have addressed a wide range of eHealth initiatives such as the development of a web-based intervention for depression [37], a computerized clinical decision support system for patients with type 2 diabetes [36], an mHealth intervention for patients with prediabetes [33], and a digital training tool to support oncologists in the skill of information provision [40]. However, only one earlier study addressed a more traumatic oriented topic [38]. Although the CeHRes road map has been used in this study, numerous other frameworks are available to develop eHealth or mHealth initiatives [41]. For example, the agile science approach that includes an iterative process and focuses on flexible concepts to develop and test eHealth prototypes [42], or the persuasive system design model that focuses on influencing behavior in a positive manner [43]. Other examples include intervention mapping or the Accelerated Creation-to-Sustainment model [41]. Instead of selecting a single right development model for addressing key concerns, it is preferable to select and combine research methods to address the needs, demands, and values of end users and important stakeholders [41].

Our formative evaluations provided a relatively rare qualitative perspective on factors and domains of health-related quality of life with regard to patients’ desire of well-delivered information and support during an episode of hospital trauma care. Both psychological (ie, coping, anxiety, self-efficacy, and a future prospective on the return to work) and social needs (ie, family support or a contact person in the hospital) were highlighted as essential for quality of life and progression in restoring daily life activities. Other studies have shown the influence of various consecutive (transfers between) contexts of care and support, including hospital trauma care centers, rehabilitation services [44], primary care [45], and social environments such as family [46] and work [8].

Previous studies have indicated that professionals in trauma care setting could play an important role in managing factors related to quality of life. Patient motivation, self-awareness (eg, cognitive impairment), self-efficacy (eg, managing pain or returning to work), social interaction, (work) goal setting (eg, changing occupation, following education), and eHealth or mHealth solutions could support in efficient patient guidance [7,8,47,48].

However, our qualitative look at these possibilities also highlighted that different contexts belonging to individual patients complicate the development of an eHealth app that is both personally meaningful and scalable.

**Strengths and Limitations**

To our knowledge, this study is the first to use the CeHRes road map for the development of a mobile delivery mode for information and support to improve experiences and multidimensional health outcomes of injured patients from trauma care settings. Using the CeHRes roadmap helped prevent common development pitfalls such as supply drive, reinventing the wheel, or a not invented here mindset [16,41]. During the development process, different stakeholders were involved that represented both the demand side (ie, patients and professionals) and the supply side of a value proposition, which is pivotal for adoption, scale-up, and maintenance of eHealth initiatives [15].

Although only patients and professionals were formally included in the study, hospital ICT services, a hospital privacy officer, and an external software developer were involved in the brainstorm sessions and prototype development. Methods used in formative evaluation during development were diverse and applied in a creative manner.

Furthermore, there were specific strengths and limitations to these formative evaluations. Our purposive sample included patients from a Dutch level I trauma center with variable injury types and complexities. This heterogeneity of patients promoted the generalizability of our findings across trauma populations.

Between the short development iterations, we embedded a quantitative method within a broader qualitative approach to triangulate on value specification from the perspective of (Dutch) trauma surgeons. Conversely, the use of qualitative data from the interviews and the focus group supported the creation of attributes and levels and compensated for the simplifying assumptions that DCEs make about complex real-world value attributions.

Nonetheless, several limitations to our qualitative and quantitative methods co-occurred with the challenges of aligning formative evaluation steps with those of app development and of COVID-19 restrictions. First, the foreclosure to recruit and interview patients face-to-face hindered the selection and representation of views of patients with lower levels of eHealth literacy. Moreover, the strategy to select a maximally heterogeneous sample of 10 patients for semistructured interviews was a choice of convenience: working toward data saturation or seeking for sampling heterogeneity in more traumatic injury dimensions were considered impractical given our goal to timely support app development with short cycles of formative evaluation. For example, a large subpopulation of patients with traumatic brain injury was represented by one patient who was also a source of insight into the uniqueness (eg, hospital boundary crossing) of the specific recovery trajectory and the associated differential needs; the needs for information related to hospital transfers and cognitive rehabilitation are minor themes within the analysis that are significant for the individual patient. Second, owing to restricted time schedules, the number of formal focus group meetings performed (ie, one) and the heterogeneity of roles in hospital trauma care represented in that group (trauma surgeons and physiotherapists) were smaller than desired. Third, qualitative methods mostly focused on patient perspectives, whereas quantitative methods only addressed value specification from the perspective of trauma surgeons. Thus, the principle of data triangulation was applied to part of our research scope. Full compensation for the sample size limitations of the qualitative methods would require an extended DCE sample including patients and other types of health care professionals. Consequently, it should be taken into account that our sampling strategy may have limited the generalizability of our findings regarding contextual barriers and facilitators and valued app attributes across different patient subpopulations and professional roles in trauma care. Finally, we did not perform quality assurances in the form of member checking or return interview transcripts to interview participants for possible corrections.
**Implications and Recommendations**

This study shows the diversity in the needs and opinions of patients and trauma care professionals regarding (digital) information provision in the current trauma care. Our findings clearly reflect the common value among patients with trauma and trauma care professionals to pursue more efficient and better-informed trauma care. A more efficient exchange of specific, valid, and standardized injury-related information and more convenient monitoring of physical, mental, and social health can be achieved by using an mHealth app. A trauma care professional who receives more information about a patient’s physical, mental, and social health can better adapt his or her treatment to the individual patient. Moreover, secondary use of patient data can develop prediction models for a broad range of relevant health aspects. These models can subsequently be used to further improve shared decision-making by better-informed patients and doctors. However, this study also reminds us that such an eHealth initiative requires the broad support of patients, trauma care professionals, and other stakeholders.

The insights we obtained for the development of an eHealth prototype that fits the needs of essential end users were already used and can now be used by others to improve eHealth or mHealth apps for patients with trauma. For further development of a broadly supported eHealth app for trauma (after) care, a structural development process, for example, by means of continuing the CeHRes road map, is recommended [16].

Other authors or researchers could use this paper as inspiration for future eHealth projects in related fields of research. Herein, we recommend developers to be open to continuing iterations on each step, despite the fact that the process will move at a slow pace. The context cannot be inquired completely in a single cycle with regard to all-important matters to all the stakeholders. For example, future implementation of coordinated after care supported by an mHealth solution may depend on how the sustained provision of such a service is paid for, or on legal issues regarding information exchange between patients and health care professionals of different facilities. Future studies could focus on the expansion of participants on the supply side and demand side in which, for example, outpatient nurses and clinical ward nurses could be involved in qualitative assessments. Moreover, it is strongly recommended that additional development based on contextual inquiry and, when suitable, prototype testing should emphasize on less computer or internet literate patients. When insurmountable contextual barriers are met, it is better to know them and to make the solution simpler to promote future implementation. In this regard, virtual fracture clinics provide an example to build upon.

**Conclusions**

This study reveals that most end users in trauma care do not just need any app or mHealth solutions. Patients, particularly those with complex injuries, require psychosocial support and easy access to more extensive information about their injury and possible journey toward recovery. Both patients with trauma and trauma care professionals strive for dependable information and, possibly, a prediction on how a patient’s trajectory of recovery is evolving. Using the CeHRes road map, we were able to develop a mobile delivery mode based on the needs of both patients and trauma care professionals with basic computer skills. The formative evaluation process made it possible to iteratively adapt and improve the current prototype in an efficient way. This study could potentially serve as a starting point for future development of eHealth or mHealth initiatives within the trauma care community.
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Abstract

Background: COVIDCare@Home (CC@H) is a multifaceted, interprofessional team-based remote monitoring program led by family medicine for patients diagnosed with COVID-19, based at Women’s College Hospital (WCH), an ambulatory academic center in Toronto, Canada. CC@H offers virtual visits (phone and video) to address the clinical needs and broader social determinants of the health of patients during the acute phase of COVID-19 infection, including finding a primary care provider (PCP) and support for food insecurity.

Objective: The objective of this evaluation is to understand the implementation and quality outcomes of CC@H within the Quadruple Aim framework of patient experience, provider experience, cost, and population health.

Methods: This multimethod cross-sectional evaluation follows the Quadruple Aim framework to focus on implementation and service quality outcomes, including feasibility, adoption, safety, effectiveness, equity, and patient centeredness. These measures were explored using clinical and service utilization data, patient experience data (an online survey and a postdischarge questionnaire), provider experience data (surveys, interviews, and focus groups), and stakeholder interviews. Descriptive analysis was conducted for surveys and utilization data. Deductive analysis was conducted for interviews and focus groups, mapping to implementation and quality domains. The Ontario Marginalization Index (ON-Marg) measured the proportion of underserved patients accessing CC@H.

Results: In total, 3412 visits were conducted in the first 8 months of the program (April 8-December 8, 2020) for 616 discrete patients, including 2114 (62.0%) visits with family physician staff/residents and 149 (4.4%) visits with social workers/mental health professionals. There was a median of 5 (IQR 4) visits per patient, with a median follow-up of 7 days (IQR 27). The net promoter score was 77. In addition, 144 (23.3%) of the patients were in the most marginalized populations based on the residential postal code (as per ON-Marg). Interviews with providers and stakeholders indicated that the program continued to adapt to meet the needs of patients and the health care system.

Conclusions: Future remote monitoring should integrate support for addressing the social determinants of health and ensure patient-centered care through comprehensive care teams.
Introduction

Remote home monitoring has dramatically expanded to manage COVID-19 in the community and avoid unnecessary hospital visits in a capacity-constrained health care system [1,2]. The ability to remotely monitor patients enables providers to escalate care at signs of deterioration, while minimizing the risk of unnecessary direct exposure of the general public, patients, and health workers to the virus [2,3]. Outcomes for remote home monitoring programs for COVID-19 are inconsistent but suggest low rates of mortality, admission rates, emergency department (ED) attendance, or reattendance [2]. Further, models of care delivery for remote monitoring vary significantly. Although many are implemented in specialist care settings [4-24], family medicine–led models may provide advantages, such as being more adaptable to meet evolving patient needs, including addressing psychosocial needs and social determinants of health within a limited capacity system [2].

To understand the impact of remote monitoring programs, evaluations of process and outcome measures are needed [25]. Greenhalgh et al [25] suggest that evaluations of COVID-19 remote monitoring programs should focus not only on the efficacy of monitoring respiratory symptoms but also on the evaluation of cost-effectiveness, patient experience, equity, sustainability, and adaptation [25]. To date, few evaluations have taken this comprehensive approach [2,16]. The Quadruple Aim framework of patient experience, provider experience, cost, and population health focuses on key process and outcome measures. Process measures included implementation outcomes of feasibility and adoption. Within patient and provider experience, the quality measures of safety, effectiveness, equity, and patient centeredness were assessed based on the National Academy of Medicine’s (formerly the Institute of Medicine) domains of quality [28]. Measures were selected based on applicability to the program and feasibility of data collection. The outcome of population health included stakeholder interviews to reflect on program and health system sustainability.

Methods

Study Design

This multimethod cross-sectional evaluation followed the Quadruple Aim framework [26] of patient experience, provider experience, cost, and population health, focusing on key process and outcome measures. Process measures included implementation outcomes of feasibility and adoption. Within patient and provider experience, the quality measures of safety, effectiveness, equity, and patient centeredness were assessed based on the National Academy of Medicine’s (formerly the Institute of Medicine) domains of quality [28]. Measures were selected based on applicability to the program and feasibility of data collection. The outcome of population health included stakeholder interviews to reflect on program and health system sustainability.

Setting and Context

CC@H was launched on April 8, 2020, and is based at the WCH, an ambulatory hospital in Toronto, Ontario, Canada. Adaptive leadership and ongoing improvement cycles were used to adapt the program to meet system needs as the pandemic evolved [29]. An in-depth description of the strategies used to adapt the program and additional contextual factors are provided elsewhere [29], as are details about the model of care [27]. A patient-facing outline of the program is provided in Figure 1.

In brief, the program was led by an interdisciplinary primary care team, with support from multiple specialists and allied health members. Patient were monitored at home by phone or video, sometimes with the use of a pulse oximeter.
Participant Recruitment

The program aims to support home-based patients with COVID-19. This study included all patients who had their first appointment in the first 8 months of the program, from April 8 to December 8, 2020. The primary referral source was the COVID-19 assessment center at the WCH. Patients were also referred by the assessment centers, ED, and acute care wards of neighboring health systems. Referred patients were excluded if they did not have access to a phone. In October 2020, to accommodate rising case numbers, individuals aged 20–40 years who had a primary care provider (PCP) were excluded.

Outcomes

Results were organized by the Quadruple Aim framework of patient experience, provider experience, cost, and population health [26]. Process outcomes included feasibility and adoption. Within patient and provider experience, key quality measures included safety, effectiveness, equity, and patient centeredness. Data sources, samples sizes, and outcomes are summarized in Figure 2.
Figure 2. Summary of data sources and sample sizes within the Quadruple Aim framework for the CC@H evaluation. CC@H: COVIDCare@Home.

### Data Sources

A pragmatic approach was taken for data collection, with the aim to learn from all sources of data available. For this reason, various sources were used with variable sample sizes (Multimedia Appendix 1).

#### Patient Clinical and Utilization Data

Clinical information about participants was extracted from the electronic medical record (EMR) system (Epic, Epic Systems Corporation, Canada), including data entered in a standardized flowsheet (Multimedia Appendix 2). EMR data included age, sex, visit type and frequency, and length of time in the program. Flowsheet data included clinical characteristics, COVID-19–related characteristics, COVID-19 risk factors, and access to a PCP.

#### Patient Postdischarge Survey

Approximately 2 weeks after a patient was discharged, they received a standardized follow-up call from a nurse practitioner (NP), who asked questions verbally and entered data, including reflections and updates, into a standardized electronic flow sheet (Multimedia Appendix 3).

#### Online Patient Survey

An online patient evaluation survey (Multimedia Appendix 4) was developed with input from 2 lived-experience advisors. The survey was initially drafted by 2 researchers with experience in digital health evaluation, and then sent to 2 lived-experience advisors for written feedback. Once this feedback was addressed, a call was conducted between the researchers and the 2 advisors to work through each question and confirm wording and questions to add/remove, ensuring the importance and clarity of each question. Multiple scales were used in the survey as these were selected based on the information that was most useful to the program, rather than consistency of results.

Patients who consented to be contacted at the end of the postdischarge appointment were contacted by email to complete the survey administered through Research Electronic Data Capture (REDCap), a secure, web-based software platform [30], and for their responses to be linked to the extracted clinical and utilization data using their medical record number (MRN). Surveys were sent in 2 rounds, with the first open from July 30 to August 30, 2020, and the second from November 23 to December 8, 2020. Two reminder emails were sent in each round. All participants got an opportunity to complete the survey over the phone, and a translator was available for those who preferred to answer in a language that was not English. Due to a low response rate, after the second round, patients who had provided a valid phone number received a call from a research assistant in January 2021 to complete the survey by phone.

#### Provider Surveys

Brief provider surveys were developed by researchers in the study team and piloted with 2 individuals who were part of the study and providers in the program. The final version was administered through Qualtrics (Multimedia Appendix 5) [31]. This voluntary survey was emailed to all CC@H providers at 3 time points (round 1: June 24, 2020; round 2: August 24, 2020; round 3: December 2, 2020), with an email reminder 1 week later. Providers included physicians, social workers/mental health professionals, nurses, NPs, and pharmacists.

#### Provider Interviews and Focus Groups

All providers were given the option to participate in a virtual interview or focus group. Interviews and focus groups were conducted in July 2020 by a research assistant following a semistructured guide (Multimedia Appendix 6) regarding their experience, perceived patient experience, and the impact on the

---

**Program Feasibility & Adoption:** patient clinical and utilization data (N=616 patients), patient postdischarge survey (N=194), provider surveys (N=22), provider focus groups/interviews (N=6), and stakeholder interviews (N=8)

**Patient Experience**
- Patient clinical and service utilization data (N=616 patients)
- Patient postdischarge survey (N=194)
- Online patient survey (N=14)

**Provider Experience**
- Provider survey (N=22; 3 time periods)
- Provider focus groups/interviews (N=6)

**Population Health**
- Patient clinical and service utilization data (N=616 patients)
- Patient postdischarge survey (N=194)
- Provider focus groups/interviews (N=6)

**Cost**
- Patient postdischarge survey (N=194)
- Provider focus groups/interviews (N=6)

**Program and Health System Sustainability:** Stakeholder interviews N=8
health system. Each discussion was audio-recorded then transcribed verbatim by a third party.

**Stakeholder Interviews**

Stakeholders, including managers and senior leadership involved in CC@H development, were recruited to participate in a semistructured, one-to-one, virtual interview. Participants were recruited by email between August 17 and October 8, 2020, with interviews conducted by a postdoctoral researcher (author CL). Interview questions (Multimedia Appendix 7) focused on health system impact, also addressing program feasibility and adoption, safety, equity, effectiveness, and patient centeredness.

**Population Health: Ontario Marginalization Index (ON-Marg)**

Postal code data for all participants were extracted from Epic, and the Ontario Marginalization Index (ON-Marg) [32] was calculated. ON-Marg is a data tool used to illustrate levels of marginalization across the province and combines a wide range of equity indicators based on postal code and separated by quintile [32].

**Data Synthesis**

For patient clinical and utilization data, descriptive analyses were conducted using R software (R Foundation for Statistical Computing), with continuous variables reported as medians (IQR) and categorical variables reported as percentages. Data were not normally distributed, so medians were used. Patient (online and postdischarge) and provider surveys were analyzed descriptively in Microsoft Excel, and the net promoter score was calculated [33]. For provider focus groups, provider interviews, and stakeholder interviews, each discussion was audio-recorded and then transcribed verbatim by a third party. Deductive content analysis was then conducted by 2 researchers (authors CL and VK) using NVivo 2020 (QSR International), mapping to implementation and service quality outcomes listed earlier within the Quadruple Aim framework. Double-coding was used to confirm results, and discrepancies were discussed with authors PA and GM. Merging of quantitative and qualitative results into the quality outcomes within the Quadruple Aim framework was an iterative process, with some data aligning with more than 1 outcome.

ON-Marg was used to provide a score to examine overall marginalization using a summated value ranging from 1 to 5, where 1 reflects low levels of marginalization and 5 reflects high levels of marginalization. The score was used to assess the percentage of underserved patients in the CC@H program, where underserved was considered as being from the most marginalized quintile (score of 5). Individual dimensions in the score include (1) residential instability, area-level concentrations of people who experience high rates of family or housing instability; (2) ethnic concentration, high area-level concentrations of people who are recent immigrants or people belonging to a “visible minority” group, as defined by Statistics Canada; (3) material deprivation, closely connected to poverty and referring to inability for individuals and communities to access and attain basic material needs; and (4) dependency, area-level concentrations of people who do not have income from employment [32]. The ON-Marg analysis includes appointments of all statuses (completed, cancelled, etc) and repeat cases. Standard practices for calculating this score were used [32].

**Ethical Considerations**

This study was completed by the investigators without the influence of any commercial sponsor and was approved by the local research ethics board at the WCH (2020-0058-E).

**Results**

**Demographics**

Clinical and service utilization data were collected for all patients in the first 8 months of the program (N=616). Of the 616 patients, 337 (55%) were female, the median age was 35 (IQR 25) years, and 171 (28%) did not have a PCP. The patient postdischarge survey was conducted 2 weeks postdischarge (N=194). Of these 194 patients, 110 (57%) were female and the median age was 35 (IQR 25) years. The online patient survey was completed by N=14 patients, who had a median age of 33 (IQR 21) years and 9 (64%) of whom were female (Table 1). Providers who completed the survey (N=22, over 3 time periods) were majorly female and represented a diverse set of clinical roles. We conducted 3 interviews and 1 focus group were conducted with CC@H clinicians (n=6, 27.3%, no physicians). Stakeholders (n=8, 36.4%; 4, 50%, female) who participated in the interviews were in managerial or leadership roles at the WCH. Multimedia Appendix 8 includes the full tables of demographics and results for patients, separated by data collection tool. Multimedia Appendix 9 includes the demographics and results for providers.
Table 1. Demographic and clinical characteristics of all patients (N=616) admitted to the CC@H program from April 8 to December 8, 2021.

<table>
<thead>
<tr>
<th>Clinical and service utilization data</th>
<th>Patients/visits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median 35 (IQR 25) years, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Under 18 years of age</td>
<td>23 (3.7)</td>
</tr>
<tr>
<td>Over 60 years of age</td>
<td>85 (13.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>508 (82.5)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>279 (45.3)</td>
</tr>
<tr>
<td>Female</td>
<td>337 (54.7)</td>
</tr>
<tr>
<td><strong>Comorbidity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>41 (6.7)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>36 (5.8)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>34 (5.5)</td>
</tr>
<tr>
<td>Anxiety/depression</td>
<td>33 (5.4)</td>
</tr>
<tr>
<td>Other (diabetes, hypertension, etc)</td>
<td>45 (7.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>427 (69.3)</td>
</tr>
<tr>
<td><strong>Has a PCP&lt;sup&gt;b,c&lt;/sup&gt;, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>357 (58.0)</td>
</tr>
<tr>
<td>No</td>
<td>171 (27.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>88 (14.2)</td>
</tr>
<tr>
<td><strong>Visits (N=3412), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Generic provider</td>
<td>689 (20.2)</td>
</tr>
<tr>
<td>Family physician staff/resident</td>
<td>2114 (62.0)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>439 (12.9)</td>
</tr>
<tr>
<td>Advanced nurse</td>
<td>2 (0.1)</td>
</tr>
<tr>
<td>Social worker/mental health professional</td>
<td>149 (4.4)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>19 (0.6)</td>
</tr>
<tr>
<td>Visits per patient, median (IQR)</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Time from swab results to first visit, median (IQR)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Length of follow-up in program&lt;sup&gt;d&lt;/sup&gt;, median (IQR)</td>
<td>7 (27)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CC@H: COVIDCare@Home.
<sup>b</sup>PCP: primary care provider.
<sup>c</sup>Can select more than one option.
<sup>d</sup>Time from the first appointment to the last.

Process Outcomes: Feasibility and Adoption

Based on the utilization data (Table 1), a total of 3412 visits were conducted in the first 8 months for 616 patients, including 2114 (62.0%) visits with family physician staff/residents and 149 (4.4%) visits with a social worker/mental health professional. There was a median of 5 (IQR 4) visits per patient, with a median length of follow-up of 7 days (IQR 27). The median time from a positive swab result to the first visit was 3 days (IQR 3). All visits were conducted by phone or video, with no in-person visits.

Within the patient experience data from the patient postdischarge survey (see Multimedia Appendix 8 for full results), 177 (91.2%) of 194 patients were referred from the WCH assessment center. During the program, 39 (20.1%) patients reported they received a pulse oximeter and 14 (7.2%) received a thermometer. In addition, 60 (30.9%) patients reported receiving a referral to a social worker. Within the patient survey data (Table 2), 11 (79%) of 14 patients reported that scheduling their remote visit was easy.

From the provider survey (see Multimedia Appendix 9), most providers at each time point did not have prior experience with remote monitoring programs. All but 2 (9%) of the 22 providers...
(all rounds) strongly agreed/agreed that they felt more comfortable with remote monitoring now than they did when they started the program. All but 5 (23%) providers (all rounds) strongly agreed/agreed they felt more comfortable with the technology involved in remote monitoring than when they started.

Provider interviews indicated that the initial development of the program was primarily physician driven and that involvement of nursing and allied health providers in decision-making grew as the program developed. Providers commented on the steep learning curve of rapid onboarding to a new program, adapting to delivering virtual care, using a new EMR system, challenges defining their roles and responsibilities, and getting used to the rapid decision-making needed to develop and adapt the program to meet changing patient and health system needs. Even given these challenges, all providers recognized a strong need for the program and understood there would be challenges when developing a program so rapidly during a pandemic.

Additional facilitators mentioned in stakeholder interviews included senior leadership support, resourcing, and having regular communication between experienced clinical, operational, and technological leads. The continuous research and evaluation approach also allowed for iterations of the program, which ultimately improved care delivery. For long-term effectiveness, stakeholders valued the interdisciplinary collaboration between physicians of a variety of disciplines (ie, primary care, internal medicine), allied health professionals, academic leaders, and information management/information technology (IM/IT).

Table 2. Online patient survey data (N=14): Detailed information collected through the online patient survey focused on feasibility, adoption, safety, effectiveness, patient centeredness, and health system connection and impact. A sample of questions have been selected here, with the full results provided in Multimedia Appendix 8.

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly disagree, n (%)</th>
<th>N/A², n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Safety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I feel my COVID-19 infection was well treated.</td>
<td>7 (50)</td>
<td>3 (21)</td>
<td>4 (29)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>The health care providers had a good understanding of my medical problem(s).</td>
<td>7 (50)</td>
<td>4 (29)</td>
<td>2 (14)</td>
<td>1 (7)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I feel my care was increased when needed.</td>
<td>5 (36)</td>
<td>4 (29)</td>
<td>1 (7)</td>
<td>1 (0)</td>
<td>0</td>
<td>3 (21)</td>
</tr>
<tr>
<td>The program helped me decide if/when I needed in-person medical care.</td>
<td>5 (36)</td>
<td>4 (29)</td>
<td>0</td>
<td>0</td>
<td>1 (7)</td>
<td>4 (29)</td>
</tr>
<tr>
<td>The program helped me avoid going to the ED b.</td>
<td>8 (57)</td>
<td>3 (21)</td>
<td>3 (21)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Effectiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The program helped me to better manage my health and medical needs for COVID-19.</td>
<td>8 (57)</td>
<td>3 (21)</td>
<td>2 (14)</td>
<td>1 (7)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I feel I had enough time with the doctor(s).</td>
<td>7 (50)</td>
<td>5 (36)</td>
<td>2 (14)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I feel I had enough time with the other providers (ie, nurse, social worker, etc.)</td>
<td>4 (29)</td>
<td>5 (36)</td>
<td>4 (29)</td>
<td>1 (7)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Patient centeredness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I feel the care I received is in line with my goals and preferences.</td>
<td>7 (50)</td>
<td>6 (43)</td>
<td>0</td>
<td>1 (7)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>This program eased my anxiety immediately after my positive COVID test.</td>
<td>7 (50)</td>
<td>4 (29)</td>
<td>2 (14)</td>
<td>1 (7)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bED: emergency department.

**Patient Experience**

**Equity**

Of the 839 patients available in the ON-Marg data, 195 (23.2%, range 95-317, 11.3%-37.8%) were completed by patients in the most marginalized populations (marginalization score=5). Within the most marginalized, the median was 79.7% for residential instability, 74.4% for ethnic concentration, 40.4% for deprivation, and 14% for dependency. When analyzed by visit, 564 (24.4%) of 2316 visits (range 257-831, 11.1%-35.9%) were completed by patients in the most marginalized populations. Within those most marginalized, the median by visit was 77.2% for residential instability, 75.9% for ethnic concentration, 37.6% for deprivation, and 15.8% for dependency.

**Effectiveness**

In the online patient survey, the net promoter score was 77 [33]. Of the 14 patients, 11 (79%) strongly agreed/agreed that the
program helped them to better manage their health and medical needs for COVID-19 and agreed that the program was useful for managing their care and treatment (Multimedia Appendix 8). In the patient postdischarge survey data, when asked about the most helpful part of the program, 69 (35.6%) of 194 patients appreciated the regular check-ins and 48 (24.7%) mentioned a positive care experience. Many patients mentioned they felt supported and reassured and that they received comprehensive, timely, and personalized care during a challenging time. Details are provided in Multimedia Appendix 8.

Safety
Of the 194 patients, 10 (5.2%) in the patient postdischarge survey (see Multimedia Appendix 8) reported that since they had been diagnosed with COVID-19, they had accessed emergency services, including the ED, for COVID-19 or any other health issues. In addition, 117 (60.3%) patients felt they were discharged from CC@H at the right time and only 6 (3%) and 2 (1%) felt they were discharged too early or too late, respectively (n=70, 36%, were missing data).

Within the online patient survey data (Multimedia Appendix 8), 10 (71%) patients strongly agreed/agreed that their COVID-19 infection was well treated; 9 (64%) strongly agreed/agreed that their care was increased, when needed; and 9 (64%) strongly agreed/agreed that the program helped them decide if/when they needed in-person medical care.

Patient Centeredness
In the online patient survey data (Multimedia Appendix 8), 11 (79%) of 14 patients strongly agreed/agreed that the program eased their anxiety immediately after their positive COVID-19 test and throughout the program and 13 (93%) patients agreed/strongly agreed that their needs were addressed in the program. All but 1 (7%) patient agreed that the care they received was in line with their goals and preferences.

Provider Experience

Equity
Provider survey results (see Multimedia Appendix 9) found that all but 1 (10%) of 10 provider (round 1; 4, 40%, neutral) agreed/strongly agreed that they were able to address issues around social determinants of health for their patients. In addition, 14 (64%) of 22 providers (all 3 rounds) agreed/strongly agreed that the program was meeting the needs of underserved populations. Provider interviews demonstrated mixed opinions on whether the program initially met the needs of underserved populations, mainly focusing on the steep learning curve of navigating patients with varying immigration statuses (eg, refugees, undocumented immigrants) due to a lack of experience. Providers reported challenges in finding community resources that still offered social services throughout the COVID-19 pandemic. Resources and expertise from Crossroads Clinic, a WCH clinic specializing in refugee care, helped providers better support undocumented patients and thus improved the quality of the program [34].

Effectiveness
Interviewed providers generally agreed that CC@H was effective and met the needs of its patients. Provider interviews also indicated provider and program flexibility were invaluable when responding to the changing environment. The primary care model and flexibility of the staffing and resources meant the team could provide comprehensive care outside the COVID-19 diagnosis to holistically support the needs of their patients. For example, due to this flexibility, a patient was able to continue within the program despite no longer presenting COVID-19 symptoms, because they required medical care but did not have access to a PCP.

We had one homeless gentleman who also had prostate cancer. He wasn’t diagnosed with us, but he didn’t have a family doctor. We followed him until we were able to have him see a family doctor because we got him a family doctor, but they couldn’t see him for another month and a half; so we just kept monitoring him. So, there’s a flexibility there to accommodate the needs of everyone. [Health care provider 1]

Safety
All but 1 (5%) provider (see Multimedia Appendix 8; 3, 14%, neutral) agreed/strongly agreed that they felt supported to manage the clinical uncertainty of a new illness. All but 1 (5%; 1, 5%, neutral) provider agreed/strongly agreed they could escalate patient care, when needed. All providers (4, 18%, neutral) felt the program helped to avoid ED visits. Provider interviews discussed how frequent communication within the team about evidence and program changes was initially conducted through daily interdisciplinary group huddles to discuss patient safety and clinical issues. The primary care approach was also said to make CC@H better equipped to adapt to clinical uncertainty compared to other specialties, and thus increased the safety of the program.

In order to work in that setting [primary care], you have to be comfortable with a level of uncertainty…it’s just their ability to kind of embrace the uncertainty of “you may not know the diagnosis and that’s OK in family medicine.” I think that’s why this group of physicians was really ideally poised to take this on, because they do that every day. [Health care provider 2]

Patient Centeredness
Although patient needs varied within the program, interviewed providers generally felt that CC@H was able to improve access to medical, mental health, and social care. Specifically, they agreed that the program helped to ease patient anxiety regarding a positive COVID-19 diagnosis. Providers also commented that patients valued receiving care specific to and beyond their positive COVID-19 diagnosis, which helped to relieve their anxiety. All providers agreed/strongly agreed (3, 14%, neutral) that they could provide patient-centered care through the program, and all but 2 (9%; 3, 14%, neutral) agreed/strongly agreed that the care they could provide through the program aligned with the goals and preferences of their patients.
**Population Health**

Population health was explored as patient demographics (comorbidities and smoking status), access to a PCP, and receipt of community support. Utilization data indicated the most common comorbidity was asthma (n=41, 6.7%), followed by diabetes (n=36, 5.8%), hypertension (n=34, 5.5%), and anxiety/depression (n=33, 5.4%). In addition, 47 (7.6%) patients were smokers.

In the patient postdischarge survey (Multimedia Appendix 8), 32 (16.5%) of 194 patients were connected to a PCP by the program if they did not have one when entering the program. Other community support provided by CC@H included the following: 9 (4.6%) patients received food delivery, 4 (2.1%) were connected to the Red Cross, and 4 (2.1%) were connected to other types of support, such as government financial support, counseling resources, laundry, and pharmacy delivery.

In the patient postdischarge survey (Multimedia Appendix 8), when asked where they would have gone after their diagnosis if they were not involved in CC@H, 33 (17%) patients said they would go to a PCP, 17 (8.8%) said they would not have sought care, and 14 (7.2%) would have gone to the ED. From the online patient survey data (Multimedia Appendix 8), 8 (57%) patients would have gone to their PCP and 4 (29%) to the ED. When asked how many in-person visits they thought they would have had to make to a health care provider, the mean was 3 (SD 6.7, range 0-25) visits. In addition, 10 (71%) patients strongly agreed/agreed that the program could be beneficial for other patients with a lot of health issues.

Provider interviews indicated that 1 of the most valuable components of CC@H was finding PCPs for patients who did not have one. Beyond medical care, providers also reported the program was able to support patients to access groceries and medication and assist them with accessing government financial support.

**Program and Health System Sustainability**

CC@H stakeholder interviews focused on the sustainability of CC@H and future plans for remote monitoring. Facilitators for the sustainability of CC@H during the COVID-19 pandemic included the family medicine interdisciplinary model and having the flexibility to scale resources up and down, as needed. These facilitators were also said to support the sustainability of the health system by providing comprehensive care to patients beyond their COVID-19 diagnosis, while minimizing the risk of direct exposure to the public, patients, and health workers. Stakeholders indicated that comprehensive physician remuneration and billing codes are needed to incentivize the remote monitoring care model to improve the sustainability of remote monitoring programs in general.

Beyond the COVID-19 pandemic, stakeholders mentioned that the program could be adapted to other areas and be used to create a set of remote monitoring principles.

> We have an opportunity as an organization to understand and learn from the experience that the program has with these [remote monitoring] tools...I also was always conscious of the potential for adaptation of a program like this into very [low-resource] environments whether that be in the far north or whether it be outside our borders. [Stakeholder 8]

Stakeholders also commented on the Quadruple Aim framework, emphasizing the importance of equitable care in the current and future iterations of the program. Comments aligned with previously mentioned experiences, with an additional point on the benefit of having diverse staff supporting diverse patients.

The [medical] residents that were engaged in the team were also very diverse, so their shared experience was helpful. In one situation we had a Black woman who really related to the fears and concerns of another Black woman who happened to have COVID, so by having a diverse group of caregivers that has also, I think, enriched the program. [Stakeholder 4]

**Cost**

Within the Quadruple Aim framework, low ED visits with patients can be considered proxy for cost avoidance [35]. As mentioned above, 10 (5%) patients from the post-discharge survey reported that since they had been diagnosed with COVID-19, they had accessed emergency services, including the ED, for COVID-19 or any other health issues. From the provider survey, all providers agreed/strongly agreed (4, 18%, neutral) the program has helped avoid ED visits. Interviewed providers and stakeholders perceived that CC@H prevented ED and intensive care unit (ICU) admissions.

Online patient survey data found that 3 (21%) of the 14 patients reported that they would have spent more than CA $300 (US $ 231.35) per visit on traveling to a health care provider (eg, parking, transit), missing work and other expenses (eg, childcare); see Multimedia Appendix 8.

Provider interviews indicated that remote monitoring services have the potential to save health system costs by decreasing ED visits and hospitalizations. Stakeholder interviews discussed how crucial the implementation of the virtual billing codes is to enabling physicians to be involved in the program.

**Discussion**

**Principal Findings**

Evaluation of the CC@H remote monitoring program using the Quadruple Aim framework found the program can provide safe, effective, and patient-centered care for patients with COVID-19. With 3412 visits conducted in the first 8 months and a net promoter score of 77, the program was feasible, with care provided to a wide demographic range of patients, using primarily phone, video, and remote monitoring devices, including pulse oximeters. Our results indicate multiple benefits of remote monitoring, particularly related to patient experience. Patients highlighted the value of a continuous, hands-on touchpoint; reassurance through regular check-ins; and support in addressing the social determinants of health, including access to food, medication delivery, and a PCP.
There is also evidence that the program design enabled more equitable care, allowing the program services to reach those who were disproportionately impacted by COVID-19. In this study, 23.3% of the patients were in the most marginalized quintile patient population, suggesting an overrepresentation of patients from low-socioeconomic-status groups. This 23% is higher than the median 17.6% across the WCH.

In CC@H, 28% of the patients did not have a PCP, which is much higher than the 2019 level in Ontario, which was 9.4% (14.5% across Canada) [36]. This equity focus is especially important for COVID-19 care, as we know patients from these communities were disproportionately impacted by the disease [37-39]. The positive impact on patient-centered care and equity may reflect the comprehensive, family medicine–led, team-based design of the program.

Despite the rapid development and limited experience by providers in remote monitoring or treating patients with COVID-19, most interviews with providers and stakeholders indicated that support from leadership and team flexibility made them feel comfortable and allowed for continuous adaptions to meet evolving patient and health system needs. Almost all providers and patients felt the program helped to avoid unnecessary ED visits.

**Comparison With Prior Work**

Over the course of the pandemic, there has been a rapid growth in the use of remote monitoring programs to support patients and health systems. However, there is significant variation in program design and patients served (range 12-6853 patients per program), and evaluations of these programs and their impact are limited [2]. Most other programs described in the literature did not take a comprehensive, family medicine–led, team-based approach. Programs were either specialist led or focus on the use of technology as the primary mechanism for daily check-ins [4-24].

A review of COVID-19 remote monitoring programs found that few program models included support of mental health [2]. Evaluations of most programs focused on reporting adoption data (ie, number of visits) and basic clinical outcomes (eg, ED visits, deaths), with limited data presented on impact across the Quadruple Aim framework or on equity [2]. This CC@H evaluation is comprehensive, including reporting on patient, provider, and stakeholder perspectives, and assesses impact on delivery of equitable care [2]. When comparing implementation outcomes, other programs had a virtual length of stay ranging from 3.5 to 13.1 days [2] compared to CC@H’s median of 7 days. Time from swab to assessment ranged from 2 to 3.7 days [2], similar to CC@H’s median of 3 days. Mortality rates were also similar, ranging from 0% to 3.1% in other programs, with admission or readmission rates ranging from 0% to 29%. ED attendance or readmittance ranged from 4% to 36%, while in CC@H, it was 5%.

Most previous studies of remote monitoring programs, primarily related to cardiac disease, failed to evaluate impact of the program on patient experience or quality of life [40-42]. Further, almost none looked specifically at the impact on social determinants of health or patients from underserved populations [40-42]. Our results suggest that future remote monitoring programs beyond the pandemic might benefit from a comprehensive team-based approach that prioritizes patient experience and support for the social determinants of health, in addition to more traditional clinical outcomes.

**Limitations**

This study used a pragmatic approach by leveraging the regular collection of quality improvement data, which enabled evaluation under the constraints of the pandemic; however, it also led to some issues with data quality, particularly for missing values. In data collected through EMRs, an empty response may have represented “no,” “not applicable,” or missing data, with no way to distinguish between these options. ED and hospital utilization data were only collected through the patient postdischarge survey based on patient reporting and may not reflect all ED visits. As providers did not always document additional services, such as support with food delivery, these values are likely lower than the actual care provided. We also were unable to collect information regarding the number of people who were excluded for not having access to a phone, as this would be an indicator of socioeconomic deprivation. Other programs at the WCH were set up to support these individuals without access to a phone. Due to our sample size, we were unable to stratify our results by waves of the pandemic.

The patient postdischarge survey data were collected by an NP as part of clinical care as it provided significant insight into the patient experience. However, data were not collected for all patients, nor were comments transcribed verbatim. This clinical approach meant data were not anonymous and were collected by someone involved in care delivery. Triangulation across multiple sources of patient experience data helped to limit the impact of all potential bias. Although this evaluation included many measures with small numbers, it is encouraging that all were pointing in the same direction, thus suggesting patient benefit. A full cost-effectiveness analysis was outside the scope of this study and deserves further exploration.

**Conclusion**

The CC@H remote monitoring program at the WCH is feasible and provided equitable, effective, safe, and patient-centered care during the COVID-19 pandemic. The primary care approach is thought to have facilitated comprehensive care, supporting patient needs beyond the COVID-19 diagnosis. Future remote monitoring programs should emphasize patient experience and the role of flexible, comprehensive, interdisciplinary programs that specifically address the social determinants of health. Using the Quadruple Aim framework facilitates understanding the impact of the program beyond clinical outcomes to support delivery of comprehensive, patient-centered care for all patients.
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Abstract

Background: Providing care in home environments is complex, and often the pressure is on caregivers to document information and ensure care continuity. Digital information management and communication technologies may support care coordination among caregivers. However, they have yet to be adopted in this context, partly because of issues with supporting long-term disease progression and caregiver anxiety. Voice assistant (VA) technology is a promising method for interfacing with digital health information that may aid in multiple aspects of being a caregiver, thereby influencing adoption. Understanding the expectations for VAs to support caregivers is fundamental to inform the practical development of this technology.

Objective: This study explored caregivers’ perspectives on using VA technology to support caregiving and inform the design of future digital technologies in complex home care.

Methods: This study was part of a larger study of caregivers across North America on the design of digital health technologies to support health communication and information management in complex home care. Caregivers included parents, guardians, and hired caregivers such as personal support workers and home care nurses. Video interviews were conducted with caregivers to capture their mental models on the potential application of VAs in complex home care and were theoretically analyzed using the technology acceptance model. Interviews were followed up with Likert-scale questions exploring perspectives on other VA applications beyond participants’ initial perceptions.

Results: Data were collected from 22 caregivers, and 3 themes were identified: caregivers’ perceived usefulness of VAs in supporting documentation, care coordination, and person-centered care; caregivers’ perceived ease of use in navigating information efficiently (they also had usability concerns with this interaction method); and caregivers’ concerns, excitement, expected costs, and previous experience with VAs that influenced their attitudes toward use. From the Likert-scale questions, most participants (21/22, 95%) agreed that VAs should support prompted information recording and retrieval, and all participants (22/22, 100%) agreed that they should provide reminders. They also agreed that VAs should support them in an emergency (18/22, 82%)—but only for calling emergency services—and guide caregivers through tasks (21/22, 95%). However, participants were less agreeable on VAs expressing a personality (14/22, 64%)—concerned they would manipulate caregivers’ perceptions—and listening ambiently to remind caregivers about their documentation (16/22, 73%). They were much less agreeable about VAs providing unprompted assistance on caregiving tasks (9/22, 41%).

Conclusions: The interviews and Likert-scale results point toward the potential for VAs to support family caregivers and hired caregivers by easing their information management and health communication at home. However, beyond information interaction, the potential impact of VA personality traits on caregivers’ perceptions of the care situation and the passive collection of audio data to improve user experience through context-specific interactions are critical design considerations that should be further examined.
Background

Although engaging in natural spoken conversation is the most common way of communicating information, humans are increasingly interacting with information through computers. The Turing test is often used to determine whether an exchange with a computer can be distinguished from that with a human, measuring the humanness of the interaction [1]. Significant research has been working toward imitating natural language conversations. However, this area has not yet been fully realized as a prominent means of human-computer interaction [2-4]. With advancements in natural language understanding and speech processing, the adoption of voice assistant (VA) technology such as Apple’s Siri, Amazon’s Alexa, Microsoft’s Cortana, and Google’s Assistant is increasing. This rise in adoption is primarily due to the ability of VAs to reduce barriers to accessing information, social attributes influencing the development of trust, and significant advancements in the technology [4-6]. Although VAs are commonly used to support everyday activities such as playing music, checking the weather, and listening to the news, emerging research explores potential health care applications [7-10].

Interacting with digital health technologies through a VA may provide a more natural, intuitive, and efficient way to engage with health information in complex home care by family members and their caregiving teams [11-13]. VAs may positively affect caregiver burnout by better supporting care coordination [14,15], where vocal recordings of health events and documentation could relieve a caregiver’s documentation burdens [13]. For children with special health care needs, VAs may support autonomy to self-manage health information as they transition to adulthood [12]. At the same time, for older adults, VAs have demonstrated improvements in independent living and health maintenance [16-19].

With the increase in individuals providing home care, especially during the COVID-19 pandemic, there is significant potential for VAs to support caregivers in this context [10,13]. In 2020, approximately 1 in 5 Americans were providing home care, with an increasing number of family caregivers reporting difficulties coordinating care with other caregivers [20]. Despite the COVID-19 pandemic bringing telehealth to the forefront and the desire for integrated information technologies, there remains a lack of standardized, easy-to-use systems to support communication and coordination among caregivers in complex home care [21]. VAs may provide an interaction method that is more suitable for this health care delivery context given the atmosphere of a home environment. However, it is unclear how caregivers would expect to interact with health information using VAs, which is critical for informing their design.

Advancements in Digital Technologies for Home Care

Collaboration among caregivers is critical to ensure safety and quality care in someone’s home, especially when living with complex medical conditions and health service needs [13,22-25]. Mobile apps are a promising solution to support caregiver collaboration in the home, where computer use has become ubiquitous as a technology to enhance communication and information sharing. Nursing agencies currently use mobile apps to share care updates among their teams. However, these apps are often limited to the nursing team without including the family caregiver, who ultimately develops their own information management and communication methods in the home [26]. For family caregivers supporting older adults with dementia, the design of mobile apps to meet their information and communication needs has been shown to improve caregiving confidence, depression and self-efficacy, and interaction between caregivers and health care professionals [27-29]. Mobile apps have also been shown to ease information access on the part of caregivers to scientific knowledge about their children’s complex medical conditions [30].

There is increasingly more research on mobile app design, including a user-centered approach through qualitative data analysis where participants’ insights and expressed needs are used to direct feature and functionality development [27,31]. These short-term deployment studies highlight the impact of the novelty factor on the interest in integrating a mobile app on the part of caregivers. However, common challenges from research on mobile app use in complex home care centers on the apps’ inability to provide long-term flexibility as health conditions change or to support caregiver anxiety related to potential disease progression [30,31].

VAs may provide a way to support long-term health information management through their mode of interaction along with conversational aspects of interaction that could provide social support. Possible areas of benefit of VAs have been identified for hands-free documentation and data retrieval from electronic health records by health care professionals and for intelligent multimodal assistance by supporting telehealth use or detecting respiratory conditions [10,32]. In the context of home care, much of the current literature focuses on how older adults could interact with VAs, including medication timing and dosage reminders or encouraging physical activity [9,19]. With the rising age of our population, approximately one-third of dementia caregivers are older adults (aged >65 years) [8]. In general, older adults perceive the potential of VAs to improve their access to health information and their experiences in searching for information [33,34]. They also have concerns regarding privacy, financial burdens, and the accuracy of the information supplied. The perception of using VAs for a conversational interaction has resulted in mixed findings [33-35].
Other applications of VAs for home care have examined their use by caregivers to support older adults in aging in place and finding information, as well as for entertainment [8,35]. VAs have been designed to help caregivers manage the diet of someone diagnosed with dementia and provide guidance and personalized recommendations on nutrition, cooking, and eating behaviors [8]. Caregivers have also expressed their desire to use VAs to check in on medication events [35]. However, some of these developed systems have not been evaluated in a home care setting. Systems that have been evaluated in home care settings still experienced usability issues when integrating them into practice as the caregivers relied on paper-based tools to meet information management requirements [8,35]. There is an opportunity to use a user-centered approach to uncover aspects of VA design that should be considered to better meet the integration needs of caregivers through mixed research methods.

For caregivers of children with special health care needs, there is limited research on the potential of VAs to support health care tasks in the home. However, a spectrum of contexts for VAs has been proposed, ranging from general information retrieval to potentially prescribing therapy, medications, or other treatments [13]. VAs could also provide more autonomy to the children as they become teenagers and take more control over their health [13]. Preliminary work has shown positive attitudes toward VAs built into a medical diary app [7]. However, critical considerations and limitations preventing integration remain. For example, current limitations include access to raw health care data from mainstream vendors, Health Insurance Portability and Accountability Act compliance, the relative market demand, caregivers’ social and economic status, language support, and translating current services to permit voice interaction [13].

With the potential of VAs around home care support, it is critical to better understand stakeholders’ perspectives in a way that informs safe, accessible, and effective system design [10]. Few studies have explored caregivers’ attitudes toward designing intelligent home-based technologies such as VAs and how they may benefit caregiving [36]. With the rise in complex home care, there is an identified need to understand the human factors influencing caregivers’ perception of the usefulness and ease of use of VAs, and their attitudes toward using VAs to support technology adoption [36].

**Study Objective**

The objective of this study was to explore caregivers’ initial perspectives on VA functionality that may influence future development and ultimately adoption of this technology using the technology acceptance model (TAM) and quantitative Likert scales. Given the collaborative nature of home care, this study included family and hired caregivers’ perceptions of using VAs to interface with health information and support care coordination.

**Methods**

**Research Design**

This research is part of a larger study to identify caregivers’ perspectives on information management and communication in complex home care and the design and use of VAs to support caregivers of children with special health care needs and older adults [26]. Taking a pragmatic stance, the researchers specifically recognized that a constructivist approach to the truth must acknowledge the continuum of experiences and perspectives related to experiences, illuminating the drivers of behavior [37,38]. This paper focuses on semistructured interviews and Likert-scale question results for caregiver participants’ expectations of VA functionality. The analysis was guided using the framework analysis method, which was chosen as it uses a systematic and intentionally flexible approach to analyzing multidisciplinary health and engineering data [39].

**Ethics Approval**

The University of Waterloo Office of Research Ethics approved this study (Office of Research Ethics 42179). All participants were interviewed via Microsoft Teams because of the COVID-19 protection measures. Informed consent was obtained verbally, and the participants received a thank-you letter for taking part in this study.

**Participants and Data Collection**

The research team recruited participants through home health care and caregiving agencies, social media groups, and snowball sampling. The recruitment objective was to engage participants with diverse backgrounds, ages, caregiving experiences, and experiences with VA technology in their homes. Eligible participants were either family caregivers or hired caregivers of adults or children who required complex care services in their homes in North America. In this study, complex care was defined as individuals with any combination of the following: complex chronic conditions, mental health issues, medication-related problems, and social vulnerability. A family caregiver was anyone who provided or coordinated care for a family member in their home: a parent, grandparent, guardian, spouse, child, or sibling. A hired caregiver was anyone who was paid to provide care in someone’s home: a personal support worker (PSW) or a nurse that provides home care services. Participants were not required to have previous experience with VAs. Before starting the interview, the researchers explained to the participants that VAs are a technology that allows humans to interact with information on a computer system through voice and audio—the participants did not explicitly interact with a VA in this part of the research study.

In total, 2 researchers (RT and KM) conducted the interviews. First, the caregivers were asked to describe their current experiences with VAs in their daily activities. Second, the caregivers were asked to describe their initial beliefs and expectations regarding VAs to support their caregiving work domain. At the end of the interview, the participants were asked 12 Likert-scale questions about their expectations of VAs in a home care context. The participants were asked to verbally respond to each question on a 7-point scale ranging from strongly disagree to strongly agree. Microsoft Teams was used to record the interviews, and only the audio recordings were stored for transcription.

**Data Analysis**

The interview data on the participants’ expectations of VAs in complex home care were analyzed using a theoretical thematic
The TAM—a sociotechnical framework that posits that the adoption of a technology is driven by its capabilities and the effort required to use the technology—informed the identification of concepts and their interconnections for caregiver behaviors toward VAs in home care [41], an application context that has yet to be explored using the TAM. Although the TAM has been built upon since it was originally proposed, the fundamental framework has been successfully applied in information and communication technology in health care [42,43]. In this study, the data analysis focused on identifying the theoretical factors influencing potential usefulness, ease of use, and attitudes toward implementing VAs in home care. The usability attributes by Nielsen [44] guided the classification of the external variables influencing these 3 factors of the TAM.

First, the interviews were transcribed verbatim, and all names and identifiers were made anonymous. The research team listened to the interview recordings and read through the transcripts to familiarize themselves with the data. Core team members discussed each interview, thematically coded the data, and regularly met to discuss emerging concepts and themes. The final code list was organized into concepts and themes and presented to the entire research team for discussion and refinement. The Likert-scale results were triangulated with the participants’ qualitative responses and represented graphically while also contributing to subtheme development. These quantitative results were further broken down to visualize the expectations of participants who reported different levels of experience with VAs in their lives.

Results

Participant Demographics

There were 22 caregivers who participated in this study (Table 1). The participants were grouped by caregiver type, including family caregivers of older adults, hired caregivers of older adults, and family caregivers of children with special health care needs. The participants were recruited from various regions across Canada and the United States. The youngest participant in this study was aged 24 years, and the oldest was aged 83 years. Most of the participants identified as female (20/22, 91%), whereas 9% (2/22) identified as male. The participants’ caregiving experience ranged from 4 months to 13 years. More participants reported having minimal experience with VAs (12/22, 55%) than those who did have experience with VAs (10/22, 45%). Having minimal experience was defined as understanding the concept and existence of VA technology but having little to no experience interacting with one. Being experienced was defined as owning and interacting regularly with a VA smart speaker or a VA on a mobile device.

Table 1. Participant demographics and caregiving characteristics (N=22).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Family caregivers of children with special health care needs (n=7), n (%)</th>
<th>Family caregivers of older adults (n=9), n (%)</th>
<th>Hired caregivers of older adults (n=6), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 to 24</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>25 to 34</td>
<td>2 (29)</td>
<td>1 (11)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>35 to 44</td>
<td>5 (71)</td>
<td>0 (0)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>45 to 54</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>55 to 64</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>65 to 74</td>
<td>0 (0)</td>
<td>2 (22)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>75 to 84</td>
<td>0 (0)</td>
<td>4 (44)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (100)</td>
<td>8 (89)</td>
<td>5 (83)</td>
</tr>
<tr>
<td>Male</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>1 (17)</td>
</tr>
<tr>
<td><strong>Caregiving experience (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 5</td>
<td>1 (14)</td>
<td>6 (67)</td>
<td>4 (67)</td>
</tr>
<tr>
<td>6 to 10</td>
<td>3 (43)</td>
<td>2 (22)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>11 to 15</td>
<td>2 (29)</td>
<td>1 (11)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>16 to 20</td>
<td>1 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Voice assistant experience</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal experience</td>
<td>4 (57)</td>
<td>5 (56)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>Experienced</td>
<td>3 (43)</td>
<td>3 (33)</td>
<td>4 (67)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Themes

Overview

The TAM was used to organize the qualitative findings of the participants’ initial beliefs and expectations regarding VA functionality in complex home care based on their current knowledge and experiences. There were 25 identified concepts that were originally organized into 8 subthemes. Structured within the TAM framework (Figure 1), the similarities among participant groups supported the merging of the subthemes into 3 themes (Table 2). An additional underlying subtheme of prior experience was identified after further analysis of the complete data set to comprise a total of 9 subthemes.

Figure 1. Caregiving factors influencing usefulness, ease of use, and attitudes toward using a voice assistant in complex home care.
Table 2. Participants’ expectations of voice assistants in complex home care (N=22).

<table>
<thead>
<tr>
<th>Theme, subtheme, and concept</th>
<th>A&lt;sup&gt;a&lt;/sup&gt;</th>
<th>B&lt;sup&gt;b&lt;/sup&gt;</th>
<th>C&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Documentation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizing information</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Recording and retrieving information</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Care coordination</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teaching caregivers through instructions</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reminding caregivers</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Leaving messages for caregivers</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Calling others</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Supporting physical tasks</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Person-centered care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Providing autonomy for care</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Supporting mild cognitive impairment</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Supporting medication management</td>
<td>✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navigating information efficiently</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Interacting by voice</td>
<td>✓ ✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Supporting aftercare</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information retrieval</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Usability concerns</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being misunderstood or unheard</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engagement by the caregiver team</td>
<td>✓ ✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Challenging interfacing with computers</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative influence on physical activity</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitudes toward use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implementation concerns</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard for documentation</td>
<td>✓ ✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Medication management</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy of information</td>
<td>✓ ✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>Excitement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning new technology</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appreciation for voice-based technology</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excitement about home care technology</td>
<td>✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental benefits</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Financial cost of the system</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>Family caregivers of children with special health care needs.

<sup>b</sup>Family caregivers of older adults.

<sup>c</sup>Hired caregivers of older adults.

**Perceived Usefulness**

Despite their varied experiences with VAs, family caregiver and hired caregiver participants discussed VA design features that would provide utility to their home care situations, which were organized into three subthemes: (1) documentation, (2) care coordination, and (3) person-centered care. First, the
participants believed that VAs would be helpful as a digital tool for managing their documentation by organizing health data and subsequently manipulating a digital record by recording and retrieving information. A participant mentioned that they would especially want to use it with a web-based notebook. They also specifically described the usefulness of maintaining documentation in the context of medication management. For example, the participants expressed that a VA could support the recording of drug reactions and the monitoring of medication adherence:

I think keeping notes, like being able to just speak out loud, and if it automatically set a date and a time for when I spoke to it with an observation that was important...if I wanted to record something about the medication. [Participant 10, experienced]

I could ask my specific question: “Alexa, did [the patient] take [their] hydromorph contin today?” [Participant 5, minimal experience]

Second, each participant population in this study discussed the VA functionalities that would affect care coordination. However, the participants had unique expectations regarding the degree to which VAs could provide coordination support. For example, the participants mentioned design functionalities that included setting reminders for medications, communicating with others, and guiding a caregiver through the steps of a medically related task:

If they got a little notice, that was like, “Hey, it’s time for the medication!” I definitely think it could really be helpful. [Participant 21, minimal experience]

Certainly, managing medications, timing, and if I wanted to be reminded. [Participant 10, experienced]

The participants expressed that VAs could specifically assist with care transitions to support communication with others. For example, the participants explained that they could use the VA to leave a PSW a personal message to listen to when they arrived at their house. Some participants (3/22, 14%) also suggested that VAs would help them contact their patients or loved ones, health care professionals, or others on the caregiver team:

Well, communication with the PSWs. If I wasn’t here, let’s say when [my spouse]...I couldn’t leave [them] alone in the latter stages. But in the earlier stages, I thought I could go off to the grocery store and leave [them]. That was up until I came home and found [them] in a delirious state and thought that was a mistake. But if I could, and I wanted to, leave instructions for a PSW... [Participant 10, experienced]

The family caregivers of children with special health care needs in this study currently create teaching materials to support their home care, they expressed that this interaction method might positively influence the engagement of their hired caregivers with their teaching materials, improving respite care:

Taking somebody through the steps of...“This is that schedule,” “This is the bottle of medication,” “This is what it says,” “These are the steps you go through to safely measure and administer medications.” And it can be generic...“Don’t touch the pills.” “How to put powder in a syringe and then suck water up in it without losing all the powder.” [Participant 2, minimal experience]

Family caregivers of older adults also described the use of VAs as a tool to provide instructions to caregivers where the addition of a visual representation for the steps involved in a task may improve the caregivers’ capability to carry out the physical actions:

There might be able to be demonstrations of how to care for certain physical elements...Guide you...But even if it could be done, if there was a screen, if it could be done pictorial. [Participant 10, experienced]

Finally, beyond directly supporting a caregiver’s tasks in the home, the participants in this study described the use of their patient or loved one interacting with the VA. They expressed that VAs could support self-care by providing autonomy in managing their medications and supporting cognitive processes and as friendly assistants to interact with during medical procedures. For example, a participant already used the reminder functionality afforded by Google Home to provide their child, who was beginning to take more responsibility for their care, with more autonomy in taking their medications:

We had the medication set up all around, kind of in [their downstairs] apartment. So, we set it up, you know, “set a reminder for [them] to take the pills on top of your white freezer with the Green Cup at 8:00.” [Participant 8, experienced]

For adults who may have mild cognitive impairment or physical disabilities, the participants expressed that VAs could support their autonomy through reminders about their care. For example, a caregiver mentioned that VAs could help an older adult through reminders, specifically when to expect their hired care to arrive, without finding the information physically:

If you could have said things like, “Siri, what time does my home care person arrive?” And if it could have given the appointment time to [them] verbally [they] wouldn’t have had to search through papers. [Participant 13, minimal experience]

The participants mentioned that caregivers could interact with a VA to check whether a patient or loved one had taken their medication. A care receiver could check their complete medication history using a command. The participants also discussed the importance of supporting cognitive processes to keep older adults oriented with their environment and assist with medication management through verbal cues:
Having a verbal cue for the person to take their medication but as a backup. Seeing if it has been done. [Participant 5, minimal experience]

I’m beginning to think...something to remind you when and how often you’ve taken your medication would be good. [Participant 14, minimal experience]

In the context of interacting with VAs during a medical procedure, a participant described that a VA could interact with their child to keep them calm while they changed their tracheostomy:

[My child] could like use it to talk [them] through a medical procedure, and that might calm [their] anxiety down a bit...And just like in a kid-friendly way...that would be cool to have in-home. [Participant 1, minimal experience]

**Perceived Ease of Use**

In this study, participants with varied experiences using a VA commented explicitly on the ease of using a VA in a home care context, organized into two subthemes: (1) navigating information efficiently and (2) usability concerns. First, the participants mentioned that VAs would ease their documentation. They also expressed that interacting by voice would facilitate recording and retrieving information as it only takes as long as they need to talk. A participant also commented that a voice-based system could instantaneously give information compared with a paper notebook.

The participants described the affordance of multitasking that a VA could provide. They expressed that, while working on a task, they could speak to the system and have health information documented directly during that moment. The ease of recording by voice may reduce the burden of physically writing information on paper; however, the participants still desired to obtain a physical copy of the data if needed:

Sometimes I’m in the middle of doing something else...and I need to remember this thing. But if I stop what I’m doing, then...maybe it’s not that simple to just stop what I’m doing. Or if I wait until the end, I’m going to forget because I just don’t have a very good memory... [Participant 3, experienced]

The ease of record keeping by voice could also support a caregiver’s capacity to perform aftercare. For example, a participant mentioned that, if their child were having a seizure, they would be able to physically care for them while maintaining accurate documentation of the event:

If my [child’s] in the middle of a seizure: “Siri, note that [they] had started a seizure at this time,” “Siri, note that [they] stopped,” so I’m not having to wait for [them] to get done and try to remember all the time. [Participant 16, minimal experience]

Second, despite the design functionality of VAs that would ease documentation, there were essential concerns regarding this method of interacting with health information. A caregiver (participant 3, experienced) mentioned that using a VA may not be a more straightforward method for managing their child’s health information. However, they first expressed the need to integrate the technology into their routine to determine whether it would be a valuable alternative to other technologies, processes, or practices. There were also concerns about their voice commands being accurately understood by a VA, which may lead to a problematic interaction:

[Siri] just...it wouldn’t register what I was saying...if I have that [for home care], is it going to even register what I’m saying? [Participant 16, minimal experience]

A participant was strongly opposed to interacting with VAs in complex home care. Their perceived trust in VA technology, hesitations about information privacy, and the accuracy of recording information by voice negatively influenced their perceived ease of use. Although the participants identified the need for all members of the caregiver team to be comfortable interacting with the VA, conflicting beliefs about the ease of record keeping using a VA might negatively influence care coordination:

I don’t think it’s a good idea; I don’t like that idea. Things can get messed up. You know, certain things could be left out. I mean, it’s always glitches with computers, and they frustrate me all the time. [Participant 4, experienced]

Another participant mentioned an essential caveat for technology such as VAs being easy to use. Although they believed that VAs might support individuals with mild cognitive impairment, their concern was that this might negatively influence their physical activity as other technologies have done in the past:

I must admit I have real reservations about them; the more electronics do for us physically...The two things that, for health for seniors and keeping them in their home, they have to have mobility, and I mean I can see it supporting cognition. Things to keep them in their home longer. It’s like the remote on the TV. That getting up and moving to turn on the TV used to be sometimes the only activity those seniors see. So, I’m not sure it’s necessarily a good thing in that respect. [Participant 13, minimal experience]

**Attitudes Toward Use**

The participants in this study were excited to think about what they could do with the technology. Despite their varied experiences, they initially expressed excitement about integrating digital home care solutions and their willingness to learn a new technology that could support their caregiving tasks (4/22, 18%). The external factors influencing the participants’ behavioral intention to use VAs in complex home care were organized into four subthemes: (1) excitement, (2) implementation concerns, (3) cost, and (4) prior experience. It is important to note that, although the participants did not explicitly comment on how their previous experience with VAs influenced their attitudes, the fourth subtheme was developed and explored through a deeper analysis of the Likert-scale results in the subsequent section.

Concerns about using VAs were grounded in the current methods the participants used to document health information in the home. As a first example, a participant (participant 4, experienced) explained that health information should not be
obtained from a VA but should come directly from the patient or other caregivers. Another participant mentioned that using VAs for medication management may not be as accurate as their current system for tracking their child’s complex medication regimen, which currently provided a physical cue for measuring adherence:

> For example, remembering to take [their] meds. I don’t know that I would use [a voice assistant] for that, and the reason being…you can forget to tell it that [you] took it, but…my little pillbox doesn’t lie. So, if it’s in there, I know you didn’t take it. [There’s] no “I just forgot to tell it,” “I actually did take it,” kind of thing. [Participant 3, experienced]

Privacy of information was also an essential concern for the participants. In one situation, the family members of a participant (participant 12, minimal experience) influenced them not to purchase a VA based on the perception that they will always listen to what is going on in their homes. Another participant (participant 4, experienced) further expressed concerns about others accessing someone’s health information stored on VAs.

Finally, although the financial cost was an initial concern mentioned by a participant in this study, a hired caregiver also noted the cost of their current documentation methods to our environment and how the use of VAs could support the reduction of that cost:

> When it’s paper-based, it’s basically really a big waste…of paper. So, at least if you’re just using Alexa or a voice assistant…it would be at least…let’s say…kinder to nature…If we’re looking at [my client’s] records of [their] things, whenever we try to record the chart, we basically have a load thick of this paper. [Participant 20, experienced]

### Likert-Scale Results

#### Overview

The caregivers’ initial mental models on using VAs were analyzed to provide insights into how design decisions may affect the successful integration of VAs into complex home care. The Likert-scale questions were used after the interview to prompt additional discussion on the potential features of a VA for complex home care. The Likert-scale questions captured the participants’ initial perspectives on specific design features for VAs in complex home care while exploring their opinions on potential functionality beyond their current mental models. We represented these results graphically to visualize aspects of VA expectations (Figure 2).

Figure 2. Caregiver expectations of voice assistants in complex home care (N=22).

Overall, most participants agreed that a VA should record someone’s health information when they request it (21/22, 95%) and retrieve previously documented information (21/22, 95%). They also agreed that a VA should remember the details of someone’s medical condition (19/22, 86%), with the requirement that the data not be stored in a publicly accessible database:

> As long as there’s privacy, I think it should. It should be able to retain it. If I came in as a home care nurse or PSW, even as a family member, and I say, “When did this happen?” I don’t have to go back through my notes. My machine can testify who did the treatment last. I mean, that would be very helpful…Anything that records, and I don’t have to chart, I’m on board! [Participant 13, minimal experience]

All the study participants (22/22, 100%) agreed that VAs should remind them about time-sensitive tasks such as medications, treatments, or therapies. With respect to interaction preferences with VAs, the participants often expressed their desire to have the option to speak using specific keywords or phrases:

> Overall, most participants agreed that a VA should record someone’s health information when they request it (21/22, 95%) and retrieve previously documented information (21/22, 95%). They also agreed that a VA should remember the details of someone’s medical condition (19/22, 86%), with the requirement that the data not be stored in a publicly accessible database:

> As long as there’s privacy, I think it should. It should be able to retain it. If I came in as a home care nurse or PSW, even as a family member, and I say, “When did this happen?” I don’t have to go back through my notes. My machine can testify who did the treatment last. I mean, that would be very helpful…Anything that records, and I don’t have to chart, I’m on board! [Participant 13, minimal experience]

For more dynamic interactions, most participants agreed that VAs should guide them through the steps required to perform tasks (21/22, 95%), teach them how to use different medical
technologies in their homes (18/22, 82%), and support them in an emergency (18/22, 82%). However, they were relatively less agreeable about VAs having a personality (14/22, 64%). The participants were also less agreeable about VAs listening for a particular activity in the home to remind caregivers to record the details of their tasks (16/22, 73%), where more experienced participants (3/10, 30%) disagreed that VAs should listen in this context compared with minimally experienced participants (1/11, 9%). The remaining participants (2/22, 9%) were unsure. Fewer participants (9/22, 41%) felt that a VA should listen for a specific activity in the home to support caregivers in performing their tasks, whereas more experienced participants (6/10, 60%) agreed that it should not compared with minimally experienced participants (2/11, 18%). The remaining participants (4/22, 18%) were unsure. The contrasting perspectives on VA personality, support in an emergency, teaching or guiding caregivers, and listening to activity in the home are further visualized in Figures 3 and 4 and described in the following sections.

Figure 3. Caregiver expectations of voice assistants in complex home care—experienced (n=10).

Figure 4. Caregiver expectations of voice assistants in complex home care—minimal experience (n=11).

VAs With a Personality
VA personality may be attributed to cognitive, emotional, and social human characteristics [45]. However, the participants in this study were not provided with an official definition when responding to the personality-based Likert-scale question, which may have influenced the degree of contrasting perspectives that was observed. Regardless, the participants often qualified their responses, providing clarification on their expectations of this quantitative measure.

The participants who agreed that a VA should have a personality expressed that they would want it to be happy and positive. A
participant qualified that VAs provide objective responses; therefore, it would be acceptable for a VA to express a personality. Although most participants agreed that VAs should have a personality, more participants who had minimal experience with VAs agreed that a VA should not have a personality (4/11, 36%) compared with participants who had expressed having more experience using VAs (1/10, 10%). The remaining participants (3/22, 14%) were unsure about this potential feature.

The participants who disagreed about VAs having a personality were particularly concerned about the influence that a personality from a device could have on vulnerable caregivers in specific contexts. For example, a happy demeanor in a VA providing information about missing scheduled medications could inappropriately influence caregivers’ attitudes toward medication adherence. A participant argued that the vulnerability of caregivers should therefore play a role in designing a VA personality for home care:

I strongly feel that it shouldn’t have a personality...I think that could take advantage of vulnerable people...I know that there’s an argument to be made—the exact opposite—that it would make it more user-friendly, it would make it warmer; it could be a companion to the person, etc. There’s a lot of lines you can cross... [Participant 7, minimal experience]

They observed the benefit of a VA personality being potentially more user-friendly and acting as a caregiver itself. However, the concept of a VA displaying emotion may inadvertently manipulate the caregivers’ perception of care, which could be particularly harmful in medically fragile situations.

Assisting in an Emergency

Most participants (18/22, 82%) agreed that VAs should assist caregivers in an emergency, and this outcome was relatively balanced between experienced and minimally experienced participants (Figures 3 and 4). However, the participants who disagreed about this potential VA feature expressed that the ability of a VA to assist in an emergency should be limited to calling emergency services (eg, calling 911). Calling for the help of another human should be the extent of a VA’s support in this type of situation:

[With] the medical conditions my [child] has...I don’t think I’m anywhere near trusting a device...Yeah, not yet. [Participant 9, experienced]

A home care situation may be too complicated for a VA to provide help if there is an emergency. There are likely several factors of the environment and the situation with the child or older adult that the VA cannot perceive. Trust was a concern for some participants (2/22, 9%) in this context, where the VA would need to be 100% accurate in its response if they were to trust it completely.

Teaching and Guiding Caregivers Through Tasks

Guiding caregivers through tasks in the home was a potential VA functionality that many caregivers (21/22, 95%) mentioned should be supported. However, other participants (4/22, 18%) also noted that VAs should not be initially teaching caregivers how to perform tasks that they have never done before:

Some of my hesitation was that I was defaulting to the importance of face-to-face. If you’re training a new nurse, from my experience, you want someone there on the premises training you in-person: One, for the registered staff to have confidence in the new person, new trainees’ ability, but also, I would think to instill more confidence in the patient in the new caregiver. [Participant 5, minimal experience]

The participants emphasized the importance of having in-person training and the need to set access limitations for specific caregiver populations, especially in learning how to use a device that dispenses medication. There was also a concern about a VA providing information about accessing medication-dispensing equipment that could endanger patient safety.

Listening to Events in the Home

An always-on VA capable of unprompted responses was seen either as a privacy issue or as significant support for home care safety. Concerning privacy, the participants expressed that they did not like the idea of VAs being present and having the ability to speak without previous notice. Although the participants mentioned that they observed the VA’s potential to notify them about safety events concerning the care situation, other participants said that they would not be comfortable with unprompted interactions. If the VA could respond without being prompted, the participants expressed that this would be an invasion of the private activities in their homes:

In some situations, that could be of significant support and...some situations, that might also be like an invasion of privacy. [Participant 2, minimal experience]

The participants expressed that unprompted responses from the VAs would support peace of mind for their respite care concerning safety. A participant described that unprompted responses from a VA could be used to remind their PSW where to stand when performing physical therapy with their spouse:

That would be great for me because I’m not in the room when these caregivers come, and they’re going to be the ones to tell them to stand behind [my spouse]. [Participant 17, minimal experience]

Finally, a participant mentioned that VAs could listen for unexpected accidents in the home, such as a fall, and promptly notify caregivers to act on issues. They also noted the potential for VAs to identify caregiver abuse:

That could be a huge safety component...to identify caregiver abuse...because really there is caregiver abuse... [Participant 13, minimal experience]

Discussion

Principal Findings

This study captured the initial perspectives of a sample of caregivers regarding the acceptance of VAs to inform digital technology design for complex home care. This study identified
the importance of utility and ease of interaction in influencing technology adoption. The expectations for VAs to support caregivers in managing and communicating health information may positively affect caregivers’ desire to integrate VAs into complex home care while being influenced by previous experiences using VAs. Triangulation of qualifying responses with the Likert-scale results also identified critical design concerns and ethical considerations for using VAs to support caregiving. In the following sections, we discuss the importance of designing VAs for usefulness, ease of use, and the context within which a VA may be used in complex home care.

Designing for Usefulness

Previous research on complex home care has formatively identified some of the high-level health information management and communication processes of caregivers in the context of children with special health care needs [26]. With these previous findings and the outcomes of this study on caregivers’ initial beliefs about the design functionalities that VAs could provide in complex home care, we can begin to map the design of VA technology to the home care work domain. Several connections can be made between caregiving tasks and caregivers’ perspectives regarding the ease of use and usefulness of VAs for complex home care that may ultimately influence their attitudes toward integrating this technology (Figure 5).

Figure 5. Mapping information management and communication processes with expectations of voice assistants in complex home care.

The utility of VAs is one of the primary motivators for individuals to use this technology in their home [46]. However, understanding the specific factors influencing their utility requires a deeper understanding to inform practical guidelines for developers [46]. Our study can begin to inform the factors influencing VA utility for its use in complex home care. Caregiver participants perceive the utility of VAs in the context of documentation, care coordination, and provision of person-centered care. Similar to the findings of Sezgin et al [7], this study identified that both family caregiver and hired caregiver participants felt positively toward VAs in the context of recording health information by voice. Family caregiver participants particularly expected VAs to improve the organization of records that could be quickly updated and retrieved in their homes. The utility provided through organized, accessible information could reduce the burden on caregivers to communicate information to others. It may also alleviate conflicts from miscommunication with other caregivers when caregiving teams are large. Furthermore, rather than relying on the primary caregiver to ensure that documented updates are communicated to incoming caregivers, the VA could be used to communicate health information summaries, trends, and other necessary documentation to caregivers. This functionality could relieve the primary caregiver from having to report these details repeatedly.

Ensuring that complete and accurate information is shared about home care can be a challenging task when there are multiple caregivers involved with various responsibilities [25]. An important task that VAs could support is shift handoffs for hired caregivers. A VA for home care built into a mobile app or smart speaker could capitalize on location and scheduling information to provide context-specific details about previous care activities that occurred in the home, supporting a caregiver’s situational awareness before the beginning of their shift. Verbal reminders from a VA located in the house about time-sensitive tasks could further support caregivers’ memory to perform specific tasks or track information when providing care to multiple individuals in a single day.
The participants in this study particularly observed the utility of VAs interacting with the care receiver. Although this was not the focus of this study, the participants identified the impact that VAs could have on supporting self-management of care in the home for children with special health care needs and older adults. The proposed use of VAs by these populations has been previously identified by Sezgin et al [12,13] for applications such as medication tracking under parental, guardian, or caregiver supervision and other health documentation tasks [7]. Research has been directly conducted on children’s interactions with VAs, providing evidence for their positive interactions with this technology in general contexts [47-50]. The participants in this study explained that a VA could provide emotional support to children with special health care needs during potentially uncomfortable medical procedures or for medication adherence, supporting caregiving beyond aspects of health information management and communication. Future research should explore the use of VAs to help children and older adults in these contexts.

**Designing for Ease of Use**

In complex home care, the exchange of information is fundamental to the successful outcomes of learning, sharing knowledge, teaching, communicating, and the bureaucratic processing of caregiving [51-53]. Information is dynamically flowing among caregivers within these subdomains of the work environment. However, the information structure in paper-based systems or mobile apps can make accessing it challenging [26]. One of the primary benefits that VAs provide compared with graphical or other physical user interfaces is the removal of visual hierarchies by accessing information through voice commands [13,34].

However, the findings from this study suggest that there is an influencing factor of ease-of-use concerns that may negatively affect information navigation through voice controls. If the VA cannot understand a user’s speech, the ease of use will be severely affected in relation to being error prone. VA technology that supports individuals with speech impairments, such as Google’s *Project Euphonia*, is a critical research area that should be appropriately addressed to successfully integrate this technology into complex home care [54].

**Designing for Use Context: VA Personality**

With their inherent communication mode being conversational and potentially human-like—attributing it to cognitive, emotional, and social human characteristics [45]—it is crucial to consider the potential influence of VA personality on the use of this technology [46]. Baptista et al [55] previously identified that personality could influence the users’ perceptions of a VA’s role in health care. In their study, participants perceived the personality of an embodied VA for diabetes management as a friendly coach more than a health professional [55]. A scoping review by Car et al [56] identified other personality traits in studies with VAs in a health care context: informal, human-like, culture-specific, factual, gender-specific, and conversational agent. Given the exploratory nature of our study, the participants were not provided with an initial definition of VA personality or examples of what the personality of a home care VA could be when answering this Likert-scale question, which may have influenced the differences in their responses.

As a result of this nongrounded approach, the use context was identified as a critical factor in caregiver participants’ expectations of a home care VA expressing potential cognitive, emotional, or social characteristics. When designing VA personalities for family caregivers, this population can be considered vulnerable; it is essential to consider the influence of personality traits on their reliance on this type of technology in different caregiving situations. Although the design of VAs currently includes human-like personality traits for health care applications in specific contexts, such as adherence to active living regimens and psychological difficulties [57,58], the participants in this study expected VAs to assist in more than one context. A consistent personality trait for VAs may not be appropriate for every home care situation and may negatively influence a caregiver’s perception. Future research should explore how personality traits influence caregiver engagement, reliance on technology, and medical decision-making.

**Designing for Use Context: Intelligent Support**

The extent to which the participants in this study initially expected a VA to assist their tasks suggests that caregivers might prefer a less intelligent VA that is limited to providing a means for retrieving previously entered information. Insights into or interpretations of health information may be an unexpected output from a VA by caregivers while also posing a risk of adverse events [13]. The caregiver participants in this study mainly wished to direct the interaction with VA technology, where the information exchange was not expected to advance beyond their initial intents. Intelligent VAs may be better integrated as complementary caregiving tools [59]. For example, our participants discussed using a VA to create reminders or instructions for procedures based on the information they would consciously provide to the system. When they need assistance, they would prefer to contact other caregivers through the VA rather than asking the VA itself to assist them despite its potential knowledge base.

Finally, although context-specific interactions may improve engagement and adoption of VAs by general consumers, this functionality may require predictive algorithms based on enormous amounts of data about the home to support the system’s intelligence [60,61]. With the uniqueness of the participants’ caregiving backgrounds and home care experiences, some participants would be positively inclined toward a VA that provides context-specific support through passive information collection. However, collecting audio data about the home environment raises ethical considerations. It is essential to consider how these data are used to report home events ranging from accidents to potential caregiver abuse, especially for user groups who find it challenging to navigate the complexities of security choices for Internet-of-Things devices [62]. Caregivers may be concerned if there is no option to control the always listening and analyzing functionality [63].

**Strengths and Limitations**

The nature of this exploratory study on the participants’ initial expectations of using VAs in complex home care captured the
unique perspectives of the potential primary users of this technology. There has been no significant research conducted using the TAM for understanding VA acceptance and none captured during COVID-19. Although demographics are limited, they offer preliminary insights into diverse situations.

Future work should expand on these results to examine more viewpoints, including people being cared for, various health care professionals, regulators, and technology experts, ultimately bringing a holistic understanding of the system itself and its potential. Additional studies should also examine the potential of VA personality with respect to specific cognitive, emotional, and social human-like attributes and its impact on caregiver perceptions of care, as well as the potential of other methods of conversational interaction with digital tools such as text-based or visual interfaces. An increased sample size through further research would provide more insight into differing caregivers’ perspectives on VAs in complex home care.

Conclusions

This study provides early emerging research into understanding caregiver perspectives on VAs to support complex home care using the TAM supplemented by a Likert-scale questionnaire. The results point toward the factors influencing the utility of VAs in this work domain and how the ease of interacting with health information through a VA may influence technology adoption. VAs could provide utility for caregivers’ current health care documentation methods and care coordination in the home. There is a desire for VAs to support care recipient independence in the contexts of children with special health care needs and older adults beyond the aspects of information management, providing opportunities for further studies.

Beyond health information interaction, there are ethical considerations for using a VA that provides contextually specific insights from collected audio data given the complexity and diversity of activities occurring in the home. The design of a VA personality should carefully evaluate its potential influence on vulnerable caregiver populations’ perceptions of care. Future research should focus on integrating VAs into specific contexts of information management and communication for complex home care to further understand the factors influencing utility, ease of use, and adoption in the design of this technology.
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Abstract

Background: Digital innovations in medicine are disruptive technologies that can change the way diagnostic procedures and treatments are delivered. Such innovations are typically designed in teams with different disciplinary backgrounds. This paper concentrates on 2 interdisciplinary research teams with 20 members from the medicine and engineering sciences working jointly on digital health solutions.

Objective: The aim of this paper was to identify factors on the individual, team, and organizational levels that influence the implementation of interdisciplinary research projects elaborating on digital applications for medicine and, based on the results, to draw conclusions for the proactive design of the interdisciplinary research process to make these projects successful.

Methods: To achieve this aim, 2 interdisciplinary research teams were observed, and a small case study (response rate: 15/20, 75%) was conducted using a web-based questionnaire containing both closed and open self-report questions. The Spearman rank correlation coefficient was calculated to analyze the quantitative data. The answers to the open-ended questions were subjected to qualitative content analysis.

Results: With regard to the interdisciplinary research projects investigated, the influencing factors of the three levels presented (individual, team, and organization) have proven to be relevant for interdisciplinary research cooperation.

Conclusions: With regard to recommendations for the future design of interdisciplinary cooperation, management aspects are addressed, that is, the installation of a coordinator, systematic definition of goals, required resources, and necessary efforts on the part of the involved interdisciplinary research partners. As only small groups were investigated, further research in this field is necessary to derive more general recommendations for interdisciplinary research teams.

Trial Registration: German Clinical Trials Register, DRKS00023909, https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00023909; German Clinical Trials Register, DRKS00025077, https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00025077

(JMIR Hum Factors 2022;9(2):e36579) doi:10.2196/36579
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Introduction

Background

Digital innovations in medicine are disruptive technologies that can change the way diagnostic procedures and treatments are delivered. Innovation is usually designed in teams with different disciplinary backgrounds. Collaboration between professionals and experts from different educational backgrounds can release creative energies [1]. However, for successful interdisciplinary cooperation, certain basic principles must be observed. At present, projects require the cooperation of people with different knowledge and skills, who together consider complex problems from interdisciplinary perspectives and pursue new paths. Interdisciplinary cooperation is particularly necessary for the development of new technical achievements such as health care technologies. However, a lack of knowledge about the skills of people from other disciplines and different languages and cultures leads to problems in the process of interdisciplinary research collaboration.

In contrast to projects where people from different disciplines work in different areas, that is, have different individual goals, people in interdisciplinary teams have goals that they can accomplish only if they work together. Therefore, interdisciplinarity refers to the mutual dependence of disciplines. To achieve common goals, procedures or methods must be negotiated between disciplines. If this can be achieved without conflict, existing methods can be improved or new activities can be created. It is important that team members are aware that goals are to be achieved together, which the individual disciplines cannot achieve. People from other disciplines must be granted skills, and other opinions must be taken seriously. All participants must be aware of their role in the team and organization, have respect for other disciplines, and see the common goal as their distinct goal.

However, this effort is worthwhile when innovative solutions for complex challenges arise by combining the strengths of all participants.

This paper concentrates on 2 interdisciplinary research projects involving 20 researchers working jointly at the interface of medicine and engineering sciences. Using sociological methods of qualitative and quantitative surveys, this study examined which factors influence the implementation of interdisciplinary research between medicine and engineering sciences and which approaches exist to successfully shape this form of collaborative research in the future.

The first interdisciplinary project considered is the ARAILIS (Augmented Reality and Artificial Intelligence Supported Laparoscopic Imagery in Surgery) project, which aims to develop a prototype for innovative computer-assisted surgery using augmented reality and artificial intelligence. It is designed to support surgeons in making decisions that increase accuracy and therefore reduce the likelihood of complications during liver surgery.

The second project is the interdisciplinary PROSPER (Platform for Operation Scheduling and Prediction Using Machine Learning) project, which aims to develop a platform that enables efficient and data-based decision-making for operating room (OR) planning processes through machine learning and the use of artificial intelligence. Using retrospective OR data and expert knowledge modeling, an automated solution is created that precisely predicts surgery duration, guarantees continuous planning adaptation, and enables day-based, flexible planning of all surgeries in multiple ORs for optimal resource use and OR efficiency.

In both projects, experts from medicine, computer, and further engineering sciences are researching interdisciplinarily.

The reasons for involving different scientific disciplines in solving medical research questions are multifaceted. The advantage of interdisciplinary collaboration is seen above all in the fact that a multidisciplinary approach to so-called real-world problems delivers more reliable results that are closer to application. In addition, especially when dealing with complex problems, such as digitalization in the health care system, additional expertise that is not available per se in the medical field is required [2,3].

In this study, both projects were jointly investigated, because they have comparable characteristics. In both projects, an interdisciplinary collaboration among engineers, computer scientists, and surgeons takes place, and they are working on a similar topic dealing with artificial intelligence to support the decision-making of surgeons. Therefore, the study team decided to investigate them together to obtain a larger data basis for describing and analyzing collaboration processes between these different disciplines. According to the previous project descriptions, differences can only be found in the concrete results that the projects are focusing on (surgery planning platform, image-based assistance system), but the way of cooperation; the different disciplines involved; and their way of cooperation are comparable in both considered projects.

Brief Overview About the State of Research

Over the past 30 years, researchers have extensively dealt with the issues of teamwork and the cross-disciplinary composition of research teams. In this context, a definitional issue must first be addressed.

As Aboelala et al [4] pointed out on the basis of a literature review, previous research has found various forms of cross-disciplinary research collaboration. Their review explains that the forms described in the literature can be defined along a continuum in terms of the “quality of the actual integration of different disciplines,” the “degree of cooperation (interaction of the researchers involved, communication and exchange of information),” and regards the “outcome of the collaboration”; that is, a concretely achieved solution [4]. On the basis of their research results, the authors distinguish the concepts of “multidisciplinarity,” “interdisciplinarity,” and “transdisciplinarity” with respect to the characteristics “participants/discipline,” “problem definition,” “research style,” and “presentation of findings” [4].

In accordance with this review, for the purpose of this paper, interdisciplinary research is understood as follows:

https://humanfactors.jmir.org/2022/2/e36579
any study or group of studies undertaken by scholars from two or more distinct scientific disciplines. The research is based upon a conceptual model that links or integrates theoretical frameworks from those disciplines, uses study design and methodology that is not limited to any one field, and requires the use of perspectives and skills of the involved disciplines throughout multiple phases of the research process [4].

So, in contrast to multidisciplinarity, it is not a matter of additive cooperation in which disciplines work on partial aspects and develop their own solutions in parallel, but rather of a mutual expansion and integration of methods and solution approaches and thus a mutual compensation of existing gaps in the respective discipline with regard to the problem to be solved [5,6].

Previous research has dealt with the topic of research work in cross-disciplinary teams under the umbrella term team science. Klein [7] provides a brief overview of its various strands and distinguishes the following three main research clusters: international network of interdisciplinary research [8], the transdisciplinary team science (TTS) [9-11], and the transdisciplinary trans-sector, problem-oriented research with stakeholders in society localized in Europe [12]. Although the work of the first and third research clusters does not focus on any research area per se, TTS focuses on the field of interdisciplinary medical research and its cooperation with other, nonmedical scientific disciplines with the aim of answering complex questions, such as the management of cancer or the digitalization of health care. Therefore, the (TTS) available research results proved to be particularly relevant to the results presented in this paper. For completeness, reference should be made to the field of Interprofessional Health Practice and Education [13], which focuses on interprofessional cooperation in medical care.

Generally, both TTS and Interprofessional Health Practice and Education deal with the questions of how social factors influence interdisciplinary collaboration and how collaboration must be organized to work successfully in interdisciplinary teams [11] in the aforementioned sense [4]. Compared with disciplinary research, interdisciplinary collaboration poses some challenges. To make individuals from different disciplinary backgrounds and with different organizational affiliations collaborate successfully, an increased effort for communication and a high investment of time are required, especially in the early stages of collaboration. These investments are necessary to develop a common understanding of the research question, to make the different objectives of the participants involved in the research project transparent, and to establish an understanding of the respective conditions in the participating organizations [14]. Therefore, interdisciplinarity was not a success. Numerous influencing factors at various levels promote the success of interdisciplinary research projects. Interdisciplinarity can only cause a real benefit if these influencing factors are known and considered when coordinating cooperation [15-17].

Publications available to date have identified the relevant factors that influence the success of interdisciplinary cooperation in the individuals involved, in the interaction within the team, and in the conditions for interdisciplinary research within the involved organizations [11,13,18].

However, successful interdisciplinarity has often been mentioned, but how can it be defined and measured? Tigges et al [14] provide an initial overview. There are 2 forms of measuring the success of interdisciplinary research work: first, the quantitative counting of results, such as publications or the amount of acquired external funds. Second, the most common type is the use of preformulated items for self-report to determine the individual perception of the involved researchers regarding the results of interdisciplinary research. Various instruments for the subjective assessment of the research process and the quality of interdisciplinary collaboration already exist, but have not yet been standardized. Such instruments can be found in various publications [18-24].

Research Questions

The introduced ARAILIS and PROSPER projects can only achieve the planned research and development objectives if they implement successful cooperation between representatives from the disciplines of medicine, computer, and engineering sciences. On the basis of the briefly outlined state of research regarding interdisciplinary research cooperation in the medical context, this paper focuses on the first question, which relation exists between the individual attitudes of the researchers involved, their perceptions of the cooperative research process at the team level, organizational framework conditions, and functioning interdisciplinary research cooperation.

As a second question, this paper focuses on recommendations for shaping interdisciplinary research collaborations between medicine and engineering sciences. The goal is to draw conclusions from the results for the proactive design of the interdisciplinary research process and thus ensure the achievement of projects’ defined technical objectives with special attention to the maybe specific situation of interdisciplinary research in the medical context.

Methods

Overview

To answer these research questions, we conducted a small case study to investigate the introduced interdisciplinary projects. The study took place through a web-based questionnaire using the Lime Survey tool containing both closed and open questions for self-reporting. This study was conducted according to the process described in Figure 1.

For quantitative questions, we mainly used existing measurement methods [18-24]. The operationalization for measuring the different variables displayed in Figure 2, including their respective literature sources, is presented in Multimedia Appendix 1 [20,23]. With the use of open questions in the web-based questionnaire, the respondents were asked to formulate with their own words their current impressions about the implementation and design of interdisciplinary research work in the observed projects.
Ethics Approval

No ethics committee approval was obtained for this anonymous survey trial in accordance with our internal review board guidelines (IRB00001473).

Recruitment

In these 2 interdisciplinary projects, 20 researchers from different disciplines were involved. The participants were requested to complete the questionnaire. The survey was conducted in November and December 2020, when both projects were in the first year of their planned 3-year duration, meaning that some of the teams had not been working together for a long period. This investigation was planned as the first measurement point of a longitudinal study with at least one additional measurement point to observe the development of social interaction processes of project members over time in relation to the final project results. The links providing access to the web-based questionnaire were sent via email to define the final date. Two weeks after the first email invitation, all potential survey participants received a reminder. Finally, 15 (in some cases 16) responded to the survey. Studies based on data collected in web-based surveys from individuals normally reach response rates of approximately 53% (SD 20.4%) [25]. Therefore, in this study, it is assumed that a response rate of 75% allows reliable conclusions to be drawn for the project teams under investigation.

For quantitative data analysis, the Spearman rank correlation coefficient (SRCC) was calculated using SPSS (version 27.0; IBM Corporation). The SRCC is a nonparametric measure that can be applied to very small sample sizes [26]. The correlation coefficient was calculated at the item level. The results are presented in Tables 1-3, which show selected descriptive measures (mean and SD) as well as the calculation results for significant correlations of items that were used to operationalize the individual, team, and organizational variables and the defined outcomes listed in Figure 2. Owing to the rather small sample size, only very close relationships between the variables examined proved to be significant [26]. All items were rated by 15 of the 20 project members contacted. Items assessed by 16 of the 20 are marked in Tables 1-3.

The answers to the open questions were subjected to qualitative content analysis based on the approach provided by Mayring [27] to abstract and summarize their essential content.
Table 1. Mean, SD, Spearman rank correlation coefficient (SRCC; 1-sided hypothesis test), and *P* values for individual variables and outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Value, mean (SD)</th>
<th>Productivity of collaboration meetings</th>
<th>Overall productivity of collaboration</th>
<th>Integration of results succeeds well</th>
<th>Development of common language succeeds well</th>
<th>Development of a common theoretical basis succeeds well</th>
<th>Our project team is successful</th>
<th>My subproject is successful</th>
<th>In general, collaboration has improved my research productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Productivity of collaboration (n=16)</strong></td>
<td>3.13 (0.72)</td>
<td>_s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overall productivity of collaboration (n=16)</strong></td>
<td>3 (81) (0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>In our project team</strong></td>
<td>3.67 (0.82)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>.01</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.48</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Development of common language succeeds well</strong></td>
<td>3.73 (0.59)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>0.28</td>
<td>0.48</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.16</td>
<td>.03</td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Development of a common theoretical basis succeeds well</strong></td>
<td>3.60 (0.74)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>.06</td>
<td>0.16</td>
<td>0.51</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.41</td>
<td>.28</td>
<td>.03</td>
<td>.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Measured by results so far</strong></td>
<td>3.67 (0.82)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Our project team is successful</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>.05</td>
<td>0.61</td>
<td>0.66</td>
<td>0.39</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.43</td>
<td>.008</td>
<td>.003</td>
<td>.07</td>
<td>.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>My subproject is successful</strong></td>
<td>3.73 (0.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>0.06</td>
<td>0.48</td>
<td>0.60</td>
<td>0.29</td>
<td>0.20</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.41</td>
<td>.04</td>
<td>.01</td>
<td>.15</td>
<td>.23</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>In general, collaboration has improved my research productivity</strong></td>
<td>4.07 (0.70)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>.06</td>
<td>−0.02</td>
<td>0.43</td>
<td>0.38</td>
<td>0.74</td>
<td>0.20</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.42</td>
<td>.47</td>
<td>.05</td>
<td>.08</td>
<td>.001</td>
<td>.24</td>
<td>.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Individual variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In general, collaboration has improved my research productivity. My sub-project is successful. Our project team is successful. Development of a common theoretical basis succeeds well. Development of a common language succeeds well. Integration of results succeeds well. Overall productivity of collaboration succeeds well. Productivity of collaboration meetings succeeds well.

<table>
<thead>
<tr>
<th>I am optimistic that interdisciplinary research among project collaborators will lead to valuable scientific outcomes that would not have occurred without that kind of collaboration</th>
<th>4.63 (0.50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>−0.17</td>
</tr>
<tr>
<td>P value</td>
<td>.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participating in an ID team improves the results that are developed</th>
<th>4.20 (0.86)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>−0.13</td>
</tr>
<tr>
<td>P value</td>
<td>.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value, mean (SD)</th>
<th>Productivity of collaboration meetings</th>
<th>Overall productivity of collaboration</th>
<th>Integration of results succeeds well</th>
<th>Development of common language succeeds well</th>
<th>Development of a common theoretical basis succeeds well</th>
<th>Our project team is successful</th>
<th>My sub-project is successful</th>
<th>In general, collaboration has improved my research productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.63 (0.50)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.12</td>
</tr>
<tr>
<td>−0.17</td>
<td>0.35</td>
<td>0.20</td>
<td>0.07</td>
<td>0.26</td>
<td>0.51</td>
<td>0.40</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>.26</td>
<td>.09</td>
<td>.23</td>
<td>.40</td>
<td>.17</td>
<td>.03</td>
<td>.07</td>
<td>.33</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value, mean (SD)</th>
<th>Participating in an ID team improves the results that are developed</th>
<th>4.20 (0.86)</th>
<th>Participating in an ID team improves the results that are developed</th>
<th>4.20 (0.86)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.20 (0.86)</td>
<td>Participating in an ID team improves the results that are developed</td>
<td></td>
<td>Participating in an ID team improves the results that are developed</td>
<td>4.20 (0.86)</td>
</tr>
<tr>
<td>−0.16</td>
<td>0.23</td>
<td>0.37</td>
<td>0.06</td>
<td>−0.00</td>
</tr>
<tr>
<td>.28</td>
<td>.21</td>
<td>.09</td>
<td>.42</td>
<td>.50</td>
</tr>
</tbody>
</table>

aNot applicable.
bID: interdisciplinary.
cWhat do you think about the interdisciplinary research process in the project from your individual point of view? Please rate your views using gradations 1 “strongly disagree,” 2 “somewhat disagree,” 3 “not sure,” 4 “somewhat agree,” and 5 “strongly agree.”
Table 2. Mean, SD, Spearman rank correlation coefficient (SRCC; 1-sided hypothesis test), and P values for team variables and outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Value, mean (SD)</th>
<th>SRCC</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productivity of collaboration meetings (n=16)</td>
<td>3.13 (0.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall Productivity of collaboration (n=16)</td>
<td>3.81 (0.66)</td>
<td>0.30</td>
<td>.13</td>
</tr>
<tr>
<td>Integration of results succeeds well</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of common language succeeds well</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development of a common theoretical basis succeeds well</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured by results so far</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our project team is successful</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My subproject is successful</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In general, collaboration has improved my research productivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team variables</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**In general, collaboration has improved my research productivity:**

<table>
<thead>
<tr>
<th>Value, mean (SD)</th>
<th>SRCC</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.07 (0.70)</td>
<td>.41</td>
<td>.01</td>
</tr>
<tr>
<td>0.23 (&lt;.001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In general, collaboration has improved my research productivity. My sub-project is successful. Our project team is successful. Development of a common theoretical basis succeeds well. Integration of results succeeds well. Development of common language succeeds well. Productivity of collaboration meetings.

<table>
<thead>
<tr>
<th></th>
<th>Value, mean (SD)</th>
<th>Productivity of collaboration</th>
<th>Overall Productivity of collaboration</th>
<th>Integration of results succeeds</th>
<th>Development of common language succeeds</th>
<th>Development of a common theoretical basis succeeds</th>
<th>Our project team is successful</th>
<th>My sub-project is successful</th>
<th>In general, collaboration has improved my research productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance of new ideas (^b) (n=16)</td>
<td>4.19 (0.91)</td>
<td>0.50</td>
<td>0.43</td>
<td>0.28</td>
<td>0.39</td>
<td>0.57</td>
<td>0.49</td>
<td>0.38</td>
<td>0.21</td>
</tr>
<tr>
<td>(P) value</td>
<td>.02</td>
<td>.048</td>
<td>.15</td>
<td>.07</td>
<td>.01</td>
<td>.03</td>
<td>.08</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>Communication among collaborators (^b) (n=16)</td>
<td>3.88 (0.62)</td>
<td>0.55</td>
<td>0.42</td>
<td>0.24</td>
<td>0.15</td>
<td>0.11</td>
<td>0.41</td>
<td>0.27</td>
<td>0.00</td>
</tr>
<tr>
<td>(P) value</td>
<td>.01</td>
<td>.06</td>
<td>.20</td>
<td>.30</td>
<td>.35</td>
<td>.06</td>
<td>.16</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>Resolution of conflicts among collaborators (^b) (n=16)</td>
<td>3.94 (0.57)</td>
<td>0.22</td>
<td>0.18</td>
<td>-0.01</td>
<td>0.32</td>
<td>0.44</td>
<td>0.25</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>(P) value</td>
<td>.21</td>
<td>.25</td>
<td>.48</td>
<td>.13</td>
<td>.05</td>
<td>.19</td>
<td>.36</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>Ability to accommodate different working styles of collaborators (^b) (n=16)</td>
<td>4.13 (0.81)</td>
<td>0.52</td>
<td>0.53</td>
<td>0.30</td>
<td>0.52</td>
<td>0.20</td>
<td>0.52</td>
<td>0.37</td>
<td>0.05</td>
</tr>
<tr>
<td>(P) value</td>
<td>.02</td>
<td>.02</td>
<td>.14</td>
<td>.02</td>
<td>.24</td>
<td>.02</td>
<td>.09</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>Integration of research methods from different fields (^b) (n=16)</td>
<td>3.69 (0.70)</td>
<td>-0.02</td>
<td>0.38</td>
<td>0.67</td>
<td>0.23</td>
<td>0.40</td>
<td>0.67</td>
<td>0.51</td>
<td>0.19</td>
</tr>
<tr>
<td>(P) value</td>
<td>.47</td>
<td>.08</td>
<td>.003</td>
<td>.21</td>
<td>.07</td>
<td>.003</td>
<td>.03</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>Integration of theories and models from different fields (^b) (n=16)</td>
<td>3.63 (0.72)</td>
<td>-0.01</td>
<td>0.34</td>
<td>0.76</td>
<td>0.37</td>
<td>0.50</td>
<td>0.59</td>
<td>0.43</td>
<td>0.19</td>
</tr>
<tr>
<td>(P) value</td>
<td>.48</td>
<td>.10</td>
<td>.001</td>
<td>.08</td>
<td>.03</td>
<td>.01</td>
<td>.05</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>Involvement of collaborators from diverse disciplines (^b) (n=16)</td>
<td>4.19 (0.66)</td>
<td>-0.23</td>
<td>0.47</td>
<td>0.55</td>
<td>0.48</td>
<td>0.51</td>
<td>0.62</td>
<td>0.46</td>
<td>0.12</td>
</tr>
<tr>
<td>(P) value</td>
<td>.20</td>
<td>.03</td>
<td>.02</td>
<td>.04</td>
<td>.03</td>
<td>.007</td>
<td>.04</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>High motivation for collaboration (^c)</td>
<td>4.40 (0.51)</td>
<td>0.11</td>
<td>0.49</td>
<td>0.31</td>
<td>0.36</td>
<td>0.45</td>
<td>0.31</td>
<td>0.24</td>
<td>0.52</td>
</tr>
<tr>
<td>(P) value</td>
<td>.34</td>
<td>.03</td>
<td>.13</td>
<td>.09</td>
<td>.045</td>
<td>.13</td>
<td>.19</td>
<td>.02</td>
<td></td>
</tr>
</tbody>
</table>
In general, collaboration has improved my research productivity. My subproject is successful. Our project team is successful. Development of a common theoretical basis succeeds well. Development of a common language succeeds well. Integration of results succeeds well.

<table>
<thead>
<tr>
<th>Reliable fulfillment of tasks taken over within the project team</th>
<th>Value, mean (SD)</th>
<th>Productivity of collaboration meetings</th>
<th>Overall Productivity of collaboration</th>
<th>Integration of results succeeds well</th>
<th>Development of a common theoretical basis succeeds well</th>
<th>Development of a common language succeeds well</th>
<th>Our project team is successful</th>
<th>In general, collaboration has improved my research productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.93 (0.60)</td>
<td>0.40</td>
<td>0.71</td>
<td>0.51</td>
<td>0.38</td>
<td>0.11</td>
<td>0.43</td>
<td>0.29</td>
</tr>
<tr>
<td>SRCC</td>
<td>.0</td>
<td>.02</td>
<td>.03</td>
<td>.08</td>
<td>.35</td>
<td>.06</td>
<td>.15</td>
<td>.27</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willingness to coordinate one’s own research work with the others in the project team and to work intensively with the other project members</td>
<td>4.27 (0.80)</td>
<td>−0.04</td>
<td>0.26</td>
<td>0.00</td>
<td>−0.04</td>
<td>0.49</td>
<td>0.27</td>
<td>0.13</td>
</tr>
<tr>
<td>SRCC</td>
<td>.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interest in other disciplines involved and willingness to recognize other disciplines as equivalent</td>
<td>4.33 (0.62)</td>
<td>−0.09</td>
<td>0.27</td>
<td>0.53</td>
<td>0.66</td>
<td>0.49</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td>SRCC</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNot applicable.
bWhen thinking about the researchers collaborating on the project, how do you evaluate the following aspects? Please use the gradation 1 “inadequate,” 2 “poor,” 3 “satisfactory,” 4 “good,” or 5 “excellent”!
cWith regard to your experiences in the project so far, what impressions do you have regarding the research contributions of your collaborators? How do the following statements apply: Please evaluate the mentioned issues using gradation 1 “does not apply at all,” 2 “does more likely apply,” 3 “does partly apply,” 4 “does more likely apply,” or 5 “does strongly apply.”
Table 3. Mean, SD, Spearman rank correlation coefficient (SRCC; 1-sided hypothesis test), and $P$ values for organization variables and outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Value, mean (SD)</th>
<th>Productivity of collaboration meetings</th>
<th>Overall productivity of collaboration</th>
<th>Integration of results succeeds well</th>
<th>Development of common language succeeds well</th>
<th>Development of a common theoretical basis succeeds well</th>
<th>Our project team is successful</th>
<th>My subproject is successful</th>
<th>In general, collaboration has improved my research productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Productivity of collaboration meetings (n=16)</strong></td>
<td>3.13 (0.72)</td>
<td>SS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td>3.81 (0.66)</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overall productivity of collaboration (n=16)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>In our project team</strong></td>
<td>3.67 (0.82)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Integration of results succeeds well</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>-0.01</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Development of common language succeeds well</strong></td>
<td>3.73 (0.59)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>0.28</td>
<td>0.48</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Development of a common theoretical basis succeeds well</strong></td>
<td>3.60 (0.74)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>-0.06</td>
<td>0.16</td>
<td>0.51</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Measured by results so far</strong></td>
<td>3.67 (0.82)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Our project team is successful</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>0.05</td>
<td>0.61</td>
<td>0.66</td>
<td>0.39</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>My subproject is successful</strong></td>
<td>3.73 (0.80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>0.06</td>
<td>0.48</td>
<td>0.60</td>
<td>0.29</td>
<td>0.20</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>In general, collaboration has improved my research productivity</strong></td>
<td>4.07 (0.70)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SRCC</strong></td>
<td></td>
<td>-0.06</td>
<td>-0.02</td>
<td>0.43</td>
<td>0.38</td>
<td>0.74</td>
<td>0.20</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Organization variables**
In general, collaboration has improved my research productivity. My sub-project is successful. Our project team is successful. Development of a common theoretical basis succeeds well. Development of a common language succeeds well. Integration of results succeeds well. Overall productivity of collaboration exceeds well.

### Value, mean (SD)

<table>
<thead>
<tr>
<th>Physical resources for ID research: availability of physical space (e.g., office, laboratory etc)(^a)</th>
<th>3.80 (0.94)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>0.23</td>
</tr>
<tr>
<td>P value</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### Physical resources for ID research: availability of electronic or other resources for collaboration between remote research sites (knowledge management systems, online platforms and cloud services, etc)\(^b\) |

<table>
<thead>
<tr>
<th>Physical resources for ID research: availability of electronic or other resources for collaboration between remote research sites (knowledge management systems, online platforms and cloud services, etc)(^c)</th>
<th>3.93 (1.22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>0.61</td>
</tr>
<tr>
<td>P value</td>
<td>0.008</td>
</tr>
</tbody>
</table>

### Social resources for ID research: my involvement in an ID research project is highly appreciated by my supervisors\(^c\) |

<table>
<thead>
<tr>
<th>Social resources for ID research: my involvement in an ID research project is highly appreciated by my supervisors(^c)</th>
<th>4.07 (0.59)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>0.55</td>
</tr>
<tr>
<td>P value</td>
<td>0.02</td>
</tr>
</tbody>
</table>

### Social resources for ID research: my involvement in an ID research project is highly appreciated by my colleagues\(^c\) |

<table>
<thead>
<tr>
<th>Social resources for ID research: my involvement in an ID research project is highly appreciated by my colleagues(^c)</th>
<th>3.73 (0.70)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRCC</td>
<td>0.33</td>
</tr>
<tr>
<td>P value</td>
<td>0.11</td>
</tr>
</tbody>
</table>

---

\(a\)Not applicable.  
\(b\)ID: interdisciplinary.  
\(c\)Considering the provided institutional or social resources for conducting the interdisciplinary research work in the project, how do you evaluate the availability of the following issues? For your evaluation, please use the gradation 1 “inadequate,” 2 “poor,” 3 “satisfactory,” 4 “good,” or 5 “excellent”!

**Collection of Quantitative Data**

In accordance with the state of research briefly presented earlier, the closed survey questions focused on the subjective assessment of the individual, team, and organization variables that might be associated with a functioning interdisciplinary research collaboration.

---

**Figure 2** lists the variables collected. Multimedia Appendix 1 contains their concrete operationalization in the survey questionnaire based on existing instruments [19-22] and the development of their own measurements.

**Individual variables** measure the respondent’s personal attitude toward and evaluation of interdisciplinary research collaboration as well as the respondent’s own experience with it. It is assumed that a positive attitude and long-term interdisciplinary experience

---

https://humanfactors.jmir.org/2022/2/e36579
are associated with positive perceptions of interdisciplinary outcomes.

**Team variables** cover the aspects of perceived trust between partners, the self-assessed degree of interdisciplinary integration in the research team, and the extent to which partners contribute to team outcomes. It is assumed that the positive ratings of these variables are associated with the positive ratings of interdisciplinary outcomes.

**Organization variables** refer to the support the respondents perceive for interdisciplinary research within their home organizations; for example, whether the necessary physical resources and social support from supervisors and colleagues are available for this.

**Outcomes** were measured by means of a general individual assessment of the results achieved so far and the productivity of the interdisciplinary research team. The collection of objective key figures, such as the number of publications, did not yield any results at this early point in the projects and will be collected again at later measurement points.

**Collection of Qualitative Data**

Furthermore, the questionnaire included open-ended questions. Respondents answered the following self-developed questions (the sample size is provided in brackets):

1. What are the advantages and the disadvantages of interdisciplinary research work? (n=14)
2. Which facilitators and barriers for interdisciplinary research work do you personally perceive? Please think about aspects on individual, team, and organizational levels (eg, professorship or institute). (n=11)
3. Based on your experiences in interdisciplinary research so far, do you perceive differences between the collaboration with physicians and the collaboration with other disciplines? If yes, which differences do you see? (n=14)
4. When you recap your experiences in interdisciplinary research so far, which recommendations would you give to the project team and beyond to make interdisciplinary research collaborations successful? (n=13)

**Results**

A demographic description of the surveyed project member sample is not provided because of the small group investigated and the possibility of an individual identification of responders; no demographic data of the project members were collected.

**Quantitative Results of the Correlation Analyses**

Table 1 shows few significant results for the individual variables. Respondents who are very strongly optimistic that interdisciplinary will lead to valuable research results that would not have been produced otherwise also strongly agree that the project is successful (SRC=0.51; P=0.03). Respondents who strongly believe that interdisciplinary will improve the research results produced also strongly believe that their own subproject is successful (SRC=0.44; P=0.05). A significant relationship between the length of personal experience with interdisciplinary research and outcomes is not found for the studied sample and, therefore, not mentioned in the correlation table.

Numerous significant relationships emerged with the defined outcomes for the **team variables** listed in Table 2. Strong correlations (SRC≥0.50) were shown for respondents who rated the acceptance of new ideas in the team as high. These respondents simultaneously perceived the high productivity of project meetings (SRC=0.50; P=0.02) and successful development of a common theoretical base (SRC=0.57; P=0.01). The perception of excellent communication in the interdisciplinary team was strongly associated with the productivity of project meetings rated high (SRC=0.55; P=0.01).

Individuals who rated the interdisciplinary team as very good at reconciling the different work styles of the collaboration partners, rated the productivity of work meetings (SRC=0.52; P=0.02), the overall productivity of the collaboration (SRC=0.53; P=0.02), the development of a common language (SRC=0.52; P=0.02), and, as measured by previous results, the success of the project team (SRC=0.52; P=0.02) as very high. The finding of a very strong integration of research methods from different fields is very closely related to the perception of a very high integration of results (SRC=0.67; P=0.003), successful work on the level of the overall project (SRC=0.67; P=0.003), and the respective subproject (SRC=0.51; P=0.03).

The perception of a very successful integration of theories and models from different research fields is again strongly correlated with a high assessment of a successful integration of results (SRC=0.76; P=0.001), the perception of successful development of a collaborative theoretical basis (SRC=0.50; P=0.03), and successful project implementation (SRC=0.59; P=0.001).

Respondents who assessed the involvement of collaborative partners from different disciplines were very good, rated the integration of results (SRC=0.55; P=0.02), the development of a collaborative theoretical base (SRC=0.51; P=0.03) as very high, and the project team as very successful (SRC=0.62; P=0.007). The perception of high motivation for collaboration among team members was significantly positively correlated with the perception that collaboration increased one’s research productivity (SRC=0.52; P=0.02). The perception that tasks taken on in the interdisciplinary team are reliably completed by team colleagues is closely related to the positive assessment of collaboration productivity (SRC=0.71; P=0.002) and to a perceived very successful integration of results in the team (SRC=0.51; P=0.03). An existing willingness to coordinate one’s own research with team members and to collaborate intensively with members is strongly associated with the assessment that interdisciplinary collaboration also greatly improves one’s research productivity (SRC=0.58; P=0.01). The impression that team members show interest in the disciplines involved and are willing to perceive them as equals is strongly associated with a perceived successful integration of results (SRC=0.53; P=0.02) and is strongly associated with the development of a common language (SRC=0.66; P=0.004) and the assessment that collaboration has improved one’s own research productivity (SRC=0.66; P=0.004). The results for the **organization variables** contained in Table 3 point to the high relevance of physical resources (eg, offices and laboratories) for interdisciplinary research. In this case, significant correlations were found between the positive evaluation of their availability and collaboration productivity
(SRCC=0.45; \(P=.045\)), the development of a common theoretical basis (SRCC=0.46; \(P=.04\)), a project perceived as successful (SRCC=0.46; \(P=.04\)), and a subproject perceived as successful (SRCC=0.53; \(P=.02\)) in the context of interdisciplinary collaboration. A positive evaluation of the availability of electronic resources for location-independent collaboration (knowledge management systems, web-based platforms, etc) shows a strong correlation with the assessment of a high productivity of meetings (SRCC=0.61; \(P=.008\)). As a side note, it should be added that perceived low availability of these electronic resources for collaboration shows a negative relationship with several aspects of outcome integration and success evaluation, although these are not significant. The availability of social resources is also relevant for outcome evaluation. High perceived supervisor support for interdisciplinary collaboration was significantly related to the highly rated productivity of project meetings (SRCC=0.55; \(P=.02\)). However, social support from colleagues in interdisciplinary research collaboration appears to be of greater importance. Respondents who perceived high appreciation by colleagues for their own involvement in interdisciplinary research simultaneously rated the productivity of collaboration highly (SRCC=0.54; \(P=.02\)), perceived strong integration of results in the interdisciplinary team (SRCC=0.57; \(P=.01\)), were more likely to rate the development of a common language as successful (SRCC=0.55; \(P=.02\)), and perceived both the overall project (SRCC=0.74; \(P=.001\)) and their own subproject (SRCC=0.64; \(P=.005\)) as more successful.

Qualitative Results of the Open Questions

Textbox 1 summarizes the answers to question 1 regarding the advantages and disadvantages of interdisciplinary research.

These advantages are mainly seen in gaining new knowledge and methods from other disciplines. The respondents saw disadvantages in terms of the necessity of providing more time.

The answers to question 2 are summarized in Textbox 2. These are facilitating factors for interdisciplinary research work in the establishment of a functioning project management (project manager, coordination of tasks, creation of common goals) but also in individual factors, such as the willingness to engage with other disciplines and to accept them.

In response to question 3 about differences in collaboration with physicians compared to other disciplines, 6 (43%) of the 14 respondents stated that they did not perceive any differences. The remaining respondents mainly reported that they perceived physicians to be heavily involved in clinical work and therefore had less time for joint research work. One of the interviewees described it in such a way that physicians are seen more as outside experts who are only contacted when necessary, whereas the remaining multidisciplinary research partners are perceived as equal team members. One respondent also mentioned the problem of high data protection requirements for the use of patient data and the associated hurdles as a difference in cooperation with physicians compared with other disciplines.

Finally, the respondents provided their recommendations for the successful design of interdisciplinary research collaborations, which are summarized in Textbox 3. They are predominantly emphasizing the need for systematic collaboration management.

Textbox 1. Summarized answers regarding advantages and disadvantages of interdisciplinary research work (open question 1).

<table>
<thead>
<tr>
<th>Advantages of interdisciplinary research (in comparison to monodisciplinary research)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Development of new ideas</td>
</tr>
<tr>
<td>• Knowledge transfer between different disciplines</td>
</tr>
<tr>
<td>• Leverage of different (technical) expertise and perspectives</td>
</tr>
<tr>
<td>• Broadening of mind and knowledge</td>
</tr>
<tr>
<td>• Experience of new methods</td>
</tr>
<tr>
<td>• Critical assessment of own methods, tools by other disciplines</td>
</tr>
<tr>
<td>• Solution of more complex problems by developing overall advanced systems</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disadvantages of interdisciplinary research (in comparison to monodisciplinary research)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• More time is needed for:</td>
</tr>
<tr>
<td>• Providing and gaining information, explanation</td>
</tr>
<tr>
<td>• Finding a common language</td>
</tr>
<tr>
<td>• Building a mutual understanding</td>
</tr>
</tbody>
</table>
Textbox 2. Summarized answers regarding facilitators and barriers for interdisciplinary research work (open question 2).

<table>
<thead>
<tr>
<th>Perceived facilitators for interdisciplinary research</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Supportive, reliable team members</td>
</tr>
<tr>
<td>• Independent project manager</td>
</tr>
<tr>
<td>• Good management or coordination by project leader</td>
</tr>
<tr>
<td>• Input from senior scientists</td>
</tr>
<tr>
<td>• Same or common goals</td>
</tr>
<tr>
<td>• Willingness to get involved in other scientific disciplines</td>
</tr>
<tr>
<td>• Acceptance that interdisciplinary needs more time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perceived barriers for interdisciplinary research</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Different technical but also native languages (eg, different meanings of same terms)</td>
</tr>
<tr>
<td>• Dependency on work of others for own results</td>
</tr>
<tr>
<td>• Geographic distance between partners</td>
</tr>
<tr>
<td>• Focus on monodisciplinary research results</td>
</tr>
<tr>
<td>• Missing support for administrative issues</td>
</tr>
<tr>
<td>• Data protection problem regards medical data</td>
</tr>
</tbody>
</table>

Textbox 3. Summarized answers regarding recommendations for successful interdisciplinary research work (open question 4).

<table>
<thead>
<tr>
<th>Recommendations for successful interdisciplinary research collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Concrete definition of project objectives, workload, and requirements</td>
</tr>
<tr>
<td>• Installation of a project coordinator</td>
</tr>
<tr>
<td>• Implementation of regular meetings with progress reports</td>
</tr>
<tr>
<td>• Flexibility for changes and adaptions in the workplan</td>
</tr>
<tr>
<td>• Clarification of roles and expected contributions for each single project member</td>
</tr>
<tr>
<td>• Establishment of a common language</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

With regard to the quantitative results for the interdisciplinary research projects discussed here, influencing factors of all 3 levels presented (individual, team, and organization) have proven to be relevant for a cooperation that is perceived as successful. Positive individual attitudes toward interdisciplinary research work are related to positive outcomes. Pre-existing experience with interdisciplinarity did not play a role in the sample investigated, although this has already been shown in other studies [28]. The results of the team variables indicate that well-functioning group processes, in the sense of mutual acceptance and real integration of theories, methods, and approaches, are reflected in the perceived results of interdisciplinary collaboration. Thus, the results of the analyzed organizational factors indicate the high relevance of the provision of physical and social resources for successful interdisciplinary research collaboration. The high relevance of electronic resources for remote collaboration may be due to COVID-19 pandemic–related social distancing measures. The answers to the open, more qualitative-oriented questions describe the advantages of interdisciplinary research work in getting to know new ideas, methods, and knowledge and integrating them into their own work. They also identified an advantage in the fact that more complex problems are solved that require the inclusion of different professional perspectives. They observed disadvantages, particularly the fact that this form of cooperation is more time-consuming, as more explanations and the establishment of a common understanding are necessary. Regarding recommendations for the future design of interdisciplinary cooperation, management aspects are addressed here, ie, goals, required resources, and necessary efforts on the part of the involved interdisciplinary research partners should be clearly defined in advance. Among other things, establishing a project coordinator and holding regular meetings are recommended. Furthermore, social aspects, such as the definition of the roles of each individual participant in the entire team and the establishment of a common language; for example, clarified common terms, should also be considered.

Limitations

First, this study provides interesting insights into the projects introduced at the beginning of the article, but, at the same time,
these insights are mainly limited to both projects. It is possible to derive some general conclusions and recommendations that
are also covered by the existing research literature and results [11,17], but they must be viewed with some caution.

A further limiting factor was the statistical calculations that were performed. For the correlation analyses, the SRCC was
calculated, which is a nonparametric measure that can be applied to very small sample sizes. It must be considered that these
correlations do not allow any statement regarding a causal effect but only give hints about which aspects could be associated.

Moreover, the results were based on the self-reports of the responding researchers. Although personal opinions and
intentions are relevant for individual behavior, this limitation to only one data source prevents additional data validation (eg, comparison of self and external assessment). In this regard, aspects such as common method bias and common method variance are of interest because all variables are measured using the same instrument [29,30]. Another limitation is that the variables considered in the research model (Figure 2) were very selective. These were chosen based on literature research, but not all identified influencing factors that were part of the questionnaire study became part of the data analysis presented in this paper. This is because no significant relationship was confirmed. Furthermore, it must be assumed that there is content overlap between the different variables presented in the research model (Figure 2). Further development of these instruments is necessary.

A further fact for consideration is the limited generalizability due to the survey period, which was during the second lockdown in Germany, caused by measures implemented due to the COVID-19 pandemic. In this regard, the mode of cooperation was based on web-based tools (videoconferences and email), and personal encounters did not occur. This certainly influenced the response behavior.

Implications and Recommendations

Although the results are based on a small sample, it is possible to derive more general recommendations for the design and implementation of interdisciplinary research collaborations in digital health projects.

When providing recommendations for the design of successful interdisciplinary research collaboration, the levels of teams and organization can be considered because they are accessible to the direct influence of leadership and management. At the level of the concrete team that is collaborating, a project management regime should be implemented regarding the following aspects:

- Definition of a reliable and binding project plan including responsibilities, meetings, roles of all team members, timeline, and deadlines.
- Installation of a person who is and feels responsible for monitoring and complying with the plan (eg, project coordinator).
- Elaboration of a common understanding of the contents and objectives of the project.
- Establishment of team spirit and mutual trust as a precondition for openness and exchange of knowledge between research partners.

In addition, it must not be forgotten that the members of the interdisciplinary team are also members of the organizations where they are employed. At this organizational level, some aspects must be assured for successful collaboration to take place. As the results show, the following issues must be considered:

- Creation of an organizational atmosphere that demonstrates appreciation for interdisciplinary research work and is well-aware that it takes more time and effort in comparison to monodisciplinary research.
- Provision of social support (eg, recognition, affiliation, and instrumental assistance) by supervisors and colleagues for interdisciplinary research efforts.
- Deployment of an appropriate technical infrastructure that enables interdisciplinary collaborations even about spatial distance.

Regarding clinician scientists and their special role perceived as somehow external, organizational modes should be found to give them the opportunity for more integration in the whole interdisciplinary research team, which in turn will contribute to common understanding and trust and, therefore, positive results of the cooperative science process.

In this organizational context, individual characteristics could also be considered as far as personnel selection procedures are concerned. When a vacant position in an interdisciplinary research team has to be filled, potential recruits should be considered or selected that have already experience with interdisciplinary research or who at least seem to be open for that kind of cooperation and have the empathy to engage with other disciplines.

In the future, training courses that qualify team members and leaders for interdisciplinary research cooperation could be envisioned to enable them to act under the special conditions of interdisciplinary research. In this regard, more research is necessary [17,31].

Outlook

As mentioned at the beginning of this paper, interdisciplinary research, especially in the context of the digitalization of medicine and health care systems, has become increasingly important. To design and manage this kind of collaboration successfully, it is necessary to identify the adjusting screws at different levels in research organizations and beyond. Leaders, researchers, and students must be sensitized and trained for this type of cooperation. Constant research on these social respectively human factors influencing collaboration is essential, mainly regarding content-related aspects of training for interdisciplinary research [17,32]. However, from a methodological point of view, more sophisticated study designs for monitoring interdisciplinary research collaboration are necessary, especially regarding multivariate influences. In this regard, success indicators for interdisciplinary research should be extended beyond the dominance of bibliometrics [17]. In addition, for future research and bigger samples than that of this study, demographic data characterizing the actors involved should be collected to provide more information about the transferability of results to other fields of concern. Furthermore,
the concrete disciplinary composition of the respective project teams must be considered because the differences in working styles and professional cultures of single disciplines may also impact collaboration.

To some extent, the present case study shows that individual and team perceptions of success can also be used. Besides this, already available and helpful results for managing interdisciplinary projects from social science disciplines should be integrated, reflecting topics such as transformational leadership and its impact on creativity [33] or team support roles [34].
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Abstract

Background: Instrumented assessment of motor symptoms has emerged as a promising extension to the clinical assessment of several movement disorders. The use of mobile and inexpensive technologies such as some markerless motion capture technologies is especially promising for large-scale application but has not transitioned into clinical routine to date. A crucial step on this path is to implement standardized, clinically applicable tools that identify and control for quality concerns.
Objective: The main goal of this study comprises the development of a systematic quality control (QC) procedure for data collected with markerless motion capture technology and its experimental implementation to identify specific quality concerns and thereby rate the usability of recordings.

Methods: We developed a post hoc QC pipeline that was evaluated using a large set of short motor task recordings of healthy controls (2010 recordings from 162 subjects) and people with multiple sclerosis (2682 recordings from 187 subjects). For each of these recordings, 2 raters independently applied the pipeline. They provided overall usability decisions and identified technical and performance-related quality concerns, which yielded respective proportions of their occurrence as a main result.

Results: The approach developed here has proven user-friendly and applicable on a large scale. Raters’ decisions on recording usability were concordant in 71.5%-92.3% of cases, depending on the motor task. Furthermore, 39.6%-85.1% of recordings were concordantly rated as being of satisfactory quality whereas in 5.0%-26.3%, both raters agreed to discard the recording.

Conclusions: We present a QC pipeline that seems feasible and useful for instant quality screening in the clinical setting. Results confirm the need of QC despite using standard test setups, testing protocols, and operator training for the employed system and by extension, for other task-based motor assessment technologies. Results of the QC process can be used to clean existing data sets, optimize quality assurance measures, as well as foster the development of automated QC approaches and therefore improve the overall reliability of kinematic data sets.

(Keywords) instrumented motion analysis; markerless motion capture; visual perceptive computing; quality control; quality reporting; gait analysis

Introduction

With technology rapidly advancing, instrumented motion analysis (IMA) has emerged as an auspicious tool to augment clinical decision-making in persons with motor impairments [1-5]. Applications range from complex gait laboratory equipment to consumer grade health apps, which quantify what a person can do in a standardized setting (motor capacity) or what a person does in everyday life (motor performance) [6].

Regarding motor capacity, marker-based optoelectronic motion analysis systems serve as the gold standard for other technologies [7,8] and are, for instance, successfully used in treatment planning for children with cerebral palsy [9]. However, their high cost and complexity of analysis comprise significant disadvantages for clinical use. Thus, technologies that are portable, affordable, and easy to use are more promising for large-scale application. Respective devices developed for clinical use include pressure-sensitive walkways, inertial sensors (“wearables”), and markerless motion capture systems based on consumer depth cameras [2,10]. In the following, the term IMA will be used for this more versatile subcategory of motion analysis systems.

Despite favorable properties, IMA has not been successfully integrated into wide clinical routine yet [11,12]. Although regulatory requirements for medical products address safety and accuracy within the context of use (eg, for application in specific diseases) [13-15], successful implementation of IMA further depends on acceptance from patients and clinicians. Thus, technical usability, interpretability of outcomes, and quantifiable clinical benefits play a major role in this development. Standardized and efficient quality control (QC) procedures, not only during initial development but also during advancement and application of a system, could facilitate this technological maturation process. We found such QC aspects to be largely understudied and underreported.

QC can be applied at three levels: preventive, ad hoc, and post hoc. Preventive QC is applied before data acquisition. Manufacturers or developing groups generate initial results on data quality and publish them in proof-of-concept studies, including small samples of healthy subjects and target groups for clinical application [7,8,16,17]. Such studies can identify major pitfalls and elaborate on correct usage of these systems. For technology that is already in use with a substantial number of researchers or clinicians, expert consensus can further yield guidelines to improve preventive QC [18]. Ad hoc QC is pertained during measurements. Depending on the system, operators can decide to discard, retrainstruct, and rererecord upon observing deviations from standard operating procedures (SOPs) or receiving error messages. Lastly, post hoc QC is employed at the data analysis stage. One option in this context is univariate or multivariate outlier analysis based on the kinematic parameters [19-21]. However, these approaches are highly data-dependent, inept to uncover systematic errors or “false normal” parameter values, and do not provide information regarding underlying causes of data deviation. Additional post hoc QC measures constitute postprocessing tools and successive recalculation of kinematic parameters [22,23] as well as plausibility checks based on raw data [24-26]. To date, such processes have only been performed on comparatively small data sets.

In this study, we used data acquired with the emerging Motognosis Labs system (Motognosis GmbH) that extracts kinematic parameters from depth camera recordings. In recent years, this system was extensively used in a research context at our site and our cooperating sites [24-29] with a standardized protocol for short motor tasks specifically designed to assess motor capacities of people with multiple sclerosis (MS) [7,30]. Regarding preventive QC, previously established SOPs for system operators and patient instructions were used for all data analyzed herein. With respect to ad hoc QC, the software provides visual feedback regarding general subject positioning...
in the volume of acquisition and real-time tracking of the whole body as well as individual body parts. Regarding post hoc QC, we found previously employed approaches to be either insufficient, incomplete, or not feasible to reliably examine large amounts of data [19-21,24-26]. Likewise, review of IMA literature did not yield any standards or generalizable concepts. Thus, we propose an approach for systematic post hoc QC, enabling clinical users to prevent, detect, and eliminate data of inferior quality.

For the quality concerns considered here, we distinguish technical and performance issues. Technical issues comprise system-specific malfunctioning of hardware and software as well as artifacts specific to the recording technique, such as signal interference due to subjects’ clothing or the recording environment in the case of depth sensing technology. Performance issues can be considered less technology-specific and can be attributed either to the operator (eg, by providing faulty instructions) or to noncompliance of the recorded subject. If the latter is unrelated to the disease, it should lead to trial exclusion; however, impairment-related inability can be considered a feature of interest.

The main objectives of this study were to (1) build a post hoc QC pipeline that is efficient, user-friendly, and adaptable, enabling clinical users to make standardized and robust decisions concerning usability of individual recordings; (2) perform QC for a large number of recordings acquired at different study sites and thus investigate the types and frequencies of quality issues; and (3) analyze the feasibility of the approach.

**Methods**

**Data Set**

Our study was based on recordings of short, structured motor tasks captured with the Motognosis Labs system. This system relies on a consumer depth camera (Microsoft KinectV2, Microsoft Corporation) and visual perceptive computing. More precisely, the software development kit associated with the camera allows for the markerless tracking of 3D time series from 25 artificial anatomical landmarks for subjects located at 1.5 to 4.5 m from the camera. Custom Motognosis Labs algorithms employ these time series to extract kinematic parameters to quantify various aspects of motor capacity.

Data were pooled from 8 monocentric studies at 3 study sites that used software versions 1.1, 1.4, 2.0, or 2.1 as part of their protocols. These studies will be referred to using the following identifiers: ASD, CIS, Valkinect, VIMS, and WALKIMS-DA (conducted at Charité – Universitätsmedizin Berlin, Berlin, Germany); Ambos and Oprims (conducted at Universitätsklinikum Eppendorf, Hamburg, Germany); and Chiba (conducted at Chiba University, Chiba, Japan). These studies were approved by the respective institutional review boards and all subjects provided written informed consent. The data set comprised recordings from 187 persons with MS and 162 healthy controls. VIMS, Valkinect, and WALKIMS-DA included both groups, whereas the other studies contributed subjects from 1 group only. Descriptive statistics include information on gender, age, anthropometry, and disease severity in case of people with MS, as measured by the Expanded Disability Status Scale [31] (Table 1 and study-specific information in Table S1 in Multimedia Appendix 1).

All subjects performed the Perceptive Assessment in Multiple Sclerosis (PASS-MS) protocol or parts of it between December 2014 and April 2019. PASS-MS consists of 10 structured motor tasks: Postural Control (POCO), Postural Control with Dual Task (POCO-DUAL), Stepping in Place (SIP), Stand Up and Sit Down (SAS), Short Line Walk (SLW), Short Comfortable Speed Walk (SCSW), Short Maximum Speed Walk (SMSW), Pronator Drift Test, Finger-Nose Test, and Finger Tapping. The latter 3 tasks were excluded from this study, as evaluation algorithms were still in an explorative stage at the time, yielding premature claims regarding data quality. A description of the remaining tasks except POCO-DUAL can be found in Otte et al [7,30]. POCO-DUAL equates to POCO with the addition of a cognitive task (Serial 3’s subtraction). System operators had received in-depth training on how to use Motognosis Labs according to written SOPs. System SOPs included specifications of the setup, subject instructions, and rejection guidelines for recordings affected by performance and technical issues. According to the protocol, SAS, SLW, SCSW, and SMSW are recorded thrice consecutively, whereas POCO, POCO-DUAL, and SIP are recorded once. Deviations from SOPs occurred when single tasks or task repetitions were omitted, or operators decided to produce additional recordings (all of which should prompt an operator comment that is stored along with raw data of each recording). Such deviations explain incongruencies in the numbers of recordings per task (Table 1 and study-specific information in Table S2 in Multimedia Appendix 1), as all available recordings were included in this post hoc QC initiative.
Table 1. Demographic information about study subjects with missing data indicated as percentages and number of recordings per Perceptive Assessment in Multiple Sclerosis task subdivided by disease status.

<table>
<thead>
<tr>
<th>Subject characteristics</th>
<th>All</th>
<th>HC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PwMS&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (% female; % —)</td>
<td>349 (51.6; 0.6)</td>
<td>162 (51.2; 1.2)</td>
<td>187 (51.9; 0)</td>
</tr>
<tr>
<td>Age (years), mean (SD; % —)</td>
<td>42.0 (12.2; 0.6)</td>
<td>38.3 (12.8; 1.2)</td>
<td>45.3 (10.8; 0)</td>
</tr>
<tr>
<td>Height (cm), mean (SD; % —)</td>
<td>173.1 (9.2; 2.6)</td>
<td>172.0 (9.6; 3.7)</td>
<td>174.1 (8.8; 1.6)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD; % —)</td>
<td>72.9 (14.8; 8.0)</td>
<td>70.4 (14.6; 8.0)</td>
<td>75.0 (14.6; 8.0)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD; % —)</td>
<td>24.3 (4.1; 8.0)</td>
<td>23.8 (3.9; 8.0)</td>
<td>24.7 (4.3; 8.0)</td>
</tr>
<tr>
<td>EDSS&lt;sup&gt;d&lt;/sup&gt; median (range; % —)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A</td>
<td>3.0 (0.0-6.5; 2.7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># of recordings per PASS-MS&lt;sup&gt;f&lt;/sup&gt; task</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>4692</td>
<td>2010</td>
<td>2682</td>
</tr>
<tr>
<td>POCO&lt;sup&gt;g&lt;/sup&gt;</td>
<td>354</td>
<td>165</td>
<td>189</td>
</tr>
<tr>
<td>POCO-DUAL&lt;sup&gt;h&lt;/sup&gt;</td>
<td>245</td>
<td>88</td>
<td>157</td>
</tr>
<tr>
<td>SCSW&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1043</td>
<td>489</td>
<td>554</td>
</tr>
<tr>
<td>SMSW&lt;sup&gt;j&lt;/sup&gt;</td>
<td>907</td>
<td>361</td>
<td>546</td>
</tr>
<tr>
<td>SLW&lt;sup&gt;k&lt;/sup&gt;</td>
<td>957</td>
<td>428</td>
<td>529</td>
</tr>
<tr>
<td>SIP&lt;sup&gt;l&lt;/sup&gt;</td>
<td>291</td>
<td>131</td>
<td>160</td>
</tr>
<tr>
<td>SAS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>895</td>
<td>348</td>
<td>547</td>
</tr>
</tbody>
</table>

<sup>a</sup>HC: healthy controls.
<sup>b</sup>PwMS: people with multiple sclerosis.
<sup>c</sup>—: not available.
<sup>d</sup>EDSS: Expanded Disability Status Scale.
<sup>e</sup>N/A: not applicable.
<sup>f</sup>PASS-MS: Perceptive Assessment in Multiple Sclerosis.
<sup>g</sup>POCO: Postural Control.
<sup>h</sup>POCO-DUAL: Postural Control with Dual Task.
<sup>i</sup>SCSW: Short Comfortable Speed Walk.
<sup>j</sup>SMSW: Short Maximum Speed Walk.
<sup>k</sup>SLW: Short Line Walk.
<sup>l</sup>SIP: Stepping in Place.
<sup>m</sup>SAS: Stand Up and Sit Down.

**QC Pipeline Development**

The QC pipeline development comprised 2 key components. First, we implemented informative visualizations enabling raters to classify the quality of raw data from PASS-MS recordings and hence implicitly assess the reliability of associated kinematic parameters. Second, we developed an efficient rating strategy for large numbers of recordings.

For the creation of informative visualizations, videos from raw depth streams were generated to enable review of each recorded task. The depth information was further used to produce a condensed representation of each recording in the form of 3 images that are hereafter referred to as motion profiles. They comprise images of depth data averaged over time, over the vertical direction, and over the horizontal direction. As PASS-MS tasks are short and highly standardized, we assumed that major protocol deviations and technical issues would be easily identifiable from motion profiles. To allow for the detection of more subtle quality issues, we also illustrated characteristic signals that are used to calculate kinematic parameters with Motognosis Labs. Visualizations were generated using Python (version 3.7.3) and the matplotlib package (version 3.1.0). A stratified random sample from 15 people with MS and 14 healthy controls was used to test and update visualizations and determine the main rating criteria per task.

We then built a graphical user interface (GUI), which includes a rating window containing visualizations, an overall usability decision checkbox (keep, discard, undecided), and task-specific multiselect checkboxes containing the main rating criteria. Furthermore, on-demand viewers for depth videos and operator comments were integrated. The GUI was programmed in Python (version 3.7.3) using the tkinter package (version 8.6). We
prepared detailed rating manuals as well as oral instructions (~45 minutes) to familiarize raters with the GUI. The entire data set (see Table 1) was subjected to ratings, such that each recording was investigated by 2 independent raters. In this step, 8 raters evaluated a total of 4692 recordings from 162 healthy controls and 187 people with MS. Raters comprised medical students, clinician scientists or researchers in other professions, and trained neurologists, all from Charité, Berlin. Among them, 6 raters had operated Motognosis Labs before, whereas 2 were new to the system. Moreover, 2 raters had been actively involved in the development of the QC pipeline, whereas 6 were new to any systematic QC of the data. After in-depth instructions, ratings were conducted individually by the raters at a self-selected speed.

Statistical Analysis
Statistical analyses included the extraction of frequencies for overall usability decisions, rater concordance and discordance, and selected rating criteria. The former 2 were illustrated as confusion matrices. Furthermore, the median rating duration per recording was extracted from the GUI log files. Figures were produced with Python (version 3.7.3) using the matplotlib package (version 3.1.0).

Results
QC Pipeline Usage and Feasibility
After generating visualizations, the implemented GUI can be opened to progressively rate motor task recordings. Intermediate results can be saved in an underlying Excel file, such that raters can flexibly organize their workload. An example of the rating window including respective visualizations, checkboxes, and buttons is shown in Figure 1.

Oral feedback from raters upon completion confirmed that the GUI and the QC pipeline behind it were easy to use and effective. The median rating duration per recording amounted to 6.3 seconds.
Rater Concordance and Usability of Recordings

Concerning keep, discard, or undecided decisions, raters concurred on more than 70% of recordings for each task (POCO: 71.5%, POCO-DUAL: 72.7%, SCSW: 92.3%, SMSW: 79.5%, SLW: 74.6%, SIP: 85.6%, and SAS: 90.4%) (Figure 2). Consequently, we observed discordance for up to 28.5% of recordings, which points to task-specific difficulties in using the rating criteria. However, such discordance was mostly due to 1 rater’s undecided decision. Instances of strictly opposing usability, meaning that 1 rater voted keep and the other discard, were uncommon (between 0.8% and 4.9%), except for SMSW (10.5%).
A task-wise visualization of rater decisions regarding usability of recordings is depicted in Figure 2. Unobjectionable usability, defined as a unanimous keep decision, was obtained for 85.1% of SCSW, more than 70% of SMSW and SIP (73.3% and 70.8%, respectively), more than 60% for SAS and SLW (62.9% and 60.5%, respectively) and less than or close to half for POCO and POCO-DUAL recordings (50.3% and 39.6%, respectively). The highest rates for unanimous discard decisions were observed for SAS (26.3%), followed by POCO-DUAL (25.3%), and POCO and SIP (13.0% and 13.1%, respectively). The respective rates were low for gait tasks including SLW, SCSW, and SMSW (9.4%, 6.5%, and 5.0%, respectively). Rater concordance as well as proportions of unanimous keep and discard decisions subdivided for all studies can be found in Table S3 in Multimedia Appendix 1.

**Main Quality Concerns**

The main rating criteria compiled during QC pipeline development are listed below, with the respective tasks indicated in parentheses.

- Disturbances, technical issue: Signal disturbances including noisy background, floor, and technical issues with tracking clothing (all tasks)
- Duration, technical issue: Recording duration substantially deviating from 40 seconds, namely a deviation of more than 1 second (POCO, POCO-DUAL, and SIP)
- Step Detection, technical issue: Incorrect Step Detection (SCSW, SMSW, SIP, and SLW)
- Up/Down Phase, technical issue: Incomplete or incorrectly detected standing-up or sitting-down phase (SAS)
- Arms, performance issue: Arms not hanging loosely down at the beginning of the recording (SAS)
- Backward, performance issue: Subject walking backward by more than 50 cm or exhibiting a deliberate backward correction (SIP)
- Feet, performance issue: Deviation from closed feet position, namely if the feet are in an open or a V-shaped position (POCO and POCO-DUAL)
- Forward, performance issue: Subject moving forward by more than 50 cm (SIP)
- Movements, performance issue: Task-unassociated movements such as scratching or gesturing (POCO, POCO-DUAL, SLW, SIP, and SAS)
- Sidestep, performance issue: 1 or multiple sidesteps (POCO, POCO-DUAL, and SLW)
- Support, performance issue: Subject needing support from a walking stick, walls, rollator, or the like (all tasks)
- Other, technical or performance issue: Other/unlisted criterion (all tasks)

Respective selection frequencies (multiple selections were possible) are illustrated in Figure 3. Possible disease-associated differences in data quality can be estimated from the 3 studies featuring healthy controls and people with MS, namely VIMS, Valkinect, and WALKIMS-DA.
The most prevalent quality concerns comprised Feet, Disturbances, and Other for POCO and additionally Movements for POCO-DUAL. An example of a POCO recording that was discarded due to incorrect Feet positioning as well as unassociated Movements, namely the most frequent performance-associated quality concerns, can be found in Figure 4. For POCO-DUAL, supposedly task-unassociated movements were tagged with Movements and Other by the raters. However, these hand and arm movements often seemed to result from cognitive efforts made during mental arithmetic. In this case, no clear distinction between task-associated and task-unassociated movements can be made. Regarding technical quality concerns, raters’ comments suggested that recordings tagged with Disturbances or Other most often exhibited noisy or corrupt leg, feet, or floor signals.
Figure 4. Left: quality control pipeline visualization screenshot of a high-quality Postural Control recording. Right: quality control pipeline visualization screenshot of a Postural Control recording featuring 2 frequently observed performance-related quality concerns, incorrect Feet positioning (according to standard operating procedures, the forefoot and heel should be closed) and unassociated hand Movements around second 22.

Prevalent quality concerns for gait tasks were Disturbances and Step Detection in SLW and— less frequently—SCSW and SMSW. A cross-dependency between the 2 criteria was often observed when unsuitable clothing led to noisy signals (noted as Disturbances by the raters), which in turn leads to issues concerning Step Detection. An example of this issue for an SCSW recording is depicted in Figure 5. Other Disturbances related to floor reflections were not associated with Step Detection issues as often.

Figure 5. Left: quality control pipeline visualization screenshot of a high-quality short comfortable speed walk recording. Right: quality control pipeline visualization screenshot of a Short Comfortable Speed Walk recording featuring a frequently observed technical quality concern, unsuitable clothing causing Disturbances and thus Step Detection issues. Abbreviation temp. represents temporal and indicates the detected stance phases used for temporal rather than spatial parameters.

Excessive forward locomotion (Forward) was the most frequent quality concern for SIP recordings. However, from our experience, the chosen threshold of 50 cm forward motion is rather conservative and distances up to 80-100 cm might be tolerable.

The most prominent problem for SAS was incorrect arm positioning (Arms) at the beginning of a recording. Such incorrect arm positioning was not easily discernible from the motion profile alone and raters usually consulted the provided depth videos to confirm this specific quality concern. Furthermore, a mistake in signal plot generation for
SAS—affecting 3.8% of SAS plots—led to an overestimation of recordings affected by the Up/Down Phase criterion. Figure 3 provides raw ratings, and the represented numbers hence reflect this overestimation.

Disparities between people with MS and healthy controls for performance-related quality aspects were apparent for the generally less often observed Support (all tasks) and Sidestep (POCO, POCO-DUAL, and SLW) issues. This can be interpreted as a disease-related difficulty or the inability to follow task instructions. Results regarding incorrect Feet positioning during POCO and POCO-DUAL did not allow for the interpretation of this criterion as a mainly disease-related one. This criterion as well as Forward and Backward motion during SIP and the incorrect starting position of the Arms during SAS were present in both groups, though slightly more frequent in people with MS. Frequencies of the observed quality criteria further subdivided for all studies can be found in Table S4 in Multimedia Appendix 1.

Discussion

This study presents a post hoc QC pipeline for clinical users of an IMA system. Its core consists of an interface, which enables an intuitive usability decision for individual recordings based on an extendable set of quality criteria. The pipeline proved highly feasible for users—including raters less acquainted with the IMA system itself—and yielded acceptable rater concordance. Its application in a large set of recordings from healthy controls and people with MS demonstrated the utility and necessity of post hoc QC to ensure reliable data and avoid misinterpretation of IMA results. It further identified points for improvement in preventive and ad hoc QC. To our knowledge, this is the first study to systematically investigate QC aspects and propose a clinically applicable QC pipeline for visual perceptive computing.

In the following, we will discuss 2 main aspects of our results. First, the rater concordance, which indicates the feasibility and limitations of our QC approach, and second, the usability decisions themselves, which indicate the quality and limitations of our data.

Rater concordance between 71.5% to 92.3% was generally acceptable. Only for SMSW, strictly opposed keep/discard decisions occurred to a relevant extent (10.5%). This was mostly caused by 1 rater’s discard decisions because no full gait cycle was captured. Due to the limited recording range of the depth camera, this is a frequent observation for SMSW and cannot be directly attributed to technical or performance issues. Generally, discordance may reflect ambiguity regarding rating criteria, difficulties in the evaluation of individual cases, or rater oversight. Probably only 1 rater, most likely the operator of the system, will apply post hoc QC in future clinical applications. Thus, possible reasons for rater discordance should be carefully addressed in further development of the QC pipeline, for instance, by specifying the rating criteria, as well as conducting more targeted rater trainings. However, as with other clinical judgments, QC decisions will remain informed, but ultimately intuitive decisions.

Usability decisions were interpreted as follows. Recordings receiving a unanimous keep or discard decision from the corresponding 2 raters were regarded as having assessable and satisfactory or unsatisfactory quality, respectively. Remaining recordings with discordant or undecided usability decisions were classified as needing further investigation, thus being less assessable and with potentially objectionable quality. The proportion of unanimous keep decisions varied substantially between tasks (39.6%–85.1%). In this respect, the SCSW task had the most favorable results with the highest rater concordance (92.3%) and the highest proportion of keep decisions among all tasks. At the other end of the spectrum were POCO and POCO-DUAL with rather moderate rater concordance (71.5% and 72.7%, respectively) and comparatively less unanimous keep decisions (50.3% and 39.6%, respectively). This partial ambiguity supports our inclusion of undecided as an option to avoid forced decisions as well as free text comments to enable marking of unexpected quality concerns.

Regarding technical quality issues, the short walk tasks SCSW, SMSW, and SLW suffered the most from unfavorable properties of clothing that hampered infrared light reflection [32]. POCO and POCO-DUAL often exhibited noisy and cutoff feet signals, attributable to a limited differentiation of feet and ground leading to unstable landmark estimations, as reported earlier [7]. Countermeasures include general recommendations toward subjects’ clothing and flooring at the measurement site.

We expected performance-related quality concerns to be associated with physical limitations and thus the disease status to some extent. This seemed to apply to rating criteria Sidestep and Support. However, the more commonly observed performance-related issues (eg, Feet and Movements for POCO and POCO-DUAL, Arms for SAS, and Forward for SIP) occurred in healthy subjects as well. This implies that mistakes in task instruction or ad hoc QC occurred to a relevant degree, despite detailed SOPs and operator training. Even higher proportions of performance-related issues may be expected with wider clinical use or in unsupervised telemedical applications. Thus, further IMA development should aim to implement technical measures for automated real-time detection of performance issues and respective response plans (eg, reinstruction and repetition). Performance-related quality concerns may specifically apply to the assessment of motor capacity in a lab setting or in task-based assessments as opposed to the recently proposed IMA systems for continuous assessment of motor performance [4,5,15].

In the literature, we found generally sparse reporting of QC aspects for IMA. This includes reporting of unobjectionable data quality, which we assume to be unlikely. As an indicator of technical IMA system performance, some authors reported exclusion of IMA recordings due to seemingly blatant technical failures, with rates ranging from a few corrupted examples to recordings of 48.8% of the participants [21,22,33,34]. Unfortunately, respective proportions could not be provided for our data set, as we did not track recordings discarded ad hoc. Regarding data exclusion in postprocessing, outlier detection was the most frequent approach. For univariate outlier detection on normative gait and balance parameters in children, exclusion rates of 2.5% and 6% were reported [20,35]. A multivariate
outlier detection approach on kinematic gait data with successive expert evaluation identified erroneous Step Detection in 3.4% of the subjects [21], whereas a custom post hoc QC procedure applied on SMSW data obtained using Motognosis Labs led to exclusion of 6.7% of the recordings [24]. We consider the QC approach presented here to be rather conservative when compared to outlier detection. It is highly possible that significant quality concerns identified at the raw data level would not be detected by outlier analysis at the kinematic parameter level. For example, failure to stand with closed feet during POCO most likely results in reduced postural sway, which would be mistaken for higher postural stability in the respective subject at the kinematic outcome level.

Lastly, reporting of manual postprocessing, for example, using the GAITRite footfall labeling tool, is often limited to whether it was employed at all [22,36], and respective proportions are only seldom addressed [37].

Beyond IMA, the need for QC has been recognized for other technical procedures. In the context of MS research, magnetic resonance imaging and optical coherence tomography serve as examples for which recommendations have been made regarding standardized protocols, QC, and harmonious reporting thereof [38-42]. Therefore, we propose standardized reporting of IMA results to include information regarding the following: (1) number of recording failures during data acquisition; (2) type and amount of applied postprocessing, both technical and manual; (3) fraction of recordings undergoing QC; (4) fraction of recordings ultimately excluded from analysis (mention of respective causes would be highly valuable for future users)

Limitations of this study may include the decision to have each recording viewed by 2 out of 8 available raters; this limits formal interrater reliability analyses and does not assess individual rater bias. However, we did not aim to establish interrater reliability but focused on obtaining generalizable estimates of rater concordance and determining the feasibility of the approach with a reasonably diverse set of raters. Further, other possible factors influencing usability of the recordings were not specifically analyzed. These include effect of the study site, population, system operators, as well as subjects’ age, height, and weight. However, we consider QC results generalizable to and representative of routine applications because of the large size and heterogeneity of our sample. Differences in hardware were not tracked in this study (Kinect 2 sensors and laptops). Likewise, differences in software versions were disregarded because they were considered not substantial. However, recommendations regarding hardware and software may prospectively play a role in preventive QC in large-scale applications.

Regarding transferability, the visualizations employed here were specific to Motognosis Labs. However, appropriate visualizations have been implemented for other IMA systems as well. Examples include footprint depictions from pressure-sensitive walkways or acceleration illustrations from inertial sensors. Thus, we expect the general QC approach presented in this study to be transferable to other IMA systems. As for the observed quality concerns, technical issues are mostly or partially transferable to other depth camera– or visual sensor–based systems, respectively. The performance issues observed here are even more generalizable and thus highly informative for all researchers and clinicians using lab- or task-based IMA. The results of this study clearly support the need for QC of IMA data to ensure objectivity and enhance acceptance by clinical users and regulators alike. As a first step, this approach can advance consensus on the QC standards of different IMA systems and ultimately improve data quality.
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Abbreviations

GUI: graphical user interface
IMA: instrumented motion analysis
MS: multiple sclerosis
PASS-MS: Perceptive Assessment in Multiple Sclerosis (i.e., name of short motor assessment battery recorded with Motognosis Labs)
POCO: Postural Control
POCO-DUAL: Postural Control with Dual Task
QC: quality control
SAS: Stand Up and Sit Down
SCSW: Short Comfortable Speed Walk
SIP: Stepping in Place
SLW: Short Line Walk
SMSW: Short Maximum Speed Walk
SOP: standard operating procedure
Evaluation of the First Year(s) of Physicians Collaboration on an Interdisciplinary Electronic Consultation Platform in the Netherlands: Mixed Methods Observational Study

Sanavro et al

Abstract

Background: Complexity of health problems and aging of the population create an ongoing burden on the health care system with the general practitioner (GP) being the gatekeeper in primary care. In GPs daily practice, collaboration with specialists and exchange of knowledge from the secondary care play a crucial role in this system. Communication between primary and secondary care has shortcomings for health care workers that want to practice sustainable patient-centered health care. Therefore, a new digital interactive platform was developed: Prisma.

Objective: This study aims to describe the development of a digital consultation platform (Prisma) to connect GPs with hospital specialists via the Siilo application and to evaluate the first year of use, including consultations, topic diversity, and number of participating physicians.

Methods: We conducted a mixed methods observational study, analyzing qualitative and quantitative data for cases posted on the platform between June 2018 and May 2020. Any GP can post questions to an interdisciplinary group of secondary care specialists, with the platform designed to facilitate discussion and knowledge exchange for all users.

Results: In total, 3674 cases were posted by 424 GPs across 16 specialisms. Most questions and answers concerned diagnosis, nonmedical treatment, and medication. Mean response time was 76 minutes (range 44-252). An average of 3 users engaged with each case (up to 7 specialists). Almost half of the internal medicine cases received responses from at least two specialisms in secondary care, contrasting with about one-fifth for dermatology. Of note, the growth in consultations was steepest for dermatology.

Conclusions: Digital consultations offer the possibility for GPs to receive quick responses when seeking advice. The interdisciplinary approach of Prisma creates opportunities for digital patient-centered networking.

(JMIR Hum Factors 2022;9(2):e33630) doi:10.2196/33630
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**Introduction**

In the Dutch health care system, general practitioners (GPs) have a coordinating role as generalists, functioning as gatekeepers to secondary care. This model requires that patients initially consult a GP who provides expert generalist medical care for their health care problem and considers the need for referral to more specialist care.

Unfortunately, pressures on the health care system have increased due to the growth in both the chronicity and the complexity of health problems [1,2]. Although GPs care for over 95% of medical problems that present during consultations, referral to secondary care has also increased, resulting in greater health care costs and growing waiting lists [3,4]. These issues can be addressed by providing GPs with closer support from secondary care, assuming there are effective routes for knowledge exchange [5-9]. However, the most commonly used tools for communication between primary and secondary care have important shortcomings. For example, GPs and hospital specialists are often mutually unavailable at the same time, meaning that telephone conversations can be interruptive. Whereas e-consultations may solve the problem of asynchronous availability, they are limited by being monodisciplinary, one-on-one, and mostly noninteractive [6,10-13]. Digital response times may also vary by specialization. By contrast, team-based case collaboration on a patient-centered network of health care professionals could facilitate communication and knowledge transfer [14-16]. The secure Siilo app offers a useful platform to host such a service [17,18].

In this study, we describe the development of the Dutch Prisma platform within the secure Siilo app and evaluate the usage and consultations in the first 2 years since its introduction, including the diversity of topics and number of physicians involved.

**Methods**

**Study Design**

We performed a retrospective mixed methods study using quantitative information from the Prisma platform and a qualitative evaluation of consecutive cases posted on the platform from its inception in July 2018 to May 2020.

**The Prisma Platform**

The Prisma platform initially facilitated digital interprofessional consultation for patients with orthopedic problems, but more recently, it has expanded to include other specialties. GPs with full access to the closed digital environment of the platform generate cases by providing anonymized patient information with a question. All GPs and specialist users are connected in so-called tiles by specialty (eg, orthopedics, internal medicine, palliative care) to facilitate engagement by consultants with complementary expertise (eg, rheumatologists, orthopedic surgeons, sports medicine physicians, and radiologists participate via the orthopedics tile). All users can engage with each tile and upload attachments or links to relevant information, such as laboratory results, pictures, or guidelines. The main language used on the platform is Dutch.

Two GP groups are active on this platform: 1 with full access (able to generate cases and respond to others) and 1 with a read-only account. Specialists participated voluntarily; separate from their hospital work and without reimbursement for their activity on the platform. Because they were not reimbursed, the number of GPs was limited during the development phase to avoid overloading the specialists. All users, both GPs and specialists, were located in various regions of the Netherlands. Specialists preferably respond within 24-48 hours by answering questions, seeking more information, or engaging in discussion. All GPs with access to the platform can read and respond to posted cases. In this way, the platform allows for a dynamic exchange of information and learning to support the GP in daily practice. Throughout the process, the GP remains responsible for the care provided to the patient and will decide, in consultation with the patient, how to proceed with further treatment.

**Data Collection**

A data analyst at Siilo provided pseudonymized details for all consecutive cases, replacing usernames with a job title and a number (eg, GP-1, GP-2, neurologist-1). Each post was summarized as a user code, timestamp, and verbatim transcript, and these were grouped by case for each tile. Data were analyzed qualitatively and quantitatively. As we performed a retrospective descriptive study, we did not predefine our sample size.

**Qualitative Analysis**

Text files were imported into the Atlas.ti program [19] for qualitative assessment by a research group comprising 20 senior medical students (coders) supervised by an internist (SS), a medical sociologist (DJ), a GP epidemiologist (MB), and a senior researcher (HW). The Prisma affiliate (PK) was not involved in this phase.

We used a predefined coding tree to structure the qualitative assessment (Multimedia Appendix 1). Before applying this to all cases, a random sample of 10 cases was initially coded by all coders. The results of this preliminary coding were then checked in pairs and discussed in 5 subgroups with 2 supervisors. Coders were actively invited to discuss the applicability of codes and to add new codes if needed. After this, coders were grouped by tile and at least 50 cases per tile were coded in duplicate with mutual blinding. This was followed by group discussion in consensus meetings per subgroup, after which the remaining cases were coded.

The coding tree comprised the following: basic patient characteristics, such as age, gender, and comorbidity; the topic of the question; and both the type of question and the type of answer (eg, diagnostic, therapeutic, or referral for both). Codes for symptoms and diseases followed the International Classification in Primary Care (ICPC) [20], with multiple codes permitted.

**Quantitative Analysis**

All codes were imported into IBM SPSS (IBM Corp.) for quantitative analysis. We merged the 16 tiles into 5 categories based on similarities and group sizes: “internal medicine” included internal medicine, infectious disease, palliative care,
and medically unexplained physical symptoms; “observation” included gastroenterology, neurology, pulmonology, rheumatology, and cardiology; “surgical” included orthopedics, urology, traumatology, and ear, nose, and throat disease; “female/child” included gynecology and pediatrics; and “dermatology” as a single category. The tile for psychiatry was analyzed and published separately and is therefore excluded from this analysis [21].

An overview of activity on the platform is displayed by plotting the number of GPs (active users and read-only accounts) and the number of cases against time. We estimated the number of users, number of specialisms, number of specialists, and the response time for each case based on user codes and timestamps, and we analyzed the code frequencies for age, gender, case topic (based on the ICPC code), question type, and answer type for each category. Descriptive data were presented as percentages of all cases or as means and SDs. Finally, we used a Sankey diagram to show the linkage between questions and answers.

**Results**

**Descriptive Data**
The data set started with 25,954 messages for 4013 cases; of these, 1872 messages were excluded for 339 cases. First, we excluded 292 cases because of data extraction errors (n=34), small size, and difficulty to categorize within groups (geriatrics, n=5; ophthalmology, n=40) and because they were already analyzed in a separate study (psychiatry, n=213) [21]. Next, we divided the data within the research team and analyzed the 3721 cases. We excluded another 47 cases because of wrong tile placement (n=19), double case placement (n=10), technical errors (n=8), not coded (n=7), withdrawal by GP (n=2), missing (n=1) (Multimedia Appendix 2). The 3674 included cases were posted by 424 different GPs (median 9 cases per GP), for whom 97 (22.9%) first posts were in response to another case and 327 (77.1%) posts were for new cases.

Growth of the Prisma platform over time is shown as the number of GPs (active users and read-only accounts; Figure 1), the total number of cases, and the number of cases per tile (Figure 2). The number of cases per category was 677 for internal, 674 for observation, 860 for surgical, 875 for female/child, and 588 for dermatology. Figures 3 and 4 show the number of specialists and specialisms involved per tile category, respectively. For all categories, except dermatology (196/588, 33.3%), most cases included more than 2 users per case. For the internal, observation, and surgical categories, 3 or more specialisms were involved per case in 46.6% (317/680), 32.3% (217/672), and 40.7% (350/860), respectively. In the internal and observation categories, 4 or more health care professionals were engaged per case in 57.2% (389/680) and 54.0% (363/672), respectively.

**Figure 1.** Platform use; number of active and read-only GPs on the platform. GP: general practitioner.
**Figure 2.** Overall cases of network activity and network activity by tile category. ENT: ear, nose, throat; GYN: gynaecology; MUPS: medically unexplained physical symptoms; PAL: palliative care; UROL: urology.

**Figure 3.** Number of users involved per case. Data are illustrated in 5 tile categories.

**Figure 4.** Number of specialisms involved per case. Data are illustrated in 5 tile categories.
Case characteristics are presented in Multimedia Appendix 3. No answer was given for 35 cases, with the median time to first response being 76 minutes (IQR 17-320) for the other cases. The shortest response time was seen in the surgery category (median 44 minutes) and the longest was in the dermatology tile (median 252 minutes). Overall, 3508/3674 (95.48%) cases contained specific patient information or patient-specific questions, with the remaining 166 (4.52%) cases including questions that were not specific to the patient. Slightly more than half of all queries concerned females (1948/3674, 53.02%), except for those in the surgical tile where there was a slight male majority (437/860, 50.8%). GPs did not report gender in 8.92% (313/3508) of the patient-specific cases. They also posted a question about more than 1 patient in 4 cases (eg, family members or several patients with the same complaint). Patient age ranged from newborn to 101 years (mean 39.9 years) and the mean age differed by tile category. The GP did not report age for 701 cases.

Topics discussed covered the full range of ICPC codes (Multimedia Appendix 4). The 3 main topics by ICPC code were in the skin, musculoskeletal, and general symptom domains.

**Type of Questions and Answers**

Among the 3674 cases, we identified 6691 different questions (mean 1.8 per case) and 10,922 answers (mean 3.03 per case). Multimedia Appendix 5 shows the type of question and answers posted.

Questions concerned (differential) diagnosis in 50.90% (1870/3674), appropriate nondrug treatment in 33.15% (1218/3674), and drug treatment in 27.60% (1014/3674). It was notable that the focus of questions differed between tile categories. Most concerned diagnosis in the internal (358/677, 52.9%), observatory (361/674, 53.6%), and dermatology (424/588, 72.1%) categories; most concerned treatment in the surgical category (431/860, 50.1%); and most concerned medication in the female/child category (378/875, 43.2%).

The Sankey diagram in Figure 5 illustrates the dynamics between the type of question and the type of answer. We have illustrated only the 9 most common combinations (used more than 100 times), including any other answer type or combination in the “other” group. Consistent with the type of question asked by GPs, most answers concerned (differential) diagnosis, which was often combined with responses about referral, further diagnostics, or a combination of these 3 responses. However, the type of question posed by GPs did not always lead to answers within the same topic, such as questions about referral often leading to advice about how to proceed (eg, perform further diagnostics and refer, GP-based follow-up, or start therapy and refer). In this way, one can see that simple referral questions can lead to varied advice possibilities (Multimedia Appendices 6-8).

**Figure 5.** Sankey diagram of dynamics from questions to answers, 9 largest groups.
Discussion

Principal Findings

This mixed methods study has shown the growth and evolution of a digital interdisciplinary consultation platform over almost 2 years. Posted questions not only covered a broad spectrum of the population by age and sex but also covered a wide variety of specialist topics. Of note, there was a steep increase in the number of cases for dermatology, which could be explained by existing familiarity with tele-dermatology in Dutch primary care [10] or potentially highlight a practice weakness among GPs.

In most cases, 2 or more users engaged with the GP who initiated the question. An exception to this was the dermatology tile, in which it was typical for only 1 other user to respond. The number of involved specialisms also differed between tiles, being largest for internal medicine. This illustrates a novelty of this approach compared with other consultation formats where a GP only has contact with 1 medical specialist. This approach is in line with the future vision to build primary and secondary care networks around the patient [16,22,23].

The short response times suggest that the Prisma platform facilitates rapid and efficient consultation. This contrasts with telephone consultations, which are often hampered by mutual unavailability. Our data indicate that answers are given to most questions by the end of a GP’s working day so that patient care is not delayed for more than a few hours.

Although it is difficult to compare our study with previous studies because of the difference in design of the platform that was analyzed, the time response outcomes are superior to those in previous studies [4,6,11,24]. It should be considered that they may reflect a precursor effect of enthusiasm among engaged specialists.

The differences in question type between tile categories may indicate differences in work content. Internal medicine, observation, and dermatology focused on diagnosis; surgery focused on treatment; and female/child focused on medication. An alternative hypothesis could be that different specialisms have specific needs of GPs in the treatment process.

The Sankey graph in Figure 5 and Multimedia Appendices 6-8 illustrates the dynamics between questions asked by GPs and answers given by specialists. The large number of questions related to diagnosis had multiple combinations with other questions, reflecting the complexity of evaluation (eg, when the diagnosis is unclear, the next step is also uncertain). Overall, (differential) diagnosis was the most frequently used theme, but this does not appear as a separate group in the graph because it was mostly used in combination with other themes. In comparison to this, questions on medication had most single questions and a clear dynamic to single answers.

The dynamics on referral questions are also interesting, with only a minority of questions receiving a single answer about referral. For example, we found combinations of advice for additional diagnostics in primary care or advice to refer with explanations about diagnosis. We hypothesize that medical specialists used this platform not only to ensure adequate referral but also to share knowledge. There was also a difference between referral questions and answers: not all questions about referral led to answers about referral, and vice versa (ie, referral advice was sometimes given without a specific request).

We found similarities and differences when comparing our findings with the limited amount of preceding research on electronic consultations [15]. In this earlier research, most questions for hematology and rheumatology concerned diagnosis, while questions in the infectious disease and dermatology categories typically concerned therapy. Another research focusing specifically on internal medicine in a hospital in Netherlands involved one-on-one electronic consultations, and revealed “diagnostic tools” to be the most common answer [6].

Limitations

First, the large sample size and categorization means that a more detailed analysis by specialty is missing in this study. Second, because structure was lacking in the questions posted by GPs, complete data on patient characteristics cannot be guaranteed; however, this did not impair the content analysis. Third, text coding was done by 20 different coders, which might have resulted in interobserver variations in interpretation, despite our efforts to minimize this as much as possible through teamwork. Finally, the data in this analysis were observational in nature, preventing us from making firm conclusions on either observed correlations or patient outcomes.

Future Research

This evaluation focused on the activities of health care professionals, but to date, the patient perspective has not been analyzed. Although the platform performs well in supporting the needs of the GP for further assessment, treatment, and when needed, more appropriate referral to specialists, we do not know how these relate to needs, experiences, and outcomes in patient cohorts. To generate and implement a novel health care collaboration on a large scale, time and cost-efficiency calculations will also be indispensable [25]. In our study, the response time was more rapid than previously reported for e-consultations [6,24], which have already been shown to reduce not only waiting times for GPs and patients but also costs for patients and waiting lists for hospitals [26]. We are currently conducting a stepped-wedge randomized controlled trial to evaluate the impact of the Prisma platform on patient outcomes and referrals to specialists.

Concerning the content of questions posted on the Prisma platform, an in-depth analysis could still be interesting and useful. Gaps in support for GPs could be uncovered by exploring diagnostic uncertainties (between noncomplex symptoms that meet ICPC diagnostic criteria and practice guidelines), common reasons for referral, and the impact of regional agreements [27]. It is possible that these gaps could be filled by creating a database of information collected on the platform. This could facilitate GPs to ask questions and search for possible answers based on prior responses.
Conclusion
This observational research shows that a new digital platform facilitated rapid and interactive communication between GPs and specialists for nonurgent questions. This platform is clearly distinguished from one-to-one consultations by facilitating the involvement of multiple physicians. The platform supports the transfer of knowledge from medical specialists to GPs while allowing different viewpoints from relevant experts.
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Abstract

Background: Lung cancer risk and life expectancy vary substantially across patients eligible for low-dose computed tomography lung cancer screening (LCS), which has important consequences for optimizing LCS decisions for different patients. To account for this heterogeneity during decision-making, web-based decision support tools are needed to enable quick calculations and streamline the process of obtaining individualized information that more accurately informs patient-clinician LCS discussions. We created DecisionPrecision, a clinician-facing web-based decision support tool, to help tailor the LCS discussion to a patient’s individualized lung cancer risk and estimated net benefit.

Objective: The objective of our study is to test two strategies for implementing DecisionPrecision in primary care at eight Veterans Affairs medical centers: a quality improvement (QI) training approach and academic detailing (AD).

Methods: Phase 1 comprised a multisite, cluster randomized trial comparing the effectiveness of standard implementation (adding a link to DecisionPrecision in the electronic health record vs standard implementation plus the Learn, Engage, Act, and Process [LEAP] QI training program). The primary outcome measure was the use of DecisionPrecision at each site before versus after LEAP QI training. The second phase of the study examined the potential effectiveness of AD as an implementation strategy for DecisionPrecision at all 8 medical centers. Outcomes were assessed by comparing absolute tool use before and after AD visits and conducting semistructured interviews with a subset of primary care physicians (PCPs) following the AD visits.

Results: Phase 1 findings showed that sites that participated in the LEAP QI training program used DecisionPrecision significantly more often than the standard implementation sites (tool used 190.3, SD 174.8 times on average over 6 months at LEAP sites vs 3.5 SD 3.7 at standard sites; P<.001). However, this finding was confounded by the lack of screening coordinators at standard implementation sites. In phase 2, there was no difference in the 6-month tool use between before and after AD (95% CI −5.06 to 6.40; P=.82). Follow-up interviews with PCPs indicated that the AD strategy increased provider awareness and appreciation for the benefits of the tool. However, other priorities and limited time prevented PCPs from using them during routine clinical visits.
Conclusions: The phase 1 findings did not provide conclusive evidence of the benefit of a QI training approach for implementing a decision support tool for LCS among PCPs. In addition, phase 2 findings showed that our light-touch, single-visit AD strategy did not increase tool use. To enable tool use by PCPs, prediction-based tools must be fully automated and integrated into electronic health records, thereby helping providers personalize LCS discussions among their many competing demands. PCPs also need more time to engage in shared decision-making discussions with their patients.

Trial Registration: ClinicalTrials.gov NCT02765412; https://clinicaltrials.gov/ct2/show/NCT02765412

(JMIR Hum Factors 2022;9(2):e32399) doi:10.2196/32399
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Introduction

Background

National lung cancer screening (LCS) guidelines have consistently recommended shared decision-making (SDM) to inform patients about the pros and cons of low-dose computed tomography (LDCT) screening and individualized LCS decisions [1,2]. The Centers for Medicare and Medicaid Services require documentation of SDM before initiating LDCT screening for its covered population, a policy that is unique among screening decisions in primary care [3]. Thus, understanding how to best implement and optimize SDM for LCS has been an urgent task for all health systems and clinicians offering LCS to their eligible patient population.

A key approach to SDM is to communicate accurate information about each person’s potential to benefit from screening, especially if it meaningfully differs from the average summary results reported in trials. This is particularly important for LCS. Prior work examining the range of absolute benefits across all individuals enrolled in the National Lung Screening Trial demonstrated that conveying average population information can dramatically overstate or understate lung cancer mortality reduction in thousands of individuals [4]. This is because both lung cancer risk and life expectancy varied substantially across eligible patients, such that the average mortality benefit identified in the National Lung Screening Trial was driven upward by those at the highest risk, whereas many patients experienced a benefit that was far below the average [5,6]. Using prediction-based approaches to estimate individualized net benefits can support the communication of much more accurate information across individuals in a heterogeneous group of screening eligible individuals [7]. Such approaches form an inherently more patient-centered basis for SDM [8].

Objective

However, web-based decision tools that enable quick calculations and intuitive data presentations are needed to streamline the process of obtaining individualized information and more accurately inform patient–clinician LCS discussions in routine practice [9]. However, implementing clinical decision support tools in routine clinical practice has been difficult to achieve. Patient-facing tools have shown promise in improving patients’ understanding of the criteria and procedural requirements for lung screening [10]; however, discussing the details of individualized risks and benefits with patients—a critical aspect of SDM—can be challenging for providers.

Numerous barriers, including infrastructure limitations and clinicians’ perceptions of SDM taking too much time, have led to a lack of uptake in the integration of decision support interventions into standard clinical practice [11,12]. Therefore, the objective of our study is to test two strategies for implementing a prediction-based SDM tool for LCS (DecisionPrecision) [13] in primary care at eight Veterans Affairs (VA) medical centers: (1) a quality improvement (QI) training approach and (2) academic detailing (AD).

Methods

Overview

Our implementation efforts and evaluation of each took place in 2 phases. In phase 1, we used QI training as a strategy for implementing DecisionPrecision as part of a hybrid type 3 implementation study design [14]. Specifically, we used a multisite, cluster-randomization trial to compare the effectiveness of standard implementation versus the effectiveness of standard implementation plus the Learn, Engage, Act, and Process (LEAP) QI training program [15]. The standard implementation comprised integrating a link to the tool into the VA computerized patient record system (CPRS) and providing educational materials on the tool to a local LCS champion.

Although we observed a substantial number of tool uses, primarily by dedicated screening coordinators (as described in the following sections), results from phase 1 suggested that neither LEAP nor standard implementation contributed to the absolute number of tool uses at a site by primary care providers (PCPs). Consequently, phase 2 of the study switched to a different implementation strategy—namely, AD—and the study design transitioned to a hybrid type 2 implementation study, which comprised coprimary aims: (1) to determine the effectiveness of the clinical intervention (ie, DecisionPrecision) on key outcomes and (2) to determine the potential effectiveness of AD as an implementation strategy for the intervention. In phase 2, the focus of this study was on the second coprimary aim. Findings from our evaluation of the effectiveness of the tool in the LCS decision (first coprimary aim) will be described elsewhere.

The primary outcome measure for both phases is the use of DecisionPrecision at the site level (ie, the absolute number of tool uses at a site over a specific period). This was the best measure of the reach of our implementation strategies that was feasible, given the constraints we faced: use of a standalone tool

Trial Registration: ClinicalTrials.gov NCT02765412; https://clinicaltrials.gov/ct2/show/NCT02765412
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Information technology and data security staff members were from pulmonology, radiology, and oncology departments, including primary care leadership; PCPs; and team members enlisted others at their sites to help with implementation, leaders from each site’s LCS program and screening.

To implement DecisionPrecision, we worked with clinical participants. One of these sites agreed to participate in the study.

Reminder in CPRS as an indicator of an active LCS program. To replace the eighth site, we used VA administrative data to identify sites that used the LCS clinical reminder (high vs low completion for patients eligible for LCS).

Of these 8 sites, 7 (87%) agreed to participate in our implementation initiative, and 1 (13%) declined because of a competing program. To replace the eighth site, we used VA administrative data to identify sites that used the LCS clinical reminder in CPRS as an indicator of an active LCS program.

Participants

To implement DecisionPrecision, we worked with clinical leaders from each site’s LCS program and screening coordinators when available. These core site team members enlisted others at their sites to help with implementation, including primary care leadership; PCPs; and team members from pulmonology, radiology, and oncology departments. Information technology and data security staff members were also engaged.

**Intervention: DecisionPrecision**

To meet the need for facilitating SDM and providing individualized information on LCS, we created DecisionPrecision, a provider-facing web-based decision support tool [13]. Our goal was to facilitate individualized and patient-centered SDM within the confines of a busy clinic environment. In particular, the tool seeks to quickly help PCPs tailor the LCS discussion based on the patient’s risk factor profile, more strongly encouraging screening for those with higher predicted lung cancer risk and potentially larger health gains with LCS. To this end, the tool provides the following: (1) individualized quantitative risk assessment of screening trade-offs, aided by an externally validated and accurate lung cancer risk prediction model [18], along with recommendation categories that clarify when screening is and is not preference sensitive [7]; (2) patient-friendly language for the provider to use with the patient; (3) patient-facing graphics, selected based on their ability to help patients understand personalized risks and benefits in a randomized survey experiment [19]; and (4) quick and easy documentation of personalized SDM after using the tool.

The final version of the DecisionPrecision tool tested in this implementation study was the result of multiple rounds of iterative changes that incorporated lessons from an observational field study of patient-clinician conversations in the absence of a decision support tool and iterative feedback and usability testing on multiple tool prototypes from decision aid researchers, PCPs, pulmonologists, screening coordinators, and patients. After phase 2, the tool also underwent extensive updates based on experiences and observations throughout the implementation project and additional feedback from clinicians, screening coordinators, and leadership. Screenshots of DecisionPrecision can be found in Multimedia Appendix 2.

**Ethics Approval**

This project was categorized as QI and was, therefore, not formally reviewed by the institutional review boards of participating sites [20].

**Phase 1: Evaluation of a QI Implementation Strategy**

**Phase 1 Methods**

In phase 1, the 8 participating sites were randomized to either standard (S1, S2, S3, and S4) or enhanced implementation (ie, the LEAP QI training program: E1, E2, E3, and E4), stratified by the rate of clinician completion of the initial LCS clinical reminder (high vs low completion for patients eligible for LCS between May 2015 and June 2015). A CONSORT (Consolidated Standards of Reporting Trials) diagram summarizing the randomization of the sites is included in Multimedia Appendix 3. The characteristics of the randomized sites are included in Multimedia Appendix 4. Both standard and enhanced implementation strategies are described in detail in the following sections.
**Standard Implementation**

The standard implementation involved the following: (1) adding a tool link to the VA's electronic health record CPRS and (2) promoting the tool via emails, conference calls, and meetings.

**DecisionPrecision Access Within the Electronic Health Record**

A link to the decision tool was embedded within the clinical reminders for PCPs at all sites between August 29, 2017, and October 4, 2017. The language associated with the link and the specific location of the link were established based on conversations with the site team to best fit the mechanisms for the LCS at the site.

**Promotion of DecisionPrecision**

All sites were asked to notify relevant providers about DecisionPrecision. Site leads were given a draft email to providers that could be easily tailored with site-specific information. This email included a brief description of the key features of the tool and a link to a brief YouTube video that describes the tool’s development (eg, how the algorithm was designed) and how to use the website. Educational materials on the tool were provided, including a sample risk assessment from the decision tool, a 1-page attachment explaining how to routinely and quickly use DecisionPrecision to personalize discussions about LCS, and a screenshot of the link in the CPRS clinical reminder. The site teams were asked to promote decision aid through key local leaders and staff meetings.

**Enhanced Implementation**

Enhanced implementation included all the components available in the standard implementation as well as QI training using the LEAP program. LEAP is a 26-week QI training program to engage frontline clinical teams in using a hands-on learning approach (see Multimedia Appendix 5 for a brief description of the LEAP curriculum). The core components include a structured curriculum that focuses on QI methods, a coaching and learning community, and a web-based platform for sharing videos and other resources. Training goals include gaining confidence in applying QI methods to improve the quality of care within the demands of everyday clinical practice and completing a QI project using plan-do-study-act principles.

Of the 4 sites randomized to LEAP, 3 (75%) participated from February to July 2017 (E1, E2, and E4), and 1 (25%) declined (E3) because of time constraints for the site leads. The participating sites established an interdisciplinary LEAP team comprising 2 to 10 participants. The teams developed and executed a project charter to complete a plan-do-study-act cycle of change related to enhancing SDM for LCS using DecisionPrecision. The team members participating in LEAP were provided with early access to a link to DecisionPrecision in March 2017 so they could access the site as part of their improvement projects.

The improvement project at 1 site (E1) was the development of a process within 1 patient-aligned care team, whereby DecisionPrecision was used to identify eligible patients at the highest risk of lung cancer and then inform the SDM conversation for at least one veteran each week during the LEAP improvement program. The project for the other 2 sites (E2 and E4), which had more centralized screening programs and full-time screening coordinators, was for the screening coordinator to test the use of DecisionPrecision with all new consults for LCS.

**Evaluation Methods**

Phase 1 used a hybrid trial type 3 design [14]. The primary purpose of this design was to evaluate the effectiveness of the implementation strategy, and our primary question was, Does enhanced implementation work better than standard implementation for facilitating the use of DecisionPrecision? Thus, the primary outcome measure for evaluating the effectiveness of the enhanced implementation strategies was the use of DecisionPrecision at each participating site. The absolute tool use data by site were obtained from the DecisionPrecision website. In March 2018, a dropdown box was added asking the provider to indicate their site. To identify sites before March 2018, we used data on IP addresses collected by the website for each record entered and linked each IP address to a study site based on validation against the site data and IP addresses collected after March 2018. The analysis of these data included descriptive statistics of tool use by site. We also conducted brief interviews to assess the clinicians’ impressions of the implementation strategy.

**Phase 1 Results**

As noted under the Setting and Site Selection section, sites were selected for this study based on their participation in the VA's LCS Clinical Demonstration Project to ensure that all sites had similar LCS programs. However, shortly after the start of the study, we observed that the sites had made some changes to their screening programs. Specifically, some sites had stopped the collection of data required to calculate lung cancer risk (specifically, detailed smoking histories and key data used by DecisionPrecision), some sites stopped the routine use of clinical reminders, some sites no longer used a screening coordinator for conducting SDM, and some sites no longer had a screening coordinator for performing any LCS tasks. As each of these changes had the potential to affect the use of DecisionPrecision, these changes across sites are summarized in Table 1.

Consequently, our findings for this phase are presented by comparing the standard implementation sites to three different groups of facilities: (1) the original 4 facilities randomized to enhanced implementation (intention to treat), (2) the 3 facilities that participated in the enhanced implementation program (as treated), and (3) the 3 facilities that had a full-time screening coordinator engaged in SDM discussions with patients (key resource scenario).
Table 1. Summary of important changes occurring across the study sites after randomization.

<table>
<thead>
<tr>
<th>Changes</th>
<th>Sites randomized to standard implementation</th>
<th>Sites randomized to enhanced implementation with LEAP&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1</td>
<td>S2</td>
</tr>
<tr>
<td>Lung cancer screening clinical reminders (for providers)?</td>
<td>Limited</td>
<td>Yes</td>
</tr>
<tr>
<td>Screening coordinator for conducting shared decision-making?</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pack year reminder?</td>
<td>Limited</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>LEAP: Learn, Engage, Act, and Process.

<sup>b</sup>After randomization, this site decided not to participate in LEAP but continued to participate in the overall trial.

Table 2 shows the data on tool use for all sites in the 6 months following the time at which they all had access to DecisionPrecision but before phase 2 (AD) was initiated in April 2018. It also indicates the sites in each comparison group.

Table 2. Tool use each month by site (number of patients).

<table>
<thead>
<tr>
<th>Site</th>
<th>Enhanced&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LEAP&lt;sup&gt;b,c&lt;/sup&gt;</th>
<th>Screening coordinator&lt;sup&gt;d&lt;/sup&gt;</th>
<th>October 2017, n</th>
<th>November 2017, n</th>
<th>December 2017, n</th>
<th>January 2018, n</th>
<th>February 2018, n</th>
<th>March 2018, n</th>
<th>Total, n</th>
<th>Per month, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>7</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>23</td>
<td>3.8 (2.1)</td>
</tr>
<tr>
<td>E2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>54</td>
<td>80</td>
<td>52</td>
<td>74</td>
<td>72</td>
<td>85</td>
<td>417</td>
<td>69.5 (13.6)</td>
</tr>
<tr>
<td>E4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>42</td>
<td>47</td>
<td>40</td>
<td>40</td>
<td>30</td>
<td>34</td>
<td>233</td>
<td>38.8 (6.0)</td>
</tr>
<tr>
<td>E3</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>33</td>
<td>23</td>
<td>22</td>
<td>88</td>
<td>14.7 (13.2)</td>
</tr>
<tr>
<td>S1</td>
<td>✓</td>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.3 (N/A&lt;sup&gt;e&lt;/sup&gt;)</td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2 (N/A)</td>
</tr>
<tr>
<td>S3</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.3 (N/A)</td>
</tr>
<tr>
<td>S4</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>1.5 (0.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Randomized to enhanced implementation.

<sup>b</sup>LEAP: Learn, Engage, Act, and Process.

<sup>c</sup>Participated in LEAP QI training program.

<sup>d</sup>Staffed by a lung cancer screening coordinator.

<sup>e</sup>N/A: not applicable.

Table 3 presents the 6-month mean number of tool uses between the standard implementation sites versus the 3 comparison groups. All 3 comparisons showed significantly less tool use for the standard implementation sites. However, the presence of a screening coordinator at 3 of the enhanced implementation sites and none of the standard implementation sites greatly confounded these comparisons.

Table 3. Mean number of tool uses over 6 months: 4 standard implementation sites as compared with 3 ways of grouping intervention sites.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>Tool uses: 6 months, mean (SD)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Median difference P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Median difference (95% CI)&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard implementation sites (A) versus the original 4 facilities randomized to enhanced implementation (intention to treat; B&lt;sub&gt;1&lt;/sub&gt;)</td>
<td>3.5 (3.7) 190.3 (174.8)</td>
<td>.03</td>
<td>155.5 (14-416)</td>
</tr>
<tr>
<td>Standard implementation sites (A) versus the 3 facilities that participated in the enhanced implementation program (as treated); B&lt;sub&gt;2&lt;/sub&gt;)</td>
<td>3.5 (3.7) 224.3 (197.1)</td>
<td>.049</td>
<td>231.0 (14-416)</td>
</tr>
<tr>
<td>Standard implementation sites (A) versus the 3 facilities that had a full-time screening coordinator engaged in SDM&lt;sup&gt;d&lt;/sup&gt; discussions with patients (key resource scenario; B&lt;sub&gt;3&lt;/sub&gt;)</td>
<td>3.5 (3.7) 246.0 (164.9)</td>
<td>.049</td>
<td>231.0 (79-416)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Total tool uses across all the sites in the group divided by the number of sites in the group.

<sup>b</sup>On the basis of the Wilcoxon rank-sum test using the medians of the differences (Hodges-Lehmann estimator) between sites in the 2 groups.

<sup>c</sup>SDM: shared decision-making.
Phase 1 Discussion

Our phase 1 findings showed that sites that participated in the LEAP QI training program used DecisionPrecision significantly more often than the standard implementation sites. However, there is some indication that participation in LEAP was not the primary contributing reason for these findings, as the implementation arms were imbalanced with regard to the presence of a screening coordinator. As evidence, a site in the enhanced implementation group that did not participate in LEAP (E3) but had a screening coordinator adopted and used the tool. In addition, a site in the enhanced implementation group that did not adopt the tool in routine use (E1) was also the site in the group that no longer used a screening coordinator. Although we could not determine tool use by provider type (PCP vs screening coordinator) from the website data, the vast majority of tool uses at sites E2, E3, and E4 was by screening coordinators based on tool use data collected manually by the coordinators, which showed numbers comparable with those obtained from the website.

Although participation in the LEAP may have contributed to the increased use of the tool, we conclude that the existence of a screening coordinator likely played a much larger role in tool use. Therefore, the question remains whether the screening coordinators who adopted the tool would have used it to a lesser extent if they had not participated in LEAP. Although the site with a coordinator who did not participate in LEAP showed the lowest tool use of the 3 sites with coordinators, other data (not shown) showing tool use as a percentage of all eligible patients indicated that E3 had a comparable rate of tool use with that of E2 and E4.

In addition, feedback from one of the screening coordinators suggested that QI training was not key to implementing the tool:

Well, it [LEAP] seemed to be more tied towards quality process improvement, so it was helpful for that. When it comes to the decision precision tool, I’m not really sure if I can concretely tie it to that.

QI collaboratives, including internet-based videoconferencing adaptations, are a common approach to helping health care teams implement new initiatives or improve existing programs [21]. However, evidence for their success is mixed, including weaknesses in the reporting of methods and potential publication bias. Nevertheless, findings from several studies have shed light on some factors that are correlated with successful implementation. A study of 11 collaboratives focusing on 11 different topics found that innovation attributes, organizational support, innovative team culture, and professionals’ commitment to change are instrumental to perceived effectiveness [22]. With specific regard to an innovation’s attributes, the study found that the newer working methods were perceived by professionals as having relative benefit, being compatible with norms and values, not difficult to learn and implement, and leading to observable results, the more the implementation process was perceived as successful. This finding is certainly consistent with feedback from screening coordinators, who all perceived DecisionPrecision as doing an excellent job in conveying important information on risks and benefits to patients. They found that the tool was relatively easy to use and incorporate into their workflow.

A systematic review of QI collaboratives concluded that collaboratives reporting success generally addressed relatively straightforward aspects of care and had a strong evidence base [21]. The implementation of DecisionPrecision could be considered straightforward in that it required only the addition of a link in the electronic medical record and did not require any significant changes in procedures or workflows. In addition, the scientific evidence underlying a prediction-based approach to LCS is relatively strong.

Furthermore, findings from a study on the effect of a learning collaborative on colorectal cancer screening rates in primary care practices are also consistent with ours [23]. Specifically, the teams had difficulty spreading the change beyond the clinicians who participated in the collaboration:

Other clinicians in a practice tended not to be aware of or engaged in the CRC (colorectal cancer) improvement efforts, and teams tended to communicate poorly with the rest of the practice regarding QI plans.

As a result—as occurred in our case—other providers, most notably PCPs, were not engaged and did not adopt the tool.

Another similarity between our study and the colorectal cancer screening study was that the clinicians who participated in the collaboratives (screening coordinators in our case) were very motivated to use the tool to improve the LCS process, which may not be the case among clinicians who did not participate (eg, PCPs).

Whether LEAP had a significant impact on the absolute number of DecisionPrecision uses by the screening coordinators, the collaborative approach did not have the intended effect of engaging the broader community of PCPs in using the tool. Feedback from participants in LEAP suggested the potential utility of an alternative strategy, namely one that focuses on one-on-one conversations with clinicians about the tool. Of the 26 sessions of the LEAP program, 1 (4%) was devoted to presenting and discussing the evidence behind the tool and how to use it. One screening coordinator noted the following:

I think the only helpful parts of it [LEAP], when it came to trying to implement the DecisionPrecision tool, was talking with the team...about what the stratified risks really mean...how you can come up with things like personalized harms and having that shared decision-making conversations where things are more preference-based–understanding that piece was extremely helpful and I can say that now, hindsight being 20/20 and having done a ton of shared decision-making in the last couple of years, I don’t think I could’ve done it as effectively if I didn’t have the knowledge that [was] shared with us during the LEAP program.

On the basis of the phase 1 findings, we switched to a different implementation strategy in phase 2—namely, AD.
AD was selected as an implementation strategy to convey information directly and one on one to PCPs about the evidence behind prediction-based screening and explain how to use DecisionPrecision. As noted on the National Resource for AD website [24], busy clinicians need an accurate source of current data on the effectiveness of current interventions. However, they have many competing demands for their time. Trying to assemble current evidence from a continuous influx of research is incredibly challenging to do on one’s own. AD combines a one-on-one outreach approach with the best available evidence. We hired and trained a master’s student in public health to meet clinicians to assess individual needs and then offer tailored, evidence-based advice for using DecisionPrecision as part of the LCS SDM process.

**Phase 2: Academic Detailing**

**Phase 2 Methods**

Our AD strategy focused on directly engaging PCPs, in addition to screening coordinators. We decided to use this strategy at all 8 participating sites rather than randomize sites to AD versus standard implementation in an effort to conduct a more extensive formative evaluation of the AD process, which, to the best of our knowledge, has not before been used to promote the use of a prediction-based SDM tool.

The goal of AD was to encourage providers, through the use of the DecisionPrecision tool, to adopt a prediction-based approach to tailoring how strongly screening is encouraged (based on estimated net benefit for the individual and consideration of how preference sensitive the decision is) to thereby facilitate a brief everyday SDM discussion and make decision-making more patient centered [7,8]. AD site visits were offered to all sites; of the 8 sites, 7 (87%) agreed to the site detailing visits. One of the sites underwent substantial workforce changes during the study and opted not to participate in the AD. Heads of primary care were asked to send emails to PCPs announcing the detailed visit and the purpose of the visit and encourage providers to participate in one-on-one detailing.

AD materials, which were developed and available for use during meetings, included a 4-page visual abstract of the evidence behind, benefits of, and key features of DecisionPrecision; a pocket card on how to use the tool; a CPRS clinical reminder screenshots and tool link handout; a handout on how to copy a templated description of the SDM discussion into the medical record; a list of references (in case of questions or concerns about the evidence); and a business card that included the URL to the DecisionPrecision website. The key information presented during these meetings were (1) how using a prediction-based approach for LCS can improve quality of care and (2) how to use the DecisionPrecision tool with eligible veterans to inform more patient-centered SDM and tailor screening encouragement during SDM discussions. At the end of each detailing session, the academic detailer asked for a provider’s commitment to using the decision tool in the next 1 to 2 weeks and for permission to follow up with them 3 to 4 weeks after the detailing visit [25]. See Multimedia Appendix 6 for a summary of the characteristics of the AD strategy per the published recommendations.

We conducted semistructured phone interviews with a sample of PCPs for 2 to 4 weeks following their AD visits. The interviews included questions on the utility of the AD visit, use of DecisionPrecision since the visit, usefulness of the tool, ease of tool use, challenges in using the tool, and suggestions for improving the tool. Audio-recorded interviews lasted approximately 20 minutes and were transcribed verbatim.

**Evaluation Methods**

As noted in the *Introduction* section, this paper presents data on the potential effectiveness of AD as a strategy for promoting the use of DecisionPrecision. Data on the effectiveness of the tool as a clinical intervention for improving the quality of LCS decisions have been presented elsewhere. The effectiveness of AD as an implementation strategy was assessed by (1) examining tool use following the AD visits and (2) conducting semistructured interviews with a subset of PCPs following their participation in AD visits.

**Analysis of Tool Use**

We conducted an interrupted time-series analysis to determine whether there was a difference in the overall tool use between the 6 months following the initiation of AD and the 6 months following the initiation of enhanced implementation (and before AD). We fitted a linear mixed model with the study period as the fixed effect of interest and a random intercept for each site.

**Post-AD Interviews**

We used NVivo (version 12; QSR International) to conduct an inductive thematic content analysis of the postdetailing interviews, searching for themes that emerged from the qualitative data. Team discussion of the findings led to agreement on the common themes, which included the major barriers to tool use and the features of the tool that the providers found to be beneficial.

**Phase 2 Results**

We examined 105 PCPs at the 7 participating sites from June to October 2018 (E3 chose not to participate). Each site visit lasted 2 to 3 days, except for E1, where visits occurred over 2 months. The academic detailer met providers in primary care clinics, primary care resident clinics, and community-based outpatient clinics. Snowball sampling was used to identify providers before and during the site visit. Individual meetings were tailored to provider needs in terms of both content and duration. The duration of the meetings ranged from 4 to 40 minutes, with a mean duration of 13 minutes. Most meetings were one on one; however, a few meetings were with 2 to 3 providers simultaneously.

**Tool Use by Site**

Table 4 shows data on absolute tool use for the 6 months following the initiation of AD for all sites participating in AD. For comparison purposes, the last 2 columns of the table also show the total and average tool use for a similar period (6 months) before the AD intervention.
Table 4. Monthly tool use at seven sites participating in AD\textsuperscript{a,b} (number of patients).

<table>
<thead>
<tr>
<th>Sites</th>
<th>Before AD</th>
<th>Total 6 months after AD</th>
<th>Per month after AD, mean (SD)</th>
<th>Total 6 months before AD\textsuperscript{c}</th>
<th>Per month before AD,\textsuperscript{c} mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All sites</td>
<td>84</td>
<td>90</td>
<td>114</td>
<td>137</td>
<td>137</td>
</tr>
<tr>
<td>E1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>E2</td>
<td>52</td>
<td>62</td>
<td>65</td>
<td>72</td>
<td>73</td>
</tr>
<tr>
<td>E4</td>
<td>20</td>
<td>20</td>
<td>45</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>S1</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>S4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AD: academic detailing.

\textsuperscript{b}The site designations, Enhanced Implementation and Standard Implementation, are not relevant for phase 2 as all sites received academic detailing; however, the labeling was maintained for linking to the phase 1 data (last 2 columns).

\textsuperscript{c}Pre-AD months: October 2017 to March 2018; data are pulled from Table 2.

\textsuperscript{d}N/A: not available.

An interrupted time-series analysis showed no significant difference in tool use between pre- and post-AD periods (95% CI 5.06-6.40, fewer tool uses after AD to more tool uses after AD; \( P = .82 \)). Thus, it appears that the introduction of AD as an implementation strategy did not encourage substantial additional tool use (see Multimedia Appendix 7 for detailed results of this analysis).

**Interview Responses**

Of the 105 PCPs who participated in the AD, 83 (79%) provided their contact information for follow-up purposes. Of the 83 providers contacted, 33 (40%) participated in the post-AD follow-up interviews. Virtually unanimously, the participants felt that the AD visit helped provide them with an explanation of the tool’s purpose, the science underlying its development, and how to use it. Respondents appreciated the concise presentation and opportunity for a one-on-one discussion to walk them through the tool. Regarding the tool itself, many saw value in the tool’s ability to (1) shape clinician feelings about the LCS and (2) guide a useful approach to LCS discussions. They also felt that the tool enhanced their ability to share information about individualized risks and the pros and cons of screening. However, at follow-up, a few PCPs (6/33, 18%) used the tool with an actual patient. Limited time in the clinic was perceived as a key barrier by almost all the PCPs. Most PCPs reported needing 1 to 2 minutes to discuss LCS but frequently voiced not having even 1 to 2 minutes during a visit because of patient-specific needs that were a higher priority (eg, acute complaints) or organizational priorities (eg, performance measures). Similarly, having to input clinical data on risk factors into the tool was seen as a significant barrier to tool use as it added more time to the visit.

**Phase 2 Discussion**

In phase 2, there was no difference in tool use between before and after AD. Follow-up interviews with PCPs indicated that the AD strategy increased provider awareness and appreciation for the benefits of the tool. However, other priorities and limited time prevented PCPs from using them during routine clinical visits.

We decided to pursue AD as a strategy because of the consistent literature documenting the effectiveness of this approach for aligning clinician behavior with evidence-based best practices [26-29]. Others have emphasized that for eHealth to optimize preventive care, electronic risk factor data need to be seen as relevant and useful by PCPs [30]. Before our AD intervention, we had limited success in engaging PCPs in considering the important role of overall lung cancer when making LCS decisions. We needed a strategy that could help us have meaningful conversations with frontline clinicians making daily decisions about LCS.

Although rooted in a strong evidence base, prediction-based approaches to decision-making about cancer screening are relatively novel and unfamiliar to many clinicians [31,32]. There are potential cognitive challenges with moving from SDM that conveys population average information to a one-size-fits-all approach for all patients who meet eligibility criteria and toward a prediction-based approach that tailors the strength of the recommendation based on the degree of estimated net benefit for each eligible individual. Given the frequency of cancer screening decisions in primary care and how entrenched practice styles and decision-making can be for such practices, it was unclear whether a brief AD intervention would be able to successfully convey the rationale for a prediction-based approach. Most AD studies have focused on medication prescribing, and few such studies used detailing to modify a
decision-making approach to a commonly delivered category of service such as cancer screening [29].

On the basis of feedback from follow-up interviews with participating providers, AD allowed us to meaningfully engage dozens of PCPs across 7 sites. At the very least, these providers are now familiar with the prediction-based approach to SDM for LCS, the tool, and how it can be used in a busy primary care setting. Interview responses suggest that we have changed the way some clinicians think about decision-making for LCS, especially their understanding of the utility of a prediction-based approach to screening decisions. Nevertheless, our light-touch AD did not result in the routine use of the tool among PCPs in our study sample, primarily because of time constraints. As others have noted, the incentives (and disincentives) in our health care system will need to change if providers are to have sufficient time to engage in SDM [33].

**General Discussion**

**Limitations**

The limitations of this study include the small sample size (8 sites). Other studies have emphasized the importance of examining whether specific components of multicomponent implementation strategies have stronger associations with absolute tool use than other components in an effort to streamline these strategies to be more time and cost-effective [34]. A larger sample size would have enabled us to examine whether specific components of LEAP were associated with the use of DecisionPrecision. An additional limitation was that enhanced implementation was confounded by the presence of a screening coordinator, making it impossible to attribute the findings to the enhanced implementation strategy alone. In phase 2, the AD intervention was based on a single site visit and a single one-on-one conversation with PCPs rather than multiple reinforcing visits or a longitudinal relationship with PCPs.

**Conclusions**

The phase 1 findings do not provide conclusive evidence of the benefit of a QI training approach for implementing a decision support tool for LCS among PCPs. Screening coordinators in the study used the tool frequently, and it is possible that the LEAP program helped them adopt the tool. However, other factors may have contributed to tool use, including the coordinators’ perception of the added benefit of using the tool as part of their responsibility for educating patients on LCS and the relative ease of incorporating tool use into their workflow.

As PCPs were not engaged in the phase 1 implementation strategy, the phase 2 implementation strategy—AD—targeted these clinicians. On the basis of our experience with phase 1, the focus of the AD approach was to educate PCPs on the benefits of tool use and discuss the best ways of incorporating it into their clinical practice. However, even when PCPs see value in a prediction-based approach to LCS decision-making and a tool to support that approach, they face major challenges in implementing it in a busy primary care clinic. This was a consistent finding across all study sites. Thus, in terms of the RE-AIM framework, we feel that the adoption (willingness to initiate a program) and reach (willingness to use) of our standalone DecisionPrecision tool, if left unchanged, is likely to be limited among PCPs within other health care settings as well.

One implication of these findings for implementing decision support tools for LCS—and potentially other cancer screening tools—is that QI as an implementation strategy may not be helpful; instead, the focus of implementation should be on working with individual clinicians and screening coordinators to promote tool use. Screening coordinators bought into the rationale for using the tool and were able to adopt and use it routinely (high awareness and good reach among coordinators). However, our light-touch, single-visit AD strategy did not affect tool use among PCPs, although feedback from PCPs suggested that this strategy did achieve our goal of increasing provider awareness and appreciation of the benefits of the tool (awareness but limited adoption and reach among PCPs). Other priorities and limited time prevented PCPs from using them during routine primary care clinic visits. These barriers point to the second implication of our findings; namely, prediction-based SDM tools need to be automated as much as possible for use in primary care to better integrate into workflows and help PCPs more quickly understand how to prioritize LCS discussions among other competing demands [35]. Regarding the latter need, an ongoing Agency for Health Research and Quality–funded project is addressing this barrier by automating predictions and integrating the DecisionPrecision tool within multiple electronic health records, including Epic, Cerner, and CPRS health record systems. CPRS is still used in most VA health systems at present before a planned transition to Cerner [36-39].
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Abstract

Background: Intensive care units (ICUs) around the world are in high demand due to patients with COVID-19 requiring hospitalization. As researchers at the University of Bristol, we were approached to develop a bespoke data visualization dashboard to assist two local ICUs during the pandemic that will centralize disparate data sources in the ICU to help reduce the cognitive load on busy ICU staff in the ever-evolving pandemic.

Objective: The aim of this study was to conduct interviews with ICU staff in University Hospitals Bristol and Weston National Health Service Foundation Trust to elicit requirements for a bespoke dashboard to monitor the high volume of patients, particularly during the COVID-19 pandemic.

Methods: We conducted six semistructured interviews with clinical staff to obtain an overview of their requirements for the dashboard and to ensure its ultimate suitability for end users. Interview questions aimed to understand the job roles undertaken in the ICU, potential uses of the dashboard, specific issues associated with managing COVID-19 patients, key data of interest, and any concerns about the introduction of a dashboard into the ICU.

Results: From our interviews, we found the following design requirements: (1) a flexible dashboard, where the functionality can be updated quickly and effectively to respond to emerging information about the management of this new disease; (2) a mobile dashboard, which allows staff to move around on wards with a dashboard, thus potentially replacing paper forms to enable detailed and consistent data entry; (3) a customizable and intuitive dashboard, where individual users would be able to customize the appearance of the dashboard to suit their role; (4) real-time data and trend analysis via informative data visualizations that help busy ICU staff to understand a patient’s clinical trajectory; and (5) the ability to manage tasks and staff, tracking both staff and patient movements, handovers, and task monitoring to ensure the highest quality of care.

Conclusions: The findings of this study confirm that digital solutions for ICU use would potentially reduce the cognitive load of ICU staff and reduce clinical errors at a time of notably high demand of intensive health care.

(JMIR Hum Factors 2022;9(2):e30523) doi:10.2196/30523
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Introduction

Background

The intensive care unit (ICU) is a busy working environment where a variety of clinical staff perform different duties at scheduled times of the day, while also having to respond to unexpected, often critical issues with patients. ICUs are typically heavily instrumented, and staff need to be alert to many sources of data from equipment such as ventilators as well as the patients’ vital signs and lab test results. For a complex ICU patient (eg, those with multiple conditions), anywhere between 80 and 200 medical interventions are delivered daily and, prior to the COVID-19 pandemic, a member of ICU staff would typically be responsible for up to 10 patients each day [1]. Nonoptimal decisions and clinical errors in this cognitively demanding environment are known to impact patient outcomes [1-4], and a large body of evidence demonstrates that working in an ICU is highly stressful [5,6].

Much of the relevant data for clinical decision-making is already available to staff in the ICU. However, this information is typically scattered across a number of applications, devices, and pieces of paper within the ward. Hence, ICU staff may inadvertently fail to notice signs of a patient’s deterioration and struggle to effectively communicate patient updates (eg, test results, medication) or patient requirements (eg, changing tubes, sedative drug management), which will contribute to worse patient outcomes [3,7]. Additional problems such as equipment failures [3] further add to the complexity of working in the ICU and the importance of clear communication among ICU staff [3,8].

The COVID-19 pandemic has generated unprecedented challenges around the globe [9,10], with particularly detrimental impacts on health care systems [10,11]. Increased hospitalizations from COVID-19 put an additional strain on ICU resources, specifically beds with mechanical ventilation [11,12]. In the United Kingdom, this shortage has been such a concern that additional intensive care capacity was made available by the construction of 11 temporary “Nightingale” hospitals [13]. As the pandemic grew in early 2020, the two local ICUs in University Hospitals Bristol and Weston National Health Service Foundation Trust reported a critical need for an information technology solution to help their staff manage increased patient caseloads. The outline brief from the units envisaged a dashboard that would pull together disparate data sources in the ICU to help reduce cognitive load on extremely busy clinical staff. A particular concern was that staff-patient ratios, and hence patient safety, would be eroded by a combination of massively increased patient numbers and COVID-19 cases among their trained staff.

Dashboard for COVID-19 ICUs

The development and use of “dashboards” within health care services are becoming increasingly popular [14]. These are typically interactive, visual tools that help ascertain and monitor trends or the status of key indicators of patients’ health condition [15]. We define a dashboard as “a visual display of the most important information needed to achieve one or more objectives […] and are frequently used to consolidate and arrange these data so the information can be monitored at a glance” [16]. The key here is that a dashboard must bring together a variety of data and information for (ICU) staff to understand how unwell a patient is and administer appropriate care efficiently and often under time pressure, especially during a pandemic with increasing numbers of extremely sick patients entering ICUs.

It has been consistently found that the use of various graphical displays of information helps detect adverse events and increases clinical diagnostic accuracy [17,18]. Other work has also found that additional clinical support systems bringing together patient information with electronic health records (EHRs) are associated with reduced hospital and ICU mortality rates, shortened hospital stays, and reduced costs of hospitalization (in the US context) [19]. Despite this, it is reasonable to suppose that clinical dashboards could have an important role to play in delivering health care in the ICU, although it is to be expected that this picture will be quite complex. For example, the utility of a dashboard may be limited at moments of crisis since using it requires attention and free hands; new insights into a patient’s trajectory might indeed be useful or, alternatively, might introduce additional stress for staff, whereby a specific dashboard may fit the needs of senior staff charged with overseeing the operation of the whole unit, but might be less useful for staff caring for a specific patient [17,20]. However, a recent systematic review and meta-analysis [17] found that dashboards or interactive displays are linked to more accurate, and indeed faster, clinical care decisions in critical care/ICUs. ICU dashboards have been used in Brazil to allocate resources and to obtain near real-time information on suspected and confirmed COVID-19 cases [21]; however, we are not aware of any published study that has interviewed clinical staff and broadly captured the requirements for such a dashboard during the pandemic. Such a study will therefore provide both COVID-19–specific and extreme environment–specific working practices and insights [22]. With new highly transmissible COVID-19 variants emerging and with no guarantee that vaccines will engender an immune response against all future variants, it is hoped that the methodology and the findings in this contribution will be of value to those in a position to develop much-needed new technologies for the clinical frontline.

When building tools and devices, it is important to take a human-centered approach to the design of clinical technologies by including the end-user needs as early as possible [14,23,24]. For reasons of efficiency, patient safety, and job satisfaction, clinical professionals should have a direct role in the design of the tools they will use for their jobs [23–26]. Further, this helps to ensure that critical features in design, particularly in terms of visual displays, are not misunderstood [17]. Therefore, this approach helps to ensure that such tools are developed as a result of clinical “pull,” not technological “push,” and helps to prevent technology resistance or avoidance [24,27]. Hence, our approach was to commence interviews with clinical staff within the two local ICUs to elicit their requirements for a clinical dashboard. Due to the extreme pressure on staff during the pandemic, the contagious nature of the disease, and the considerable time pressure to implement a solution, these interviews were conducted remotely with only a minimum sample of available...
staff with various responsibilities to capture a wide range of requirements.

Since hospitals were dealing with a high demand for ICU beds [28], the aim of this study was to obtain important information to help us understand what design aspects of this tool could help to reduce the workload of clinical staff [4]. Such information could be used to design better tools to help with clinical decision-making processes [4]. Similarly, this may reveal a better understanding of which tasks performed by ICU staff may benefit the most from the introduction of such a dashboard. Further, we anticipate that understanding the various responsibilities of ICU staff could be a useful guide for future participatory design work focused on specific health care staff functions. Therefore, taking into account the preferences of end users for the dashboard design, including how data are displayed (eg, table, figure, graph), enables gaining a better understanding of the role for implementation of these preferences in a multifunctional and customizable dashboard, which could help to prepare ICUs for any future waves and mutations of the virus [29,30]. However, this may require further innovations in clinical processes. We are aware of the complexities of health information systems; therefore, the development and integration of new systems require careful consideration and human-centered design [23]. If this is not the case, there is a risk of developing new systems surplus to requirements, or causing further complications if staff need to switch between multiple systems. New systems could potentially compromise patient safety, be difficult to use and learn, and encounter resistance from staff, potentially resulting in poor uptake of the system [23,26].

Hence, the overall aim of this project was to collate a series of insights and requirements from end users across two ICUs to design and build a clinical dashboard to support their increased workload during the COVID-19 pandemic. Requirements elicitation, as seen in this work, by its nature is difficult, as requirements are volatile and necessitate translation from natural language via stakeholders through to tangible software [31,32], especially with a fairly unknown disease that continues to change, mutate, and impact society. The current pandemic has been an “extreme environment” [22] for researchers across disciplines. Hence, this work provides interesting insights regarding COVID-19 specifically but also provides an example of work conducted “in the wild” that encompasses the context, nuances, and uncertainties faced by both the researchers and the ICU staff [33]. The difficulties range from the time and additional pressure ICU staff were under at the time of writing but also entire workforces required to “work from home,” thus diminishing the inability to travel and collaboratively work together to previous expectations. Altogether, this provides a novel frame for this research to occur from initial planning, interviews, through to subsequent testing evaluation, and future iterations being deployed as this work is ongoing.

**Methods**

**Research Questions**

At a time of unprecedented workloads in the ICU, clinical staff time was in short supply. We interviewed six staff members working in ICU wards across two hospitals for the UK National Health Service (NHS) (Table 1). We were acutely aware of the additional strain on the NHS and staff; hence, we proceeded with interviews as a direct and simple method to capture requirements and reduce additional workload on ICU staff [31,32].

**Table 1.** Participant job role across the two intensive care units.

<table>
<thead>
<tr>
<th>Participant ID number</th>
<th>Job title</th>
<th>Hospital</th>
</tr>
</thead>
<tbody>
<tr>
<td>1099</td>
<td>Consultant in Intensive Care Medicine</td>
<td>A</td>
</tr>
<tr>
<td>1159</td>
<td>Sister (Band 7, Manager)</td>
<td>B</td>
</tr>
<tr>
<td>1252</td>
<td>Anesthetic Registrar</td>
<td>B</td>
</tr>
<tr>
<td>1587</td>
<td>Consultant in Intensive Care Medicine</td>
<td>B</td>
</tr>
<tr>
<td>1704</td>
<td>Consultant in Intensive Care Medicine</td>
<td>B</td>
</tr>
<tr>
<td>1839</td>
<td>Matron (Senior Nurse/Nurse Manager) in Intensive Care</td>
<td>A</td>
</tr>
</tbody>
</table>

Our exploratory interview questions were:

1. What tasks do each participant perform in the ICU, and where would a portable dashboard be helpful to improve safety or reduce workload on staff?
2. Do COVID-19 patients pose particular clinical challenges that need to be taken into account in the dashboard design?
3. Which data would staff need to look at on the dashboard and how should they be presented?
4. Would staff have any concerns about the introduction of a portable dashboard into the ICU?

**Participating Hospitals**

The two hospitals participating in the study were distinct from one another, with one (hospital A) having a more technologically enhanced ICU where many systems are already digitized in comparison to hospital B, which remains more paper-based with a much larger ICU unit. The interviews were semistructured, lasting approximately 30-45 minutes, and due to the pandemic situation in early 2020 were conducted exclusively online. Topic guides were used to assist the interviewer and encourage consistency, with additional post hoc questions to further explore any potential themes. The interviews were recorded and transcribed verbatim. We used...
NVivo (version 12) [34] for the qualitative coding process and conducted an inductive thematic analysis [35].

Analysis

To analyze these interviews fully, we took a multireasoning approach within our thematic analysis, which consisted of both deductive and inductive approaches to ensure rigorous development of coding trees [36,37]. Initially, we developed a preliminary codebook deductively via the data familiarization phase. We then entered a second phase that took an inductive approach to allow new themes to materialize as we coded each interview. We iterated through this process until the researchers reached a unanimous decision on the final codes, themes, and how they fit together. This in-depth and rigorous methodology aimed to ensure we were as thorough as possible for capturing requirements, alongside taking advantage of our multidisciplinary team, noting that the qualitative coders were not medically trained unlike other members of the team. Hence, it was important for us to ensure that we were accurate and appropriate in our codes, themes, and understanding [38,39]. Therefore, we sought medical insight and advice at every stage of the process within our team. We produced two distinct codebooks: one relating specifically to the requirements of a dashboard and another that related specifically to concerns of dashboard use in ICUs. The requirements codebook consisted of 96 codes that were initially subdivided into the following three requirement categories: 24 technical codes, 56 clinical codes, and 16 operational/logistical codes (see Multimedia Appendix 1). The concerns relating to the dashboard use codebook consisted of 24 codes, including 9 codes regarding design and 15 codes concerning operations (see Multimedia Appendix 2). The final codebooks were then used as the guide to code the qualitative interviews; therefore, in NVivo, each code would have words, phrases, and quotes from participants organized into these codes and themes. This ensured a straightforward and well-organized analysis. Hence, our hybrid approach [37,40] was the method employed for this codification, which identified existing patterns and subsequently regrouping codes into their emerging themes.
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This work was approved by the Faculty of Engineering Research Ethics Committee at University of Bristol (case 2020-3236).

Results

Overview of Key Requirements

Based on our interviews, we elicited five key requirements from a range of ICU staff to capture a wide range of roles and needs when using clinical dashboards. For instance, a dashboard must be adaptive and flexible to continue to be useful in changing clinical environments. Furthermore, dashboards need to be customizable because different staff may have specific parameters and information they need to see first (eg, “condition at a glance”). This can be achieved by ensuring there is some customizability for individuals or staff groups to select the information that is displayed. A dashboard would need to be mobile, which could reduce reliance on paper-based forms with patients. This also relates to task and patient management, where several staff noted that a dashboard could help with data entry and management alongside assisting with patient handovers, as all information will be collated into one system that is easily accessible. In contrast, some concerns were raised, for instance around infection control when carrying devices in and out of ICUs and high-risk-of-infection areas.

Requirements for an ICU Dashboard

Flexibility With Changing Protocols for an Evolving Disease

Unsurprisingly, the new challenges posed by the COVID-19 pandemic featured heavily in the participants’ responses to our interviews (see Multimedia Appendices 1 and 2). As mentioned above, as these interviews were conducted in early 2020, relatively little was known about the nature of this disease and how to contain or treat it. This had direct implications for hospitals, highlighted by Interviewee 1587 (ICU Consultant), who described ICU staff difficulties handling COVID-19 patients while “keeping on top of constantly changing best practices.” At the time, no consensus had been reached regarding the clinical management protocols for COVID-19 patients, with staff under pressure to run additional tests while keeping track of the results. According to Interviewee 1704 (ICU Consultant), this absence of clear protocols created a very difficult working environment for staff:

...for a couple of days when I was on the COVID-19 side, full witness to it, it was a bit of a shambles and very stressful for the staff. There was no harm done to any of the patients, but it was asking staff to work outside their comfort zone and people found that professionally very difficult...

As ICUs are data-intensive environments by their nature, while in the process of adapting to a new disease and ever-changing protocols, a dashboard could help avoid staff forgetting to check certain parameters or simply avoid them due to being overwhelmed with new tasks and information. For instance, Interviewee 1099 (ICU Consultant) stated: “[a dashboard has the ability to] draw[s] my attention to things that I would probably forget about if I’m honest. I can only process X amount of information.”

One of the great challenges for medics and hospitals during the pandemic has been keeping on top of the new, fast-moving information and updates regarding COVID-19 management and treatment:

We are still learning a lot about [COVID-19 patients]. When [information] was coming from Italy, there was a lot of talk about how the patients were and how we were supposed to treat them, pretty much everything we were told has been wrong. It seems to be a very unusual disease and it’s not like anything we have seen. Whilst we were told it was a really bad pneumonia, which we had to treat with aggressive ventilation; it turns out it seems to be a disease of blood clotting, that affects the lungs. It makes our treatment that we are doing the wrong thing and potentially even harmful, so we’ve changed a lot
about what we are doing… [Interviewee 1704, ICU Consultant]

It’s a new disease process. We are learning all the time; best practice of evidence is constantly changing so keeping on top of that is difficult. […] Accessing best practice can be difficult, we have a new intranet […] where we have our single page checklist with guidance for these patients that is shared with [redacted]. I was thinking about what sort of things would be helpful and actually because it is a new disease process there is quite a lot of new things we don’t normally do, so a lot of regular blood tests that happen for example at days 1, days 3, 5, 7, keeping on top of when those are. They are all on our daily checklist, on our management guide. They are tests we wouldn’t normally do, but they are looking for specific things. Other new disease processes on top of the COVID, like HLH [hemophagocytic lymphohistiocytosis] that can happen, so sort of screening for those. [Interviewee 1587; ICU Consultant]

Interviewee 1704 (ICU Consultant) further noted the continuous operational changes occurring in the COVID-19 “pods,” defined by Interviewee 1587 (ICU Consultant) as the “designated COVID-19 areas” where additional personal protective equipment (PPE) is required for entry, which created additional psychological and physical strain:

The COVID pod has changed quite a bit because advice on personal protection has changed. Initially, all the patients were in closed rooms with the doors shut and you had to put all the equipment on to go in and see them. […]. Now, everybody is wearing it all the time in the hall throughout the unit and the doors are open. So, when the doors were shut you didn’t do the ward round at the bedside, you were stood outside looking at all the data and the nurse inside was writing stuff on a white board to show somebody on the outside to write on the piece of paper. That wasn’t a sustainable solution because it was quite staff intensive.

[when health care staff move into the] high-risk areas […] there is a barrier psychologically to going into the room.

The accounts of participants illustrate the importance for an ICU dashboard to have the capacity to be flexible and easily updated due to constantly changing protocols, information, and advice (eg, reminders to check for specific parameters, changes in protocols regarding closed rooms or designated COVID-19 pods). This could draw from national- and hospital-level advice or information that is pushed out to staff via the dashboards pulling from various NHS information systems. This is a key requirement to ensure the dashboard continues to be usable as we learn more about COVID-19 and to potentially adapt this device into a tool that can remain integrated into ICUs more generally. These narratives highlight the ICU staff needs for an adaptable dashboard that can be updated with constantly changing real-time data about patient parameters, with new and revised routine alerts for new tests, and with reminders for specific trends to look out for when dealing with COVID-19 patients.

**A Mobile Dashboard**

Interviewees 1252 (Anesthetic Registrar), 1587 (ICU Consultant), 1704 (ICU Consultant), and 1839 (Matron) stated a preference for a dashboard that they would be able to use while walking around the ICU to attend to patients:

*There is a lot of walking around by the nurse in charge, just to touch base with people for support and things. They are not static, so it would have to be a mobile solution* [Interviewee 1704, ICU Consultant]

A lot of my clinical duties are mobile so to not have the technology follow me and having to use fixed desktops is sometimes quite frustrating. As I say I am mobile, the whole of clinical care is conducted in a very mobile fashion [Interviewee 1252, Anesthetic Registrar]

Thus, the dashboard would potentially replace paper forms and allow for simple and efficient data entry (both qualitative and quantitative) as staff move around while on shift. Interviewee 1704 (ICU Consultant) discussed new issues that arose specifically from dealing with COVID-19, such as the heavy reliance on paper forms in their hospital, given that computers are situated in high-risk areas, which, due to PPE use regulations, makes access to computers difficult. Hence, having a dashboard with remote access to various hospital systems and records that can also be used in mobile devices and taken by staff members outside of the pods would be helpful.

*The other thing that COVID-19 has brought in with it, is our clerical staff […] who input a lot of data onto the computer, they’re not able to go into the area because they’re not fit tested with the masks. We are taking pictures of the observation chart with the iPads and uploading them to [redacted] […] for them to then look at remotely, which is a bit of a fudge. It’s not brilliant, but it’s better than nothing at the moment.*

By reducing paper forms and collating information neatly in one place, this would ensure information can be carried from patient to patient around the ward and would simplify a series of traditionally offline protocols, task, and data management. While simple in concept, realistically bringing together several diverse information systems and data across hospitals into a unified system or database is a highly complex task and may be difficult to integrate fully into the workforce [41]. However, examples of publicly available, deidentified EHRs do exist, such as the Medical Information Mart for Intensive Care (MIMIC) as part of the Beth Israel Deaconess Medical Center [42].

**Customizability and Usability**

A key theme arising from the interviews was the users’ needs to customize the dashboard (see Multimedia Appendix 1). For example, Interviewee 1099 (ICU Consultant) expressed a need for customization to support the different tasks and roles of the ICU staff, since clinical information such as patient parameters
is crucial to performing the Intensive Care Consultants’ tasks, whereas operational data such as duration of patients in prone position would not necessarily be of interest to doctors yet would be of great importance for nurses. Similarly, Interviewee 1252 (Anesthetic Registrar) suggested the usefulness of knowing the patients’ pending and past procedures. Hence, the data required for a dashboard to be useful are extensive, complex, and would draw from several hospital information systems, including (where * denotes parameters that were also mentioned as important to view over time as trends and ^ denotes markers particularly important and of interest for COVID-19 patients): C-reactive protein (inflammation marker)^, D-dimers (blood clotting marker)*, ferritin (inflammation marker)*, lymphocyte count (inflammation)^, platelet count (inflammation)^, procalcitonin levels (inflammation)^, pending tests for specific HLH patients, blood pressure*, white blood cell count^, fraction of inspired oxygen, oxygen level^, oxygen supply level for personalized care, peak airway pressure for COVID-19, tidal volume size, positive end-expiratory pressure^, arterial oxygen/inhaled oxygen ratio (PF ratio), plateau pressure^, type of ventilation, Sequential Organ Failure Assessment (SOFA) score, Glasgow Coma Scale score, intracranial pressure*, ventricular tachycardia*, infusion rate of vasopressors*, number and absorption of nutrition calories, and COVID-19 status. Further, specific requests for alerts to be associated with specific data were noted, such as abnormal values across parameters, 7-10 days of static oxygen (meaning a computed tomography pulmonary angiogram scan can be completed), pending tests for COVID-19 patients, clinical deterioration, and pending procedures for patients. Finally, other information was requested that was more operational in nature, including bed layouts, number of patients on dialysis, nurse locations, patient numbers across units, patient flow information (eg, admission, discharge, changing of units), and relevant patient handover information.

Unsurprisingly, a lot of data and information were requested to appear in the dashboard, which may be overwhelming and difficult to navigate or simply not of relevance or interest to certain roles in the ICU. Interviewee 1099 (ICU Consultant) suggested that a fully individualized dashboard for each staff member would be ideal as this allows for a tailored configuration for each of the roles within the ICU. However, it is important to be cautious when implementing highly customizable systems, since this customizability may induce errors when overstressed staff are required to make fast decisions. Hence, careful consideration is needed to determine what degree of customization is advisable for this device at the user level. It is important to have functionality that allows additional staff access on an ad hoc basis. As Interviewee 1587 (ICU Consultant) stated, staff from different areas of the hospital may need access to the dashboard. For example, COVID-19 patients often need nutritional and dietary assistance; hence, nutritionists may also need specific systems access for these patients.

Alternatively, Interviewee 1839 (Matron) suggested having a split view where parameters could be presented as broader categories such as “Clinical Parameters” (eg, ventilation, tidal volumes, dialysis) or “Safety Parameters” (eg, delirium, infection, prone position turns), so that these measures could be useful for various health care staff functions and responsibilities. However, this could also be problematic if functionality allows for toggling role-specific parameters and the lack of prima facie data may cause staff to miss trends in parameters not shown on the screen.

Several participants noted the importance of integrated systems (see Multimedia Appendix 1). For example, Interviewee 1099 (ICU Consultant) stated their current systems necessitates that they “have to open up 5 different screens to get the data [they] need and that is pretty labor-intensive,” or that they are “often chopping and changing through different programs….” which demonstrates the importance of having an intuitive interface that consolidates relevant data on demand. Similarly, in terms of usability, it is problematic if a system requires additional “administration” for staff to find information and results on pending tests. This can be illustrated with the following account from Interviewee 1099 (ICU Consultant) about the [redacted] system:

*When you have somebody who comes in with a chest infection, 15 tests are ordered: five aren’t back, five were never sent, and five are back, but you would never know that by looking at [a system]. You would only know that by looking at this separate program.*

It is therefore crucial for the dashboard to be well-integrated with other hospital systems to avoid data and work duplication. It is thus paramount to ensure that a new dashboard does not add complexity but reduces workload by accessing it from the existing systems. It is essential for staff to be able to customize their view to quickly sift through large amounts of information, understand patient needs, and determine next steps. As a requirement, this is achievable and realistic, as it is common for information systems to have user profiles with individual logins [43]. Further, having default user profiles based on roles and grades within the workforce is a reasonable requirement to implement, where individuals can request additional accesses ad hoc. However, the level of customizability offered alongside user profiles would require additional testing and research (eg, changing color schemes, data access changes).

**Dashboard Layout and Trends of Incoming Data**

**Patient Overview**

In general, there was a tendency for all participants to comment on how data should be processed and presented on the dashboard. Interviewee 1839 (Matron) stated a preference for the ability to view the whole ward (which could also track bed and patient expansion). If this were to match the physical layout of the beds, this would be useful to find patients quickly and to effectively plan a patient’s acuity (level of nursing care) quickly. This is especially important should the unit become busy or indeed require a quick and large-scale expansion in patient numbers, as envisaged at the UK’s “Nightingale” hospitals. In addition to the ward view, Interviewees 1099 (ICU Consultant), 1704 (ICU Consultant), 1839 (Matron), and 1252 (Anesthetic Registrar) suggested the inclusion of a summarized “Condition at a Glance” view, which would allow for those starting their shift to quickly get up to date. This was echoed by Interviewees 1704 (ICU Consultant) and 1839 (Matron), who suggested a display of “overarching” parameters of all patients on the ward.
Interviewee 1587 (ICU Consultant) reported a similar requirement that would display the most critical parameters (e.g., SOFA scores, tidal volume), which would allow the Intensive Care Consultants to see the trend of a patient's current condition. Interviewee 1587 (ICU Consultant) argued that calculating SOFA scores is an arduous task for junior doctors; hence, making these calculations available and easy to interpret in a dashboard will save ICU staff time and cognitive energy [44].

Of course, there is more to ICU patients’ health care than a first-glance interpretation of these parameters. Interviewee 1839 (Matron) stated the complexity of patient monitoring when patients might appear fine in terms of typical baseline metrics, but in reality, their actual state is misrepresented by data: “[a] patient could be fine, but they’re on a lot of inotropes (e.g., noradrenaline) or ventilation, and it looks OK, but they are on 100% oxygen and/or quadruple noradrenaline.” The intuitive assessment required in such cases could only be achieved through an appropriate identification of the daily and hourly trends by the ICU staff, of the patients’ inflammatory markers and oxygen levels, according to Interviewees 1704 (ICU Consultant) and 1587 (ICU Consultant). Thus, the availability of these data on a dashboard will be particularly important for health care staff to decide on COVID-19 patients’ clinical care and to devise provisions for their safety, as expressed by Interviewees 1099 (ICU Consultant) and 1704 (ICU Consultant). Further, Interviewee 1587 (ICU Consultant) discussed the significance of data trends, especially regarding COVID-19 patients, such as decisions about when patients can be weaned off ventilation as well as monitoring the prone position ventilation timings. Additionally, a dashboard could track specific sets of data, which may offer statistical insights (Interviewee 1252, Anesthetic Registrar) into how to better treat future patients for particular diseases or conditions, as these data will be able to provide baselines and expectations, particularly for new diseases such as COVID-19.

**Data Visualization, Warnings, and Alerts**

There were differences among ICU staff as to how they wanted data to be presented in this type of tool (see Multimedia Appendix 1). A suitable example of this would be the informants’ preferences for graphical displays that would help to address two important issues pointed out by Interviewee 1587 (ICU Consultant):

> I think if you click on it, you can see a graph, but to be honest we don’t regularly do that. Ninety percent of the time it’s just numbers completed on a sheet… We literally have a piece of paper that junior doctors fill in in the morning or if they haven’t, we go on [redacted] and click on the CRP trend on there and see what’s happening. You can get a graph of it, but it’s not ideal.

Hence, it is important to enable users to have a degree of autonomy to customize the dashboard for individual patients (Interviewee 1099, ICU Consultant), and to transform data and information into a format that best suits their learning needs and information processing style. Alongside ways to visualize data, it is critical to have suitable real-time deterioration alerts both for clinical and safety parameters, which may include visibly highlighted alerts on abnormal values, as well as real-time alerts on staff deviations from practice (Interviewees 1099 [ICU Consultant] and 1704 [ICU Consultant]). However, when it comes to the display of these warnings, Interviewee 1099 (ICU Consultant) discussed what would be the most suitable parameters for COVID-19 patients (e.g., PF ratio and driving pressure) to help clinicians decide when to start weaning the ventilators, as well as the adequate time parameters for the graphic view. This interviewee stated the importance of including suitable “cutoffs” in terms of data presentation, because to plan COVID-19 patient care, Intensive Care Consultants must consider both the presence of abnormal values as well as how these values behave over time (trends). In addition, Interviewee 1839 (Matron) noted determining thresholds for colors and notifications is not a trivial matter, especially if they need to be tailored to specific medical conditions or personalized to each individual patient. Therefore, a dashboard that presents data in a way so that the user could see a longer patient history may be extremely helpful. This could be facilitated by allowing the graphs to be scrolled through horizontally to show earlier data and see longer longitudinal trends since the patient’s admission.

It is important to be aware that notifications or alarms are extremely common in ICUs due to the variety of abnormal values of health parameters in critically ill patients. Therefore, when designing a new dashboard, a reasonable balance is needed to avoid “alarm fatigue” and to prevent staff from missing patient deterioration markers, which can lead to detrimental outcomes [45-48].

The dashboard would give me the triggers to go sniffing around into the detail of the data […]. I would just highlight the noradrenaline box and the base excess [and hide other parameters and] look at those two things. What’s the trend? […] I think the personalization of being able to manipulate it on one screen… [Interviewee 1099; ICU Consultant]

trends are brilliant. […] it doesn’t really matter what the noradrenaline is, if it has doubled in the last hour, it’s not a good thing. […] Actually, it’s the step change that is the important thing. For me, I was straight drawn into the color change and the arrows, then just lost sight of the numbers a bit. That is probably a good thing because I would then go looking into that patient detail on the system to see why their noradrenaline is going up and doubled. So that was quite a good trigger. [Interviewee 1099; ICU Consultant]

Here, the requirement relates to the layout of the dashboard and how data are presented (with some in real time). This called for flexibility in terms of how data can be graphically displayed to suit the staff member using the device, which may also help with the number of alarms and notifications in the ICU. This requirement is relatively simple to implement within a dashboard system, where users will be able to switch between graphic and tabular displays of information or seeing longer-term trends of a patient, for example. However, attempting to visualize data and highlight when parameters are shifting negatively for the patient is inherently more complex; thus, testing and examining
what the thresholds should be are crucial to reduce alarm fatigue among additional stress for staff. This would include investigations regarding individualistic measures versus overall baseline “cutoffs.”

**Task and Staff Management**

**Patient Handovers**

A key theme regarding staff and task management were patient handovers (see Multimedia Appendix 1). Handovers (both regarding staff shifts and turnover of their allocated patients), are complex two-way processes between a variety of staff signing out and updating those coming in to take over, where the accuracy and effectiveness of this information exchange “will facilitate consistency and continuity of care” [49]. This is particularly important for critical care patients, where omission of pivotal information during the handovers could influence future treatment and subsequently cause failures in patient management [49]. Since the use of a dashboard could rapidly help to capture and track wider information regarding patient status and care requirements, it is evident that the implementation of this tool in the ICU environment could facilitate more structured and effective patient handovers. For example, Interviewee 1839 (Matron) stated:

> We know that handover time and transfer of care is a pinch point where if there is going to be an issue or problem occurring, we often track it back to that point in time. Where something has been missed, not handed over or at that point they may look at something and go “that’s not what I remember it being.” That’s the trigger to go back systematically through all their different bits. Or a doctor has come along and changed the rate of a pump and not told somebody. We know that is a really pivotal time so some kind of overarching view of the main clinical elements of a patient care would be helpful. That would give them a visual aid to that and anything that would help a hand over of care, would absolutely be welcome.

Similarly, Interviewees 1099 (ICU Consultant) and 1839 (Matron) coincided in stating the importance of allowing time for scrutiny of new inputs of their colleagues and data updates from various patients that have been handed over. However, as Interviewee 1099 (ICU Consultant) pointed out, outlining changes in patient parameters during quick handovers is done with great difficulty while having to navigate multiple hospital systems to gather the information required:

> I had a handover from my colleague - but I want to process it in my own mind and want to see what’s changed over the last 12 hours, since they handed over, [currently] I have to open up 5 different screens to get the data I need and that is pretty labor intensive.

**Data Entry**

Due to the important consequences at stake, extreme care and monitoring are exercised in the ICU environment to ensure accurate data input in their systems.

If you are feeling responsible for the patient, which you are as a consultant, you need to double check that [data, patient notes]. The only way to do that is to physically look at those [systems] and paper notes yourself [Interviewee 1099, ICU Consultant]

Moreover, when planning patient care targets, ICU staff in managerial positions must carefully balance patient-management workloads of staff with their data input tasks. This links in with comments from Interviewee 1099 (ICU Consultant) when expressing concern about overtired staff with data entry responsibilities such as recording general observations about patient progress and invasive procedures, among others:

> [staff] will be absolutely knackered at three in the morning and just put [in] the bare minimum. They’ll go, “patient had an operation, and this is what happened” and forget about other stuff.

On these grounds, participants considered having a tool that can assist staff in the transcription and modification of patient data with a minimum error rate to be important. Arguably, errors may continue to occur in the presence of a digital interactive dashboard; however, research has shown that using digital systems to collect and log data (rather than pen and paper) reduces errors in data recording and data entry [50,51]. The use of a dashboard helps to provide a faster way to populate handover or debrief notes. Furthermore, Interviewee 1252 (Anesthetic Registrar) noted the lack of any formal system at present to document any medical advice provided to patients over the phone. This could be a simple note about the patient that can be added to the dashboard to ensure an overview of all advice and information previously provided to the patient.

**Task Management**

A major issue reported by the participants was a lack of warnings in their current systems about forthcoming completion times of pending tasks and targets, which could be built into a dashboard. Interviewee 1099 (ICU Consultant) stated that a careful balance must be struck with off-target warnings to avoid undermining staff confidence:

> The warnings that are built into the target need to be in advance, there is no point telling people at midnight you’ve not met your fluid balance target because it will just demoralize people.

Consequently, it is unsurprising that one of the participants’ most frequently mentioned dashboard requirements was to have warning notifications ahead of completion times (see Multimedia Appendices 1 and 2), which would certainly work as a task management system that will ensure timely completion of the multiple pending tasks and daily targets of medical and nursing ICU staff, including ventilation weaning, daily prone and supine ventilation sessions for COVID-19 patients, and other safety tasks of nursing staff; invasive procedures such as tracheostomies; monitoring pending microbiology and specific tests for COVID-19 patients; changing of drugs; and speaking to relatives (Interviewees 1099 [ICU Consultant], 1159 [Sister], 1252 [Anesthetic Registrar], 1587 [ICU Consultant], 1704 [ICU Consultant], among many other responsibilities. Interviewee 1099 (ICU Consultant) stated that this type of task management system would give managerial staff peace of mind by knowing...
that “loops are closed,” especially when the ICU becomes extremely busy and “people forget about minutiae.” Furthermore, in a context of ever-changing guidance and information, Interviewees 1159 (Sister) and 1587 (ICU Consultant) also agreed that it would be extremely useful to have daily task checklists (eg, safety checks) as a suitable requirement of the dashboard, which should also include enabling inputs of data as needed. Interviewee 1587 (ICU Consultant) also pointed out how having a dashboard to prompt staff members to finish tasks would be important to address the absence of warnings on pending targets in their current system, especially with new diseases such as COVID-19 when more tests than usual are frequently needed. For example, Interviewee 1099’s account illustrates how ICU staff struggle to juggle their immediate tasks with their daily patient care targets for both COVID-19 and non-COVID-19 patients:

There will be a patient that will be on multiorgan support, have to go for a scan, have to go to theatre, come back. Then the nurses will try to make sure the patients are fed, [...] all sorts of complex care issues [are] going on. That [eg, fluid] target then drifts into the background. There’s no prompt to say, “your fluid balance is nowhere near target and you have four hours to go. What are we going to do to solve this problem?”

To obtain a general picture of the ICU patient care flow, interviewees discussed the advantages of having an overall view of staff numbers and their corresponding workload, alongside data about patient admissions and patient flow (eg, patient discharge and transfers either for tests or to other wards), as pointed out by Interviewees 1159 (Sister), 1839 (Matron), 1704 (ICU Consultant), and 1252 (Anesthetic Registrar). For example, the following testimony of Interviewee 1159 clearly portrays the managerial ICU staff need of a well-updated and integrated system showing workload allocation:

We need a way of knowing which nurse is in each bed space so if there is an issue, we can speak to that nurse looking after that patient. If it was two shifts down the line, there was something we needed to get hold of somebody about.

At the same time, from the following account of Interviewee 1704 (ICU Consultant), it can be inferred that managerial staff are simultaneously responsible for overseeing the staffing of the unit while monitoring the changing conditions of all patients. Hence, the requirement for a new system to collect these two categories of data was mentioned:

They collect this data on a piece of paper as well and it’s in pencil so they can rub stuff out and change it. I have been trying for years to get iPads for them to use, we need some kind of software for that. That data would be really important to analyze: the patterns of activities during the day, to optimize our staffing models or things like that.

This statement highlights that the implementation of a dashboard for ICU use could provide a much-needed opportunity to shift from pen and paper to a digital system of data collection and monitoring, alongside a new strand of data analysis that could help optimize staff time and workload. Interviewee 1252 (Anesthetic Registrar) provided additional corroboration of a dashboard’s value to mobile staff such as Registrars by having an effective oversight of all patients pending transfers to other wards and for tests (eg, for a computed tomography scan or other tests). This relates to Interviewee 1704’s (ICU Consultant) statement about the need to better optimize staffing models and the daily distribution of tasks by accurately monitoring staff workload and whereabouts as follows: tracking staff timings for patient care for each allocated patient, as well as producing continuous insight into the location of the health care staff throughout the different ICU wards during their shifts (Interviewees 1159 [Sister] and 1252 [Anesthetic Registrar]). According to Interviewee 1252 (Anesthetic Registrar), this two-fold patient-staff tracking system would be very useful for staff who are constantly busy (Registrars and Running Nurses). With this new system, they can efficiently share their work in relation to their location, the patient transfer destinations, and the numbers of daily transfers.

This final requirement, which touches on all prior requirements for the dashboard, is ensuring that the dashboard is seamlessly integrated with other hospital systems. In this way, staff can access additional, external data (eg, authorized views of blood test results from other hospital systems). This would help to tackle the issue described by Interviewee 1252 (Anesthetic Registrar) when characterizing the process of patient admissions from other hospitals as “data heavy” with a lot of “transcribing of various different sources onto the intensive care unit systems,” where data are currently not being pulled neatly into one system. As stated previously, this is a highly complex task that would be difficult to integrate as current systems are siloed across hospitals [42].

Concerns About Dashboard Use

As shown in Multimedia Appendix 2, there were two main operational concerns among ICU staff regarding the use of dashboards. The first concern, raised by Interviewee 1587 (ICU Consultant), related to the potential increase of infection via use of mobile technology and equipment. On the assumption that these dashboards will be used in mobile devices such as iPads, Interviewee 1587 (ICU Consultant) questioned whether these devices should be allowed into the infection-controlled areas of the ICU, specifically at the bedside of COVID-19 patients. As possible solutions, Interviewee 1587 (ICU Consultant) mentioned the use of disinfecting wipes for mobile devices, but mostly adopting clinical protocols that avoid the need for using a device at the bedside.

We don’t take the iPads in to see patients. In terms of risks, they are potential fomites, a sort of vector for transmission of infection. We wouldn’t take them into bed spaces. Much like cleaning our phones, we are good at cleaning with special Clinell wipes. Yes, there is a potential risk… We stand outside where it is lower risk. We cluster round as a ward round to write up our notes and decide the plan. Only one of us will go in to examine the patient. Everyone else will wait outside.
The second operational concern regarding dashboard use related to the differing levels of technology literacy among ICU staff. For example, Interviewee 1099 (ICU Consultant) stated that unless there already is a culture around the use of dashboards and technology, encouraging staff to actually use and engage with this type of tool might be difficult [27]. This is an interesting comment as Interviewee 1099 is based at the more technology-enhanced ICU that uses dashboards among other devices regularly, where such tools are integrated. Hence, these concerns additionally relate to the managing expectations in staff (Interviewee 1587, ICU Consultant) of what the dashboard will do, how it should be used, and protocols regarding these devices, as it is important not to oversell a new technology’s potential impact for the ICU.

Finally, there was some ambivalence from staff members about the dashboard design, as illustrated by the concerns raised by Interviewee 1099 (ICU Consultant), who is based at an already technology-enhanced ICU, in relation to what should be the “acceptable” parameters for the notification and warning timings with regard to both COVID-19 patients and staff targets. Interviewee 1099 (ICU Consultant) also raised concerns regarding notifications or alerts coming in at inappropriate times, since this could cause the adverse effect of “demoralizing people.” This participant further mentioned a concern for having a tool with which staff could compare their unit target achievements with other units. This could increase ICU staff stress, and might lead to suffering from burnout or cognitive overload, “wow, mine’s [targets or parameters] all red, things aren’t going very well,” which could have ramifications for both patients and staff due to the well-documented fact that the ICUs are incredibly stressful environments [5,6,52]. These are important concerns to address early and to ensure staff are all fully informed regarding the system itself and the transparency regarding how the digital logs that it will produce may be used outside of patient monitoring (eg, can these be used to assess staff performance in the workplace?). Hence, when implementing new systems, the engagement of end users is key to ensure expectations are set and staff can feel supported by these new systems.

Discussion

Principal Findings and Conclusions

In response to the critical situation of two local ICUs, we conducted a series of interviews to elicit requirements for a bespoke dashboard to help ICU staff save time and work more efficiently, particularly during the COVID-19 pandemic. We found that despite having limited access to end users, our approach of conducting remote requirements interviews for developing a dashboard for COVID-19 ICUs has been successful. The rapid cycle of interviewing end users, prototyping the user interface, and iterating over the software design, despite taking place in extreme and distressing circumstances of the pandemic, has proven to be an effective way of producing functional software requirements. These requirements have in turn allowed for the development and deployment of an interactive dashboard currently being tested and evaluated across two hospitals.

The first requirement was the need for a flexible dashboard, primarily to help ICU staff respond to rapidly changing guidance for the management of this new disease. The second requirement emphasized the need for a mobile dashboard, which allows staff to walk around wards with real-time data and information of patients. The third requirement focused on customizability of a dashboard, stemming from the great diversity of roles and tasks conducted by ICU staff. Related to this was the fourth requirement, which was the ability to track and visualize real-time data and daily/hourly trends on patient parameters. The fifth requirement was aimed at pending tasks and targets for staff management. All requirements highlight a need for the integration of different hospital systems within the dashboard, which is a longstanding challenge in medicine [41]. Alongside these requirements, participants raised concerns regarding the infection-risk safety issue of bringing devices into the ICU and of the timing of warnings and alerts.

The study findings confirmed that digital solutions for ICU use would potentially reduce the cognitive load of ICU staff and reduce clinical errors at a time of notably high demand of intensive, critical health care [17]. As summarized by Interviewee 1099 (ICU Consultant), the beneficial implications of having this dashboard would hopefully be that “not only will it make the system more efficient” but it will further give them the possibility of “looking after more patients more safely.”

Limitations

We acknowledge that the sample size is small due to the workload on ICU staff caused by the COVID-19 pandemic, which was the underlying motivation for this research. However, we did capture requirements, perspectives, and experiences from a wide range of clinical roles within the ICU environment across two somewhat different hospitals, particularly from those heavily involved in the health care of COVID-19 patients during the pandemic. There are a number of ways we could have elicited the requirements for the dashboard, including from questionnaires, joint application development, storyboarding, and protocol analysis [31,32]. However, with the time pressure to develop a dashboard that was working and usable, alongside the time pressures ICU staff were under, we wanted to continue with the most straightforward and least cognitively heavy method of elicitation for the ICU staff.

Further, we are aware that our dashboard will require extensive testing in the ICUs with end users such as our interviewees to refine the design and functionality. This would include examining how we would tailor the dashboard for different roles (eg, having a home page with various types of information for each role such as nursing staff vs a consultant or a nutritionist). This will be an iterative process, where we acknowledge that not all needs will necessarily be met; however, our aim is to ensure the device is usable and enhances staff.

We are also aware that our sample comes exclusively from the region of Bristol, which may not be representative for ICUs across the rest of the United Kingdom or indeed outside of the United Kingdom. However COVID-19 has impacted health care provision in many regions and many countries worldwide, and many of the staff, patient, and task management requirements; the ability to track and monitor trends; and the
Dashboard customization for individual staff members are likely to be common requirements both across the United Kingdom and around the world [53].
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Abstract

Background: People with Parkinson disease (PD) have a variety of complex medical problems that require detailed review at each clinical encounter for appropriate management. Care of other complex conditions has benefited from digital health solutions that efficiently integrate disparate clinical information. Although various digital approaches have been developed for research and care in PD, no digital solution to personalize and improve communication in a clinical encounter is readily available.

Objective: We intend to improve the efficacy and efficiency of clinical encounters with people with PD through the development of a platform (PD-BRIDGE) with personalized clinical information from the electronic health record (EHR) and patient-reported outcome (PRO) data.

Methods: Using human-centered design (HCD) processes, we engaged clinician and patient stakeholders in developing PD-BRIDGE through three phases: an inspiration phase involving focus groups and discussions with people having PD, an ideation phase generating preliminary mock-ups for feedback, and an implementation phase testing the platform. To qualitatively evaluate the platform, movement disorders neurologists and people with PD were sent questionnaires asking about the technical validity, usability, and clinical relevance of PD-BRIDGE after their encounter.

Results: The HCD process led to a platform with 4 modules. Among these, 3 modules that pulled data from the EHR include a longitudinal module showing motor ratings over time, a display module showing the most recently collected clinical rating scales, and another display module showing relevant laboratory values and diagnoses; the fourth module displays motor symptom fluctuation based on an at-home diary. In the implementation phase, PD-BRIDGE was used in 17 clinical encounters for patients cared for by 1 of 11 movement disorders neurologists. Most patients felt that PD-BRIDGE facilitated communication with their clinician (n=14, 83%) and helped them understand their disease trajectory (n=11, 65%) and their clinician’s recommendations (n=11, 65%). Neurologists felt that PD-BRIDGE improved their ability to understand the patients’ disease course (n=13, 75% of encounters), supported clinical care recommendations (n=15, 87%), and helped them communicate with their patients (n=14, 81%). In terms of improvements, neurologists noted that data in PD-BRIDGE were not exhaustive in 62% (n=11) of the encounters.

Conclusions: Integrating clinically relevant information from EHR and PRO data into a visually efficient platform (PD-BRIDGE) can facilitate clinical encounters with people with PD. Developing new modules with more disparate information could improve these complex encounters even further.

(JMIR Hum Factors 2022;9(2):e33967) doi:10.2196/33967
KEYWORDS
human-centered design; personal health record; visualization in eHealth; Parkinson disease; digital health

Introduction

Although numerous digital health instruments have been developed, technology has thus far underdelivered when it comes to synthesizing clinical information in a coherent and an efficient way so that a clinician can use the same at the point of care (POC). As people with Parkinson disease (PD) experience problems in many different clinical domains—including motor, autonomic, cognitive, and sleep difficulties [1]—clinicians are faced with the challenge of soliciting and managing a broad range of symptoms. Medication management in people with PD is often highly personalized and based on symptoms that can change frequently, requiring detailed discussions in the clinic. Methods to quantify and track symptoms, whether through in-home mobile apps [2] or more granular quantitative metrics [3], have gained traction in PD and will present even more data streams requiring integration at the POC. Successful incorporation of this information into the clinical workflow, integrated with the already overwhelming amount of information available in the electronic health record (EHR) [4,5], is a critical challenge to overcome if clinicians are to deliver personalized and efficient care.

Researchers have addressed similar issues for other clinical conditions through platforms and dashboards that synthesize information from the EHR. Visualization dashboards have been used to manage the multiple information streams in intensive care units, where they reduce cognitive load [6] and improve quality metric adherence [7], which is variable in neurology [8]. The time required for an inpatient neurology consultation shortened after implementation of a clinical data review platform that integrated clinical information with vital signs, imaging results, and lab findings [9]. Recently, a clinician- and patient-facing platform was designed for multiple sclerosis to serve as a personalized visual aid for understanding the disease course [10]. A framework has also been proposed for integrating questionnaires administered outside usual clinical workflow to supplement the information in the EHR [11]. However, no standard tool with these capabilities is available that is tailored to the complex issues that arise in PD.

To meet this need, we developed a dashboard (PD-BRIDGE) that could be launched directly from the EHR to facilitate clinical interactions with people with PD. Our goal is to improve the efficiency and efficacy of clinical encounters with patients with PD. These encounters are highly complex because the wide-ranging symptoms people with PD experience demand multiple types of information to be considered for management, and this substantial time is needed to solicit and document these types of information. Any tool with this focus must be designed considering the intended users (ie, clinicians or patients). Such an instrument would be most effectively developed using human-centered design (HCD). HCD, when applied to digital health technology, describes a process that starts with identifying the needs of all stakeholders involved in the system that the technology hopes to change, continues with iterative feedback, and finally accounts for how the outcomes of the digital intervention compare with the intended goals [12]. HCD seeks to reduce the reluctance and delay with which many health technologies are adopted into daily practice [13].

Therefore, we used HCD to design and develop a platform that integrates various data types from the EHR, as well as patient-reported outcomes (PROs), into I coherent dashboard that could be easily reviewed by physicians and patients as part of clinical workflows and clinically actionable. Here, we describe the HCD process resulting in the development of PD-BRIDGE according to proposed reporting guidelines for health research involving design [14]. We also report initial user experience.

Methods

Clinical and Research Setting

All study activities took place at the University of California, San Francisco (UCSF) Movement Disorders and Neuromodulation Center, a tertiary academic referral center with a busy clinical practice involving people with PD and other movement disorders. Our research team included clinicians with specialization in movement disorders (EB, IB, JO, and CT), clinicians with experience in digital health applications (RB, KR, and SS), a software engineer (ES), and a participant coordinator and data analyst (WR). These roles were chosen to guarantee familiarity with the challenges of clinical encounters with people with PD and the scope of how digital health solutions could address these challenges. PROs were completed remotely in the patients’ homes prior to each visit, and some clinical consultations involved telemedicine.

Design Process

Phase I: Inspiration Phase

The first phase of HCD is focused on understanding the problem and empathizing with the users. PD-BRIDGE was adapted from BRIDGE, an established platform launched directly from the EHR to pull clinical data in real time to be actionable during the clinical encounter. For adaptability, BRIDGE was designed as a Substitutable Medical Applications and Reusable Technology on Fast Health Interoperability Resources (SMART on FHIR) [15,16] interface, which provides the technical capability for implementation in different EHR vendors and usage of different applications. BRIDGE converts multiple information streams (clinic-specific flow sheets, imaging data, patient questionnaires, and other EHR data elements) into visualization modules, or “widgets,” that can be customized accordingly to fit the needs of users with various clinical conditions, including multiple sclerosis [10] and other neurologic and neuropsychiatric diagnoses. Therefore, our first step was to identify the most useful modules to develop for PD-BRIDGE.

We began our inspiration phase with 2 focus groups, 1 with 14 movement disorders experts, as well as 5 individual discussions with people with PD. In this phase, we identified challenges...
associated with systematically collecting and visualizing data, understanding patient histories, and gathering and understanding patients’ daily patterns for medication adherence and side effects. The inspiration phase occurred over the course of 3 months.

**Phase II: Ideation Phase**

The ideation phase of HCD is focused on creating solutions for the problems defined in the inspiration phase. Through the focus groups, we generated mock-ups for preferred data visualization modules that could support the clinical information most often discussed and required for making decisions in clinical encounters with PD patients. Preliminary mock-up designs of these ideas were constructed and then presented to 5 physician/patient stakeholders for more feedback before implementation. Feedback was centered around summarizing complex histories, visualizing elements that could support medication management, and better visualization of longitudinal progression. The modules were then programmed and implemented on a live platform and made available to a select group of testers. The ideation phase occurred over the course of 6 months.

**Phase III: Implementation Phase**

The implementation phase is focused on building, testing, and iterating the solution. Once the PD-BRIDGE dashboard was built, user testing involved 2 stages. In the first stage, 2 movement disorders physicians—selected for their clinical volume and enthusiasm for digital technologies—agreed to use the platform for their upcoming regularly scheduled clinical encounters and to display it to their patients as appropriate. The clinicians then provided feedback regarding any potential software bugs, accuracy related to the medical chart, and requirement of further coding (eg, whether to code and display different formulations of a medication as 1 or 2 separate medications). Patients in these encounters were invited to fill out PROs before their scheduled visit and provide qualitative feedback regarding the usability and relevance of the tool after their clinical encounter. Further programmatic development then occurred to address qualitative feedback arising during this stage. This first stage took place over 3 months.

In the second stage, all 14 movement disorders physicians in our center were invited to use the platform in their upcoming regularly scheduled clinical encounters, with a goal of 30 total encounters. Each participating clinician signed an informed consent. Clinicians would identify patients having complex symptoms amenable to PD-BRIDGE and notify the research coordinator so they could be contacted in advance of the visit over telephone. After obtaining informed consent, the research coordinator would obtain demographic information, basic information about the disease state, and then send the PROs to the participants.

During the clinical encounter, clinicians launched the PD-BRIDGE platform; both sets of users were then invited to complete user experience surveys (see Multimedia Appendices 1-2). Survey questions were developed based on the Health Information Technology Usability Evaluation Model [17]. This model integrates multiple usability theories including the Technology Acceptance Model (TAM) [18] and evaluates subjective (eg, perceived usefulness, perceived ease of use) and objective (eg, efficiency, effectiveness) outcomes. Specifically, patient surveys focused on the usefulness of PD-BRIDGE, the quality of communication throughout the encounter, comfort with the implementation and perceived security of the platform, and overall satisfaction of the visit. Clinician surveys focused on completeness of the data available, usability of PD-BRIDGE, the ability of the platform to facilitate the encounter, and overall satisfaction with the visit. Both surveys asked for specific feedback about visualizations and data in PD-BRIDGE. All surveys were in English and were administered using the REDCap platform; REDCap was also used to store survey responses. This second stage of implementation occurred over the course of 6 months, leading to a total design process timeline of 18 months.

**Data Analysis**

We constructed descriptive tables to summarize the demographic and clinical information about the participant cohort. We then summarized survey response data from clinicians and participant respondents. All descriptive analyses were performed using R (version 4.0.2; R Foundation for Statistical Computing). Tables were generated using the gtsummary package [19] and graphs were constructed using the ggplot2 package in R [20].

**Approvals and Consent**

Evaluation of the platform and responses to the questionnaires were approved by the UCSF Institutional Review Board (IRB # 18-26148). Electronically signed informed consent was obtained from clinicians and patients prior to their participation.

**Results**

**PD-Specific BRIDGE Modules Designed and Developed Through the HCD Process**

Through stakeholder discussions, several modules were designed that would provide meaningful information during a clinical encounter with a person with PD (Figure 1).
Figure 1. Mock-up of the Parkinson disease–specific BRIDGE platform with (A) longitudinal measurement of motor scales, (B) visualization of a patient-entered motor diary, (C) cross sectional clinical scores, and (D) prior diagnoses and laboratory studies relevant to Parkinson disease. HCC: hierarchical condition category.

Adaptation of Existing Modules
To provide historical context to patients and clinicians, information about PD-related medication use and graphical display of the Movement Disorders Society Unified Parkinson’s Disease Rating Scale scores were determined to be highly relevant. These visualizations could be adapted from existing BRIDGE modules, with PD-specific data pulled from the EHR and displayed longitudinally (Figure 1A) as well as cross-sectionally in more detail (Figure 1B). Additionally, laboratory studies and comorbid conditions that are relevant to symptoms and medication management in PD were pulled from the EHR (Figure 1D).

New Module
Stakeholders agreed that a module displaying changes in motor symptoms over the course of the day based on a prospectively collected diary would facilitate clinical decision-making around medication changes and represent an advancement over patient/caregiver recall alone. Having reviewed the existing literature and iOS/Android app stores for such a feature and finding none, we designed a specific module to visualize data from a motor diary prospectively collected as an electronic PRO over the course of 24 hours prior to a patient’s visit. Our survey was initially based on the original paper diary for PD designed by Hauser et al [21], asking participants to define whether they were in the medication “ON” or “OFF” state, or had dyskinesia involving abnormal involuntary movements that occur as a complication of medications for PD that were either troublesome or not troublesome. However, patients noted trouble with the binary choice between ON and OFF and requested more granularity for choosing to what extent their medications were working. Therefore, we adapted the diary to allow for a graded response (see Multimedia Appendix 3), adjusted the visualization to express medication effects over the course of the day from a scale of 0% to 100%, and overlaid them with indicators of the presence of dyskinesia and medication timing (Figure 1B). Thus, the ON time for a given participant could be interpreted as the area under the curve and used to justify and discuss changes in medication timing or dosage.

Modules Prioritized for a Future Round of Development
Additional modules were deemed desirable by some participants but were postponed to a future round of development after the initial testing phase. These modules either had a lower overall priority according to stakeholders or required a greater technical “lift.” The themes of these proposed modules include understanding longitudinal changes in nonmotor symptoms of PD (including mood and cognition), visualizing scores of neuropsychiatric testing, integrating neuroimaging and clinical videos, and visualizing changes in deep brain stimulation settings. PD-BRIDGE can also display quantitative motor and nonmotor ratings in relation to averages across the clinic or compared to age-adjusted normative values. Clinicians felt that these features would not be appropriate because advanced patients could be discouraged by seeing their information in this context, scores could be subjective, and normative values were not well established for PD. Hence, we did not include these features in this iteration but asked participants for their opinions in this area.

Implementation Phase: Patient Experience
In total, 34 patients consented to test the PD-BRIDGE platform in their clinical encounter and 32 filled out the motor diary. Of these, 21 completed the user experience survey after their visit (Table 1). Demographic and clinical characteristics of those who completed the survey were not significantly different from those who did not (data not shown). Overall, PD-BRIDGE was used in at least 17 clinical encounters; in 1 additional encounter,
a clinician reported using PD-BRIDGE whereas a patient did not.

Of the 17 patients reporting that their physician used PD-BRIDGE during their clinical encounter, 14 (83%) felt that PD-BRIDGE facilitated communication with their clinician, 11 (65%) thought it helped them understand their disease trajectory, and 11 (65%) felt that it helped them understand their clinician’s recommendations (Figure 2). Participants felt comfortable visualizing their own data points, and though not currently a feature of the PD-specific BRIDGE, 9 (50%) stated that they felt comfortable comparing their data with others’ deidentified data, and 10 (56%) felt comfortable having their deidentified data used to inform decision-making for others. Importantly, no participants expressed concerns about the privacy of their data on the PD-BRIDGE platform (Figure 3).

Table 1. Characteristics of patient users of PD-BRIDGE (N=17).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at visit in years, mean (SD)</td>
<td>66 (11)</td>
</tr>
<tr>
<td>Males, n (%)</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Not Hispanic or Latino, n (%)</td>
<td>17 (100)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (5.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (5.9)</td>
</tr>
<tr>
<td>White</td>
<td>15 (88)</td>
</tr>
<tr>
<td>Disease duration in years, mean (SD)</td>
<td>6.8 (4.0)</td>
</tr>
</tbody>
</table>

Figure 2. Responses from patients regarding the helpfulness of using PD-BRIDGE.

Figure 3. Responses from patients pertaining to their comfort with different aspects of PD-BRIDGE.
Specific comments were solicited from patient participants about what did and did not work well about the PD-BRIDGE platform. With respect to ease of use, 3 participants remarked that filling in data was fast and easy, whereas 1 found filling out the motor diary challenging. With respect to the likeability and usefulness of the visualizations, 5 appreciated the visualizations. Qualitative comments included feelings that PD-BRIDGE provided “a clearer picture of how (medications were) working at different times throughout the day/night,” that the “graph was helpful in explaining…symptoms during the day,” and that it showed “visual progression.” One participant specifically noted that discussing the visualizations facilitated “adjustment of…medication as it relates to wearing-off.” Another patient remarked that the platform did not yet include enough data to be helpful.

**Implementation Phase: Neurologist Experience**

In total, 11 movement disorders neurologists filled out a survey for a patient encounter, for a total of 16 encounters where PD-BRIDGE was used. With respect to data and visualizations, neurologists generally felt that they had the correct visual aids to explain their patients’ disease to them (agreeing for n=11, 69% of encounters) and disagreed that they had difficulty communicating with their patient about their disease course (n=14, 88%) or their recommended care (n=15, 93%). Neurologists felt that PD-BRIDGE helped them “get on the same page” as their patient 94% (n=15) of the time. Further, although neurologists felt that the data were up to date in 94% (n=15) of the encounters, they felt the data were not exhaustive in 62% (n=10) and that the EHR was more complete in 50% (n=8) of encounters. Still, during 44% (n=7) of the encounters, neurologists felt that the data in PD-BRIDGE were more complete than what could be retrieved through the EHR. In terms of improvements, 4 neurologists suggested that more data be imported into PD-BRIDGE to make it applicable to a wider range of patients, whereas others requested more features such as visualization of nonmotor symptom progression (1 neurologist) or uploading of clinical videos (1 neurologist).

With respect to perceived usefulness, neurologists felt that PD-BRIDGE helped with many clinical aspects of the office visit in the majority of the 16 encounters, including understanding their patients’ disease course (n=12, 75%), driving clinical care recommendations (n=14, 87%), and communicating with their patient (n=13, 81%), as shown in Figure 4. When asked about specific features that worked, they mentioned the benefit of “visualizing (that) fluctuations were greatly reduced,” “demonstrat(ing) the need for increasing medications,” and “hav(ing) a visual aid for patients and clinicians to reference and to guide discussion.” Neurologists appreciated seeing “the (clinical) trajectory longitudinally” and the “ability to incorporate the MDS-UPDRS.”

Figure 4. Responses from clinicians regarding clinical aspects of PD-BRIDGE.

**Discussion**

**Principal Results**

Using iterative design techniques and engaging feedback from intended patient and clinician users, we developed a disease-specific platform designed to facilitate clinical encounters for the care of people with PD.

Although information overload occurs throughout different areas of medicine, PD is a condition that would particularly benefit from integrated and efficient delivery of clinical information. Symptoms in PD change frequently over the course of a typical day and vary from patient to patient, making modules such as the motor diary helpful to not only capture hour-by-hour fluctuations in patient experience but also visualize these reports efficiently. These symptoms will likely be captured by mobile or wearable devices in the near future, creating another information stream that needs to be effectively displayed in the EHR. Furthermore, PD management involves multiple types of medications and procedures (eg, deep brain stimulation and botulinum toxin), which can evolve and become increasingly complex over time, resulting in a large amount of information to review and consider at each clinic visit. Designing ways to rapidly ingest and use this data to inform clinical decisions and assist in counseling patients is imperative.

We used an HCD process to develop a SMART on FHIR application to approach this problem. We decided that the HCD process would most effectively solicit the varied perspectives involved in clinical care of people with PD with an instrument that could then be adopted quickly into clinical workflows. We
also felt that the SMART on FHIR platform and modular approach of BRIDGE allowed for the greatest adaptability to various needs and would guarantee eventual transferability to other contexts. The HCD process was indeed effective in engaging clinicians and patients in all stages of design and allowed us to incorporate clinical workflows into platform development. However, a major challenge with this process was how to prioritize various requests and perspectives; even within the same subspecialty, clinicians have various workflows and find different types of information useful, such that selecting the most important and most widely applicable visualizations was challenging. Future iterations of PD-BRIDGE will include a wider array of modules to meet these requests, and the modular approach will allow for further personalization. We also noted that stakeholder enthusiasm for aspects of PD-BRIDGE, expressed in focus groups, did not always translate to engagement, and incorporating pilot testing and implementation into the design phase was an essential aspect of HCD to identify the barriers to adoption of the platform.

PD-BRIDGE facilitates clinical encounters by integrating information from disparate sources (eg, home diaries, elements in the EHR) into easily visualized displays. The modular design of the platform allows for easy adaptation to various subspecialties. Our PD stakeholders were enthusiastic about this platform and readily identified several key features that would increase efficiency in clinical encounters. Some were prioritized for the current version, and others will be integrated into future versions. However, the perceived benefit of a digital health product is not sufficient for its adoption, and clinical workflows can be especially challenging processes to change. The likelihood that a digital health instrument such as PD-BRIDGE will be used can be evaluated using a proposed structured framework that considers technical validation, clinical validation, usability, and cost [22].

From a technical perspective, the information that PD-BRIDGE represented was accurate when compared to the current gold standard, namely the EHR. The main feedback from neurologists for the PD-BRIDGE platform was that data were not as complete as that in the EHR. Although the EHR has a wealth of clinically relevant information, much of it is buried in free text and is challenging to extract in an automated and a reliable fashion. To address these issues, we developed an EHR flowsheet in parallel where specific clinically relevant information is collected in a manner accessible to PD-BRIDGE for integration in future versions. Notably, our institution’s EHR (EPIC) makes flow sheets available to other institutions’ developers through EPIC App Orchard, meaning that they can be easily downloaded and used in other subspecialty clinics with the same EHR. Another important technical feature of the EHR is privacy, which BRIDGE maintains by launching directly from within the EHR firewall. Reassuringly, patients did not express any concerns with PD-BRIDGE threatening privacy of their data.

From a clinical perspective, the major goal of PD-BRIDGE was to facilitate discussions about symptom management, which can be complex in PD. In our discussions, movement disorders neurologists indicated that their patient counseling usually relies on purely verbal conversations with no visual aid, though reading material may be provided to a patient afterward. Some neurologists did use illustrations to convey their messages, but these were usually not patient-specific. PD-BRIDGE transformed patient-specific data into visualizations that were rated as clinically useful by patients and providers; having a visual aid helped translate the patients’ verbal description of their symptoms and improved their understanding of the purpose of medication changes. Some patients also noted that PD-BRIDGE facilitated longitudinal understanding of their condition, which is a challenging disease characteristic to grasp from the EHR. In initial focus groups, neurologists had expressed a concern about patients visualizing how their data compared to others or allowing their data to be even seen in the aggregate form. Although our version of PD-BRIDGE did not include these features, it was reassuring that the patients we surveyed indicated no specific concern around these issues, and such features may be worthwhile to include in the future.

PD-BRIDGE also demonstrated sufficient usability, though we identified areas for improvement. The majority of PD-BRIDGE data are pulled automatically from the medical record, and this therefore places minimal burden on the clinician users, who can access all these data with a click at the POC. However, data must be entered discretely to be used in visualizations, and as PD-BRIDGE begins to incorporate more data streams, clinicians may need to change how they enter clinical data. PD-BRIDGE also relies on patient-entered PROs, including the 24-hour motor diary visualizations, which did require time from patients. Some patients appreciated the opportunity to list their symptoms, and some found it burdensome and error-prone. Therefore, these aspects of PD-BRIDGE may be more amenable to some clinicians and patients and not to others, and understanding these opinions can inform future implementation efforts. Future advances, such as a voice input option in lieu of keyboarding, may improve accessibility for motor-impaired patients.

Limitations
Despite this encouraging preliminary feedback, the current study’s limitations require that further testing be conducted. We were only able to survey a small number of patients and neurologists and may not have captured the full range of feedback on the instrument. The results of the survey may also have suffered from selection bias; although we included the majority of movement disorders neurologists in our division, the groups of patients willing to test PD-BRIDGE were possibly already enthusiastic about this type of technology, even if we did not observe significant differences between participants and nonparticipants. Future studies can evaluate how PD-BRIDGE improves clinician efficiency, such as by reducing clicks in the EHR, or improves health outcomes, such as by emphasizing important topics from the patient perspective or reminding physicians of quality metrics.

Conclusions
Overall, this study shows the usefulness of adapting a platform that exists within the EHR to subspecialty-specific use. Future versions of PD-BRIDGE will integrate more information streams, such as images, clinical videos, PROs that capture more aspects of PD, and patient devices. As the complexity and breadth of clinical care in PD increases, such a platform will be...
essential to translate the wealth of information into actionable clinical care.
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Abstract

Background: The Discovery Critical Care Research Network Program for Resilience and Emergency Preparedness (Discovery PREP) partnered with a third-party technology vendor to design and implement an electronic data capture tool that addressed multisite data collection challenges during public health emergencies (PHE) in the United States. The basis of the work was to design an electronic data capture tool and to prospectively gather data on usability from bedside clinicians during national health system stress queries and influenza observational studies.

Objective: The aim of this paper is to describe the lessons learned in the design and implementation of a novel electronic data capture tool with the goal of significantly increasing the nation’s capability to manage real-time data collection and analysis during PHE.

Methods: A multiyear and multiphase design approach was taken to create an electronic data capture tool, which was used to pilot rapid data capture during a simulated PHE. Following the pilot, the study team retrospectively assessed the feasibility of automating the data captured by the electronic data capture tool directly from the electronic health record. In addition to user feedback during semistructured interviews, the System Usability Scale (SUS) questionnaire was used as a basis to evaluate the usability and performance of the electronic data capture tool.

Results: Participants included Discovery PREP physicians, their local administrators, and data collectors from tertiary-level academic medical centers at 5 different institutions. User feedback indicated that the designed system had an intuitive user interface and could be used to automate study communication tasks making for more efficient management of multisite studies. SUS questionnaire results classified the system as highly usable (SUS score 82.5/100). Automation of 17 (61%) of the 28 variables in the influenza observational study was deemed feasible during the exploration of automated versus manual data abstraction. The creation and use of the Project Meridian electronic data capture tool identified 6 key design requirements for multisite data collection, including the need for the following: (1) scalability irrespective of the type of participant; (2) a common data set across sites; (3) automated back end administrative capability (eg, reminders and a self-service status board); (4) multimedia communication pathways (eg, email and SMS text messaging); (5) interoperability and integration with local site information technology infrastructure; and (6) natural language processing to extract nondiscrete data elements.

Conclusions: The use of the electronic data capture tool in multiple multisite Discovery PREP clinical studies proved the feasibility of using the novel, cloud-based platform in practice. The lessons learned from this effort can be used to inform the improvement of ongoing global multisite data collection efforts during the COVID-19 pandemic and transform current manual
Knowledge sharing during public health emergencies (PHE) is critical to managing swift and appropriate responses by key decision makers. Moreover, clinical responsibilities are typically increased, and dedicated research personnel may be lacking during a PHE. Despite the call to action from the medical community placed on data sharing for effective response, there remains a lack of standard best practice on information exchange during PHE, with no widely available platform mechanism to facilitate data sharing [1-4]. The absence of standards and technology challenges the ability of clinicians to develop a unified treatment plan to confront patients exposed to the PHE at hand. This has been evident since 2001, when the US Public Health System was challenged with the threat of an Anthrax outbreak [5]. Disparate information sources and unclear jurisdiction across local, state, and federal agencies prevent accurate knowledge sharing and aligned recommendations from decision makers [5]. The lack of information during PHE is a global challenge, as demonstrated in the data collection efforts during the Zika virus epidemic, Ebola outbreak [6], and most recently the COVID-19 pandemic [7-9]. This has been exacerbated during the COVID-19 pandemic, where data are needed to guide treatment protocols, but data sharing across a global spectrum is nonexistent or delayed [9-12]. Global standards and a system that allows for real-time learning during public health crisis are critical to our health care community’s ability to respond to PHE [7-9,13-18].

Optimal responses to PHE require data-driven approaches that allow for prospective and real-time clinical data collection and dissemination that overcome the various challenges in data quality [18]. The current systems suffer from inadequate infrastructure for multisite clinical data capture [8,16,19,20], delays in dissemination of data due to lack of technical capacity [21], a lack of tools to manage the quality of data [20], and the absence of simple and straightforward interfaces that do not add to clinical burden of data collection during PHE [18]. To mitigate the known barriers to data collection during PHE, the Discovery Critical Care Research Network Program for Resilience and Emergency Preparedness (Discovery PREP [17]) partnered with Akido Labs, a third-party technology vendor, to develop a platform known as Project Meridian, a tool designed for data capture and dissemination during PHE. Discovery PREP’s experience with current research data capture platforms during national health system stress tests, and other PHE tabletop exercises, indicated excessive person-hour effort required to coordinate data collection from multiple sites in a simulated PHE [22-25]. Thus, Discovery PREP began investigating novel methods toward multisite clinical data extraction with the goal of significantly increasing the nation’s capability to manage real-time clinical data collection and analysis during PHE. Exploration proceeded with the design and development of a technology-agnostic electronic data capture tool that could facilitate multisite automated data extraction and storage. Following the development of the electronic data capture tool, the feasibility of advancing data capture using automated data extraction compared to manual data entry was assessed in 2 observational studies [26-29]. This paper describes the technical process and lessons learned from this effort, concluding with recommendations for improvement of data sharing platforms during PHE.

Methods

Overview

A multiyear and multiphase approach was taken to develop the electronic data capture tool as visualized in the design timeline (Figure 1). The tool was first developed and piloted for rapid data capture and then expanded to assess the feasibility of automated clinical data extraction. The design and evaluation of the electronic data capture tool spanned from January 2017 to April 2018.

Reducing the burden of data collection was a key design principle for the electronic data capture tool, as clinical responsibilities typically increase during PHE, and the availability of research personnel is insufficient to capture the volume of data need for robust clinical trials and their analysis, especially for the critically ill or injured [2,3,18]. The electronic data capture tool was designed with an intuitive data entry interface to reduce time and effort for data entry with the added capability to enter data on a smartphone. Ease of use was combined with considerations for scalability across multiple institutions to eliminate manual administration processes and bridge the gap created by disparate platforms.
Platform Design and Development

The participants included Discovery PREP physicians, their local administrators, and data collectors from tertiary-level academic medical centers at 5 geographically distributed institutions (University of Southern California, Washington University in St. Louis, Baylor University, Mayo Clinic, and Duke University). Design, development, rapid prototyping, and user feedback took place between January 2017 and July 2017. Information was gathered prior to the development of the electronic data capture tool to identify the unmet needs and solidify design specifications. Individual semistructured interviews were conducted over a 45-minute duration. A total of 11 participants were interviewed, including 3 (27%) physician researchers, 3 (27%) data collectors, 4 (36%) administrators, and 1 (9%) biostatistician to understand workflows and data collection challenges during a PHE. The initial predevelopment interviews were qualitative in nature and elicited information on data collection processes and limitations of current electronic data capture tools (Table 1).

Table 1. Qualitative interview questions prior to electronic data capture tool development.

<table>
<thead>
<tr>
<th>Question #</th>
<th>Question detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>When do you complete CRFs(^a) with respect to enrollment time?</td>
</tr>
<tr>
<td>2</td>
<td>How are new study subjects identified?</td>
</tr>
<tr>
<td>3</td>
<td>How are new subjects communicated to data collector?</td>
</tr>
<tr>
<td>4</td>
<td>What is your process for collecting data for the CRF?</td>
</tr>
<tr>
<td>5</td>
<td>What are the pain points you experience with REDCap(^b)?</td>
</tr>
<tr>
<td>6</td>
<td>Pain points with the last study you participated in?</td>
</tr>
</tbody>
</table>

\(^a\)CRF: case report form.
\(^b\)REDCap: Research Electronic Data Capture.

Project Meridian was designed to be powered by the Akido Labs Development Environment. The latter was designed to enable modern development in a health care environment by abstracting four core unique complexities specific to this industry, including security of patient health information, compliance, interoperability, and governance (Multimedia Appendix 1). User-centered design practices with an eye toward a simple user interface were the basis of the design of the user interface and prototypes (Figure 2; Multimedia Appendices 2 and 3). Postdevelopment, user prototyping interviews focused on feedback regarding electronic data capture tool prototypes. An agile approach of rapid iteration following user feedback was taken to enhance the electronic data capture tool following each interview in preparation for the next, following a hypothesize-design-test learning loop. Interviews were performed both in person and remotely via screen sharing, as needed. The interviews were semistructured, and users conducted standardized tasks while observed by the investigator team including the following: Discovery PREP administrative team, Akido Labs engineers, and a notetaker to capture user...
feedback on functionality, user experience, and messaging to guide usage. All clicks, mouse movements, and time required to accomplish specific tasks were recorded for analysis and used to refine the platform design.

**Figure 2.** Project Meridian mobile capability screenshots. ECMO: extracorporeal membrane oxygenation; eCRF: Electronic Case Report Form; FDA: Food and Drug Administration; ICU: intensive care unit; IV: intravenous.

**Usability and Pilot Study Testing**

Additional feedback was gathered during user acceptance testing (UAT). UAT was performed using the two following scenarios: (1) a Discovery PREP health system stress query over 401 participants in August 2017 (Figure 3), and (2) 34 Society of Critical Care Medicine participants affected by Hurricane Harvey in the state of Texas in September 2017 (Figure 4). The chart on the left for both Figures 3 and 4 show the breakdown of responder practice setting. The map in Figure 3 illustrates the map of responders superimposed on population density. The map in Figure 4 displays the number of responses to the Hurricane Harvey query. Additional feature enhancements were assessed based on the feedback gathered during UAT. Following UAT, the electronic data capture tool was used to facilitate data collection for 2 clinical studies encompassing 403 users across the United States. Both clinical studies involved gathering information on the impact of seasonal influenza on health system stress. The studies were conducted with 12 sites for 17 weeks. The first study involved a predefined set of users with a large data collection form including 151 patient-level clinical data elements. The second encompassed a brief data collection form with 20 questions with census and health system stress level data. Data were collected weekly from health care systems using the Project Meridian platform. Following these studies, a subset of users (n=20) completed the System Usability Scale (SUS) questionnaire [30,31], 19 (95%) participated in debriefing sessions, and 13 (65%) completed a poststudy survey.
Figure 3. User acceptance testing (UAT) map of responders, National Health System Stress Query (n=401). ED: emergency department; ICU: intensive care unit.

Figure 4. User acceptance testing (UAT) map of responders, Hurricane Harvey (n=20). ED: emergency department; ICU: intensive care unit.
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Automated Versus Manual Data Extraction
Seasonal influenza was used as a proxy for a PHE during the comparison of automated and manual data collection [29]. Patients in an intensive care unit (ICU) with laboratory-confirmed influenza were enrolled into an investigational review board–approved observational study (HS-17-00837). At a single institution, patient selection and data collection were completed using two methods in parallel: research personnel effort (manual) and querying of institutional clinical data warehouse (automated). Data were collected over a 2-week period using a consensus, previously reported tiered case report form (CRF). Tier 1 of the CRF sought demographics, diagnoses, and lab results as well as supportive care details from the first 24 hours of ICU visit. Tier 2 sought more detailed clinical data from disease onset to patient discharge. Tier 1 was used for comparison in the feasibility test. The automated approach required the identification of relevant patients and gathering of key data elements by executing daily automated queries to an institutional clinical data warehouse. Data were stored and compared for accuracy following the 2-week period.

Results
Platform Design and Development
During the design phase, the results of the initial qualitative interviews highlighted the following themes: (1) the need to
automate data entry; (2) the need to automate frequent study communications and coordination tasks; (3) the importance of ease-of-access and usability; and (4) the need to enable real-time data reporting to stakeholders during a PHE. Identification of these needs led to the inclusion of multiple feature enhancements within the Project Meridian platform prior to product launch (Textbox 1).

**Textbox 1. Project Meridian feature enhancements.**

<table>
<thead>
<tr>
<th>Feature description</th>
</tr>
</thead>
<tbody>
<tr>
<td>● Gamification—leaderboard for number of responses</td>
</tr>
<tr>
<td>● Text message–based survey initiation</td>
</tr>
<tr>
<td>● Refer a colleague (if primary responder not on clinical service, or new responder)</td>
</tr>
<tr>
<td>● Redesign of automated survey email (improving call to action)</td>
</tr>
<tr>
<td>● Improving visibility of case report form completion rate</td>
</tr>
<tr>
<td>● Common view for members of one study team (one institution). All case report forms visible to all study data collectors at a given institution</td>
</tr>
<tr>
<td>● Advanced query functions to prompt individuals or their sites</td>
</tr>
</tbody>
</table>

**Usability and Pilot Study Testing**

Design, development, and UAT of the platform occurred over a 9-month period. During usability testing, using the observational studies, data entry personnel reported increased awareness of data entry completeness with the use of site level summary dashboards. Additionally, Discovery PREP study administrators reported that the automation of scheduled personalized emails to the study participants reduced study administration time by an estimated 80% compared to previous studies. The results of the SUS questionnaire [30,31] classified the system among the 90th percentile of a broad class of systems evaluated [30] and was therefore highly usable (SUS score 82.5/100).

**Automated Versus Manual Data Extraction**

The automated and manual data extraction pilot for patient selection independently identified the correct patients (N=4) during the 2-week study period. Completion of Tier 1 of the CRF per patient was 100% (28/28) via manual approach and 61% (17/28) via automation. Compared with manually collected data, automated data were 50% (70/141) identical and 13% (18/141) different. Variables such as demographics, ventilator status, and availability of lab values were identical. The individual lab values pulled in the first 24 hours of ICU admission were not always identical as there were multiple values available for some patients within that first 24-hour period. Values for pregnancy status, preadmit events, coinfections, and means of identification were missing. Data obtained through automated means had an inherent delay of up to 24 hours due to the use of the data warehouse infrastructure. Manually collected data had an average delay of 2-days between fulfillment of inclusion criteria and enrollment into the study.

**Discussion**

The electronic data capture tool designed and tested proved highly usable and capable of collecting critical information during PHE test scenarios. One of the lessons learned globally during the recent COVID-19 pandemic is the importance of standardized real-time data collection, analysis, and reporting [7,32]. Prior to the pandemic, Discovery PREP investigators and federal partners developed a novel data capture system to manage multisite data collection to address the all-hazards core data set used to characterize serious illness, injuries, and resource requirements during PHE [18]. The design and implementation of the Project Meridian electronic data capture tool was Discovery PREP’s successful solution to enhance coordinated data collection capabilities during PHEs by addressing the pain points experienced by the clinical community during multisite data collection. Discovery PREP continued to leverage and report on the use of the Project Meridian platform in subsequent national studies [33,34].

Throughout this design and use process, Discovery PREP learned that specific design tenets need to be addressed to successfully gather essential information during a PHE. These tenets include the following:

1. Gathering data to assess a nationwide health system stress during influenza seasons involved collecting data from a bedside clinician (N=403) or an individual institution (N=12) [26-28]. Thus, the data collection system needs to be scalable and adaptable to the number and type of participants.

2. The data gathered during an event may include multiple types of case report forms with a combination of similar and differing variables that often require repeat measurements. For example, one of the observational studies was a weekly query to assess health system stress, while the other study was a single-report event with the same set of variables but with additional clinical content. Furthermore, a common data dictionary was created across Discovery PREP participating institutions to ensure the alignment of data collection across the sites. Thus, a data collection system must be able to accommodate a common consensus data set, with repeated measures across studies, and aggregate data for analysis and reporting to regional and federal government agencies.

3. Automating study administrative and communication tasks (eg, reminder emails) reduced the amount of manual administration for the study. Additionally, the status board (eg, leaderboard) served as a self-service visual to assess individual responses compared to others and to drive an
increase in participant response. Thus, a data collection system should automate communication tasks and incorporate a status board for self-service and to encourage participation, especially during PHEs such as the COVID-19 pandemic.

4. The participants noted that during a busy clinical shift, text messaging was a more effective way to obtain a rapid response. Thus, a data collection system needs to adapt to the preferred communication method of the participant, which may vary across time and institutions.

5. Automation of data and reduction of data acquisition time requires a highly interoperable system that integrates with the variety of platforms used at various institutions. Thus, a data collection system should provide the flexibility and functionality to integrate with local information technology infrastructure for automated and near-real time data capture.

6. In a single institution, the identification of eligible patients was reliably accomplished using automation. Additionally, 50% of the data collected manually for one of the observational studies was identically gathered through automation. However, when comparing the manual versus automated data extraction process, only discrete, categorical data fields were available. Text blocks within progress, operative, and discharge notes or the history and physical notes could not be automated for our purposes. Thus, an optimal data collection system should include natural language processing capability with access to these types of domains to fully automate local data extraction.

Extensive work is needed to meet the needs of rapid data collection during a PHE. This has been evident during the COVID-19 pandemic, where surveillance efforts have underlined the benefits of creating a Clinical Informatics Digital Hub for monitoring and for clinical trial data management [32]. To expand the findings in this report, more investigation is needed to assess the following: feasibility of real-time automation; the use of synchronization protocols as needed in areas challenged by unreliable or slow internet access [35]; the use of natural language processing to capture unstructured data [36]; and application of artificial intelligence to expand our ability to respond to a rapidly evolving disease [37]. With a lack of common regional or federal PHE reporting standards in the United States, third-party integration platforms such as Project Meridian can provide essential flexible infrastructure.

Rapid data collection is critical to an optimized national and international response [6,32,36]. Discovery PREP addressed this need by building and piloting an electronic data capture tool that was successful in collecting coordinated and real-time multisite data to assess health system stress and evaluated treatment protocols for seasonal influenza across the United States. The lessons learned from this report should be leveraged to improve data collection efforts and provide the foundation for further investigations focused on the evolution of manual data abstraction into reliable, real-time, and automated information exchange.
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Usability of the Swedish Accessible Electronic Health Record: Qualitative Survey Study

Abstract

Background: Patient portals are increasingly being implemented worldwide to ensure that patients have timely access to their health data, including patients’ access to their electronic health records. In Sweden, the e-service Journalen is a national patient-accessible electronic health record (PAEHR), accessible on the web through the national patient portal. User characteristics and perceived benefits of using a PAEHR will influence behavioral intentions to use and adoption; however, poor usability, which increases effort expectancy, may have a negative impact. Therefore, it is of interest to further explore how users of the PAEHR Journalen perceive its usability and usefulness.

Objective: On the basis of the analysis of the survey respondents’ experiences of the usability of the Swedish PAEHR, this study aimed to identify specific usability problems that may need to be addressed in the future.

Methods: A survey study was conducted to elicit opinions and experiences of patients using Journalen. Data were collected from June to October 2016. The questionnaire included a free-text question regarding the usability of the system, and the responses were analyzed using content analysis with a sociotechnical framework as guidance when grouping identified usability issues.

Results: During the survey period, 423,141 users logged into Journalen, of whom 2587 (0.61%) completed the survey (unique users who logged in; response rate 0.61%). Of the 2587 respondents, 186 (7.19%) provided free-text comments on the usability questions. The analysis resulted in 19 categories, which could be grouped under 7 of the 8 dimensions in the sociotechnical framework of Sittig and Singh. The most frequently mentioned problems were related to regional access limitations, structure and navigation of the patient portal, and language and understanding.

Conclusions: Although the survey respondents, who were also end users of the PAEHR Journalen, were overall satisfied with its usability, they also experienced important challenges when accessing their records. For all patients to be able to reap the benefits of record access, it is essential to understand both the usability challenges they encounter and, more broadly, how policies, regulations, and technical implementation decisions affect the usefulness of record access. The results presented here are specific to the Swedish PAEHR Journalen but also provide important insights into how design and implementation of record access can be improved in any context.

(JMIR Hum Factors 2022;9(2):e37192) doi:10.2196/37192
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Introduction

Background

Patient portals are increasingly being implemented worldwide to ensure that patients have timely access to their health data and a means of communicating with health care professionals and managing their health care [1]. Although they were originally mostly for administration, patients are now gaining access to not only test results but also their full electronic health record (EHR), including notes written by health care professionals.

Patient-accessible EHRs (PAEHRs) have been or are being implemented in many countries, such as Finland, France, Norway, Australia, Denmark, Canada, the United Kingdom, and Sweden [2]. In some countries, these are local implementations at a specific hospital or region, whereas others have national solutions [3]. Differences in strategies and approaches have affected uptake and impact, and in several countries, the implementation progress has been slow because of legal constraints [4,5] and concerns about, for example, security and privacy among medical professionals [6-8].

In the United States, the OpenNotes initiative for providing patients access to their EHR began as a pilot and evaluation project that included 105 volunteer primary care physicians and their 19,000 patients [9,10]. The initiative started in 2010 and has since spread throughout the United States [11]. As of April 2021, a federal rule requires US health care providers to allow patients access to all health information in their EHR [12,13].

In Sweden, Journalen is a national PAEHR that is accessible via the web through the national patient portal 1177.se [14]. The PAEHR service accesses EHR information from different EHR systems used throughout Swedish health care organizations through a national health information exchange platform [15,16]. Therefore, patients have one access point for all their health record information [14]. Since the first Swedish region began providing its inhabitants web-based access to their health records in 2012, all other regions have connected to the national infrastructure and the PAEHR Journalen, with the last connection in March 2018. Different regions have also made different choices regarding how much of their information would be made available to patients [14,17].

A challenge that is frequently described internationally is the low adoption rate of patient portals and PAEHRs. This is often attributed to either perceived low usefulness or poor usability in combination with low eHealth literacy among users [18]. Therefore, it is of interest to explore how users of PAEHR Journalen perceive its usability and usefulness.

In this study, we analyzed data on usability issues from a national survey conducted among patients who used the PAEHR Journalen. A first analysis of the main results from the survey was published in 2018 [17] and contained an overview of the full survey. Usability was assessed in the survey using the System Usability Scale (SUS) [19,20], and the results of the SUS analysis indicated that the PAEHR was rated fairly highly by the respondents (81 on the SUS scale) [21]. However, as such, the SUS scale does not give any indication of what types of usability problems end users experience or the severity. Therefore, in this study, we analyzed qualitative free-text comments related to the usability of the PAEHR from the same national survey.

Objectives

On the basis of the analysis of the survey respondents’ experiences of the usability of the Swedish PAEHR, this study aimed to identify specific usability problems that may need to be addressed in the future. Regardless of whether the problems were frequent or disturbed all users, or whether the usability problems were severe or important to some users, the aim was to cover different aspects and indicate where future efforts need to be put.

Methods

Overview

A survey study was conducted to elicit the opinions and experiences of patients using Journalen. Participants were recruited through the national PAEHR Journalen. When patients logged into Journalen, they received a request for voluntary survey participation together with information about the study.

At the time of data collection (June to October 2016), not all regions were providing patients access to their records through Journalen, and among those who did, the level of transparency varied [17]. Of 22 health care providers (21 regions and 1 private health care provider), 18 (82%) gave patients web-based access to notes in the record, whereas only 8 (36%) gave access to laboratory results and 7 (32%) to immunizations [17]. Notes from psychiatric care were shared by only 2 (9%) health care providers, a number that has increased rapidly since [22].

Data Collection

A questionnaire was designed covering different topic areas with 24 questions, in Swedish (see the full questionnaire in the study by Moll et al [17]), including questions regarding the usability of the system using SUS [21], followed by a free-text comment where the respondents could add anything they wanted regarding the usability of the system. Thus, the resulting free-text comments were the material for this study.

The usability and technical functionality of the electronic questionnaire were not tested before fielding the questionnaire. However, participants received information about whom to contact in case of technical issues.

The collected data were managed by the national eHealth service provider Inera AB in accordance with the security requirements presented in the ethical application and approved by the Regional Ethical Review Board. The survey data were stored in the same database system as the PAEHR, indicating that the collected data, including the patient ID, had the same security protection as all patient information handled in the PAEHR. The patient ID was stored during the collection period to ensure that patients did not leave duplicate responses. When the collection period was completed, the patient ID was removed, and all stored information was anonymized. The anonymized data set was exported to the researchers for analysis.
Data Analysis

Overall, 2587 patients from 21 county councils completed the survey. The number of respondents for each county council or region varied. Only completed questionnaires were included for analysis, as the answers were stored in the database only when the respondent chose to submit them on the last page.

In this study, we focused on free-text answers related to the usability of Journalen. Free-text answers regarding usability were analyzed through inductive content analysis, as proposed by Graneheim and Lundman [23]. Questions regarding demography and the perceived usefulness of the overall survey are also presented.

In total, 186 respondents voluntarily provided free-text answers to the question about Journalen’s usability. The answers were read independently by both authors (MH and IS), and meaning-bearing units or meaning units were identified and coded according to their content [23]. Graneheim and Lundman [23] define meaning units as “words, sentences or paragraphs containing aspects related to each other through their content and context.” Most comments were short and equalled one meaning-bearing unit; however, some contained more information and were represented by ≥2 meaning-bearing units. Therefore, the total number of coded meaning-bearing units was >186.

The analysis began with each author performing a traditional deductive content analysis [23], independently categorizing the identified meaning-bearing units into categories. However, we quickly saw that the content of the comments went beyond traditional usability issues and matched the 8 dimensions of the sociotechnical framework by Sittig and Singh [24]. Therefore, we decided to use this framework to group the categories that emerged. The eight dimensions were (1) hardware and software computing infrastructure; (2) clinical content; (3) human-computer interface; (4) people; (5) workflow and communication; (6) internal organizational policies, procedures, and culture; (7) external organizational policies, procedures, and context; (8) system measurement and monitoring.

Ethics Approval

Data were collected from June to October 2016 after ethics approval of the research was granted by the Regional Ethical Review Board in Uppsala, Sweden (EPN 2016/129).

Results

Overview

During the survey period, 423,141 unique users logged in to Journalen, of whom 2587 (0.61%) patients completed the survey. Of all the respondents, 62.97% (1629/2587) identified as women and 30.85% (798/2587) as men; 0.39% (10/2587) of the respondents chose other, and 5.8% (150/2587) did not answer this question. According to use statistics provided by Inera AB, the company providing Journalen and the national patient portal [25], this reflects the gender distribution of the users in general (in 2016: 60% women and 40% men). Of all respondents, 39.81% (1030/2587) stated that they were working or had been working within health care, and 54.54% (1411/2587) stated that they had no professional relation to health care; 5.64% (146/2587) of respondents did not answer this question. Respondents to this survey had a higher education level than the general population [17]. Among our respondents, 60.57% (1487/2455) had higher education compared with 42% of the general population [26]. Whether this is because users of Journalen are well educated or whether this is a subgroup of users who are more inclined to answer a survey is not known.

In summary, the survey results regarding user characteristics at the national level indicated that most respondents were women and that most had studied at least 3 years of higher education. In addition, the results indicate that many users of Journalen experienced both being patients and working as health care professionals.

In the overview of the survey results by Moll et al [17], details of the respondents’ views on the usefulness and benefits of accessing their health records on the web are presented in more detail. Overall, the patients who answered the survey were positive toward Journalen. Respondents were asked to rate on a 5-point Likert scale the extent to which they agreed to the following more general statements: “I think that access to one’s medical records online is generally a good reform” and “I think that access to Journalen is good for me.” Of all the respondents, >96% (2454/2541, 96.58%, and 2455/2528, 97.11%) for the respective questions showed a positive attitude toward Journalen (completely or partly agree). However, a positive attitude toward having access to one’s health records does not say much about the usability of the system; therefore, we now present an analysis of the free-text comments related to the usability of the Swedish PAEHR.

Qualitative Analysis of Free-Text Answers

Overview

Analyzing free-text comments qualitatively adds to a deeper understanding of the usability issues patients experience when using a system, which, in this case, is Journalen. Of the 2587 respondents, 186 (7.19%) provided free-text comments on the usability questions. Most comments were short; however, some contained more information and were coded into several categories. A total of 9 comments did not include any useful information and were excluded from the presentation of the results.

The analysis resulted in 19 categories, which could be grouped under 7 of the 8 dimensions in the sociotechnical framework developed by Sittig and Singh [24] (Figure 1). Some of the categories had links to >1 dimension in the framework, as indicated by the lines in the figure. Although quantification of results is not common in qualitative analysis, we present the number of answers connected to each category in Table 1, as some categories were much more common in the findings than others.

The categories related to the sociotechnical domains are further described in the following sections.
Figure 1. Categories organized according to the sociotechnical framework.
Table 1. Frequency of categories (N=186).

<table>
<thead>
<tr>
<th>Sociotechnical domain and category</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hardware and software computing infrastructure</strong></td>
<td></td>
</tr>
<tr>
<td>Interoperability</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Data security and privacy</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Technical problems</td>
<td>9 (4.8)</td>
</tr>
<tr>
<td><strong>Clinical content</strong></td>
<td></td>
</tr>
<tr>
<td>Errors and mistakes</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td>Language and understanding</td>
<td>14 (7.5)</td>
</tr>
<tr>
<td>Documentation quality</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td><strong>Human-computer interface</strong></td>
<td></td>
</tr>
<tr>
<td>Structure and navigation of the patient portal</td>
<td>22 (11.8)</td>
</tr>
<tr>
<td>Log-in difficulties</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td>Mobile access</td>
<td>5 (2.7)</td>
</tr>
<tr>
<td>Easy to use</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Specific usability issues</td>
<td>7 (3.8)</td>
</tr>
<tr>
<td><strong>People</strong></td>
<td></td>
</tr>
<tr>
<td>Personal preferences</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Digital divide</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td><strong>Workflow and communication</strong></td>
<td></td>
</tr>
<tr>
<td>Collaboration and communication support</td>
<td>8 (4.3)</td>
</tr>
<tr>
<td>Visualize workflow</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td><strong>Internal organizational policies, procedures, and culture</strong></td>
<td></td>
</tr>
<tr>
<td>Regional access limitations</td>
<td>78 (41.9)</td>
</tr>
<tr>
<td>Technical support</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td><strong>External rules, regulations, and pressures</strong></td>
<td></td>
</tr>
<tr>
<td>Repeat consent</td>
<td>7 (3.8)</td>
</tr>
<tr>
<td>Adolescent and parental access</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Sealed records</td>
<td>2 (1.1)</td>
</tr>
</tbody>
</table>

**Hardware and Software Computing Infrastructure**

Three categories were associated with the first domain: interoperability (3/186, 1.6%), data security and privacy (2/186, 1.1%), and technical problems (9/186, 4.8%). Interoperability issues raised by the respondents were mainly related to health care professionals not having access to information from other organizations, and the respondents expressed concern that this was the case:

*Synchronize so that different regions can see each other’s records. Now I have to deliver paper copies from one region to the other. Horrible, now that everything is digital.*

A few respondents were concerned about how their data were protected and who had access to them:

*I think there should be easy to find (short) information describing how my information is protected. It’s funny that my entire record is available online without me even knowing it...is it uploaded when I log in or is it there all the time?*

Most comments in this domain were related to technical issues experienced by the respondents. Most described that the system was slow and appeared immature. Several comments also specifically highlighted access problems in a specific region.

**Clinical Content**

Three categories were associated with the clinical content: errors and mistakes (4/186, 2.2%), language and understanding (14/186, 7.5%), and documentation quality (3/186, 1.6%). Errors and mistakes included both positive and negative comments: most agreed that it is good that patients can find errors or mistakes, although some wished for easier ways of correcting such errors:

*It is good to check the record from time to time, since there may be errors in the record that I can sort out together with healthcare.*
Limited, it is not possible to write comments or change errors.

Approximately 7.5% (14/186) of comments in this category were related to medical language and understanding. Most of the comments related to difficulties in understanding the medical language and suggestions to include explanations of medical terms to facilitate users who do not have a health care background. However, there were also comments that highlighted that a patient can often understand the notes based on the context:

I’m surprised that it’s so easy to understand what the doctors write. At least in my records, I’ve been easily able to follow what has happened and who did what.

It increases my trust in healthcare.

Health care professionals made several of the comments, stating that they have no problem understanding the record themselves but that they worry that other patients may find it difficult. Finally, a few respondents complained that health care professionals did not use the correct structure or keywords when documenting or that there were discrepancies between documentation from different medical specialties. This could be considered a type of error or mistake but is expressed more as a form of poor documentation practice.

Human-Computer Interaction

Not surprisingly, the human-computer interaction dimension had 5 categories related to it: structure and navigation of the patient portal (22/186, 11.8%), log-in difficulties (6/186, 3.2%), mobile access (5/186, 2.7%), ease of use (3/186, 1.6%), and specific usability issues (7/186, 3.8%).

The structure and navigation of the patient portal was by far the largest category related to this dimension, and the issues described here concerned both general navigation issues (eg, too many clicks to reach Journalen) and challenges in understanding the relationship between different e-services offered on the patient portal:

Once you’re in Journalen, its ok, but you have to understand the underlying structure to find the way...should I pick Journalen or Healthcare Events?

Why can’t I access the children’s records from their account in the patient portal?

Some respondents also described challenges in logging into the patient portal. It is not necessary to sign up for portal access; however, one must have an electronic ID (eID) downloaded on their device. Most people in Sweden use a service provided by their bank; therefore, an eID is often referred to as a BankID. The eID can then be used to access several different public or private e-services, for example, to do tax returns, apply for parental or sick leave, or access web-based banking. However, understanding how to first download and install an eID can be challenging:

I would not have been able to get a BankID without help, or to access the patient portal without help. I have told a lot of people about this service, but they can’t access it because they don’t have a BankID.

Several comments were also related to the mobile interface. An increasing number of users access the patient portal using a mobile device (most often a smartphone), and there were complaints that the interface was poorly adapted for mobile access:

I think the user interface is a bit cumbersome and it is not always clear where you can find the information you’re looking for. I usually use my mobile phone and the user interface is poorly adapted for mobile use. Perhaps a special mobile app would be good.

Although most respondents took the opportunity to describe aspects that needed improvement, a few also expressed that the system was easy to use:

Journalen seems more coherent and stable than the 8 healthcare IT-systems I have worked with professionally.

Finally, some respondents gave very specific feedback on usability issues they had encountered, for example, a link that did not work and data that needed to be entered in a specific format. An issue that was raised that could be especially important related to the function of allowing patients to request a prescription renewal. At the time, there was no connection between the form the patient filled in and the medication list; therefore, the patient had to manually enter the information about the prescription, increasing the risk for errors:

It would have been easier if one could choose an old prescription that needed renewal than to type everything again.

People

Some of the comments related to personal preferences (3/186, 1.6%) or the barriers to using digital services that exist, and how this type of eHealth service may not be used by many, potentially increasing the digital divide (6/186, 3.2%):

Waste of time, I’d rather discuss directly with my physician.

I’d prefer a paper record instead.

Most of the comments relating to the digital divide naturally voiced concern on behalf of others, as the respondents were obviously able to access Journalen themselves. Comments were related to socioeconomic factors, functional variations, age, and experience of using computers and digital tools:

The people I know that use the service are all middle class—no one from working class. I see a clear difference there.

The service is not accessible to people with certain types of disabilities and can be difficult for them to use.

Older people and those with limited experience of using computers will have a hard time to use this function, for some people it will be impossible. You should organize special information meetings with instructions for patients and their families.
Workflow and Communication

The dimension of workflow and communication had 2 categories: collaboration and communication support (8/186, 4.3%) and visualizing workflow (2/186, 1.1%).

Several respondents expressed a wish to use Journalen in a more collaborative way with their health care professionals, for example, by discussing the content in the record:

I wish the doctor took the initiative and discussed the information in the record with me. When I’m in the office with the physician my mind goes blank and it’s difficult to talk about everything you’d like to, you realize after, and it feels like the doctor only gets a fragmented view of who you are. To discuss or add to the record could perhaps give us both a more complete picture.

Several respondents also wanted better tools for communicating directly with health care providers (eg, a chat function or secure emailing).

In one of the regions (Uppsala), users have access to a log function, which is a function allowing them to see whoever has accessed their record. Some users commented on how they used this function to see what was happening in their health care process and wanted even more information to keep themselves up to date with what was happening:

In the log, I would like to see the healthcare organization of the person who has accessed my record. Then I might be able to determine whether anything is happening with the referral that was sent, or if someone is checking up on what has happened to me as a patient since I was examined at their clinic.

Internal Organizational Policies, Procedures, and Culture

This dimension had only 2 categories, although one of them had by far the most comments: regional access limitations (78/186, 41.9%) and technical support (2/186, 1.1%). The latter had both a complaint and positive feedback.

Issues around regional access limitations mainly reflected that information users were expecting to find was missing. This is, of course, connected to the clinical content dimension as well; however, the reason some regions show more information than others is the regional adaptations of the national regulatory framework for PAEHR.

Most comments were related to certain types of information (most often laboratory results) that were missing from the record:

I want access to lab results, if they’ve taken a blood test e.g. — now I have to ask each doctor to print the results. I’ve brought these printouts to the primary care centre to facilitate communication.

A lot of functions are not available to me, and then they are “in the way” and a cause for disappointment. E.g., I don’t have access to my lab results, which I would have appreciated, but the function is there but I can’t access them. The system could have been simpler and easier if only functions that are active are shown.

When information was perceived as missing in the record, some respondents also expressed concern that the quality of the documentation was poor and that the lack of documentation reduced their trust in health care:

A problem I experience is that healthcare doesn’t seem to document properly in the record. I have a feeling that there is a real record...but I can only see part of it. Or the documentation is so poor that what I see is all there is. If that’s the case, it worries me.

Another common complaint was that information was not retrospectively available. Many regions decided to only make data from the records available on the web from the date they went live with patients’ access, whereas a few regions provided access to data retrospectively:

I thought more than the last month’s data would be in the record...

Most regions also applied restrictions to certain clinical areas (eg, notes made in psychiatric care). A few respondents commented on this specifically, expressing that the lack of information made access less useful and that the specific blocking of mental health records felt discriminating:

I would use Journalen more if the whole record was included. The fact that the psychiatric notes are not included makes me feel discriminated and fragmented as a person. Body and mind affect each other and somatic care needs to consider what happens in psychiatry and vice versa.

Overall, the regional adaptations of the national regulatory framework caused both confusion and frustration, and when information was blocked, the respondents expressed that it reduced the usefulness and usability of the PAEHR.

External Rules, Regulations, and Pressures

Finally, a few categories were connected to external rules, regulations, and pressures: sealed records (2/186, 1.1%), adolescent and parental access (2/186, 1.1%), and repeat consent (7/186, 3.8%).

As a patient, one can request to have the whole or parts of their record to be sealed for access, hindering themselves from accessing it on the web or stopping the record from being accessible to other health care professionals involved in their care. This function was rarely used, although a few respondents who had sealed parts of their records expressed concern:

It’s confusing when it says I can’t access my record when I just wanted parts of it to be blocked for other healthcare providers.

The most frequent complaint in this category was related to having to consent to access the record every time the system was accessed. This was a great source of frustration for users; however, the design of the system took strict privacy and web-based access guidelines into account when designing the system:
A few respondents commented on their access to their children’s records. According to national regulations, legal guardians (most often parents) have automatic access to their children’s records until they are aged 13 years. The age limit has been set in dialog with youth health care specialists and teenagers to protect adolescents’ right to privacy. At the time of the survey, personal access to one’s own record was granted only when they were aged 18 years:

_It’s bad that you can’t see the children’s records when they turn 13, and they can’t log in themselves until they turn 18! A gap of 5 years without access to the online record!_

Since then, the age for personal access has been lowered to 16 years; however, there is still a gap of 3 years between the loss of parental access and the activation of personal access.

**Discussion**

**Principal Findings**

To summarize, the results indicate that the respondents of the survey, who were also end users of the Swedish PAEHR Journalen, rated it fairly high on the SUS; however, many sociotechnical usability issues were identified through the respondents’ free-text answers. Before discussing the results in more detail, we would like to address some of the methodological limitations of this study.

**The Web-Based Survey**

The survey distribution may have created a selection bias in the study, which should be considered when interpreting the results. The survey was distributed through the national patient portal and was only accessible to people who logged in and accessed the PAEHR. This was intentional, as the main aim of the study was to explore the experiences of people who had used the e-service; however, in doing so, we also excluded anyone who had previously struggled with poor usability and chosen not to continue using the service. Thus, users who were most critical to the service or its usability were likely not represented. If we had recruited individuals to represent the entire Swedish population, the results may have been different. Another potential bias was that the service at that time was not fully implemented throughout Sweden, and usability flaws that may occur for users who are patients in various regions may not have been detected. Thus, it is likely that the results would have covered other usability issues if the studied service would have been implemented simultaneously in all regions.

In addition, it was not possible to determine whether the participants of the survey were representative of all users of Journalen. As in most survey studies, the participants formed a small sample of all possible users, and many more users than those who answered the survey logged into Journalen during the 5 months when the survey was open. We do not know how the survey respondents’ demographic distribution is representative of all users of Journalen, and the subset of respondents included in this qualitative analysis was even smaller. Despite this, we can assume that other users likely experienced the usability issues identified by our respondents as well.

Formal usability evaluations should be performed to complement these results to provide more details on the specific usability flaws encountered by end users and how these could best be addressed. However, capturing the daily frustrations of users related to, for example, limited access to certain types of information can be difficult in a traditional usability laboratory test where real patient data most likely cannot be used. Therefore, we argue that the results presented herein are of great importance.

**Information Access Through a National Solution**

The most frequent frustration commented on by the respondents was lack of access to specific information. We related this problem to local regulations, as each health care region is autonomous and thus has the opportunity to choose which information to share [27]. This proved to be not only difficult for end users to understand but also frustrating, potentially causing distrust in health care, as important information seemed to be missing from the record. Since then, a new regulatory framework has been agreed upon in Sweden, which states that all patients should have immediate access to all clinical documentation from tax-funded health care [28]. However, this change in the framework has not been enforced, and we continue to see differences between regions. Clinical notes from psychiatric care have, for example, often been excluded from patient access, not only in Sweden [29,30]. As our results indicated, excluding specific parts of the documentation can increase the sense of stigmatization and distrust. However, over the years, progress has been made, and when it comes to, for example, notes from psychiatric care, currently, 17 of 21 Swedish regions provide patients access [22] compared with only 2 when the survey was conducted [21].

**PAEHRs as a Tool for Collaboration**

An important aspect raised by some respondents was the need for more collaborative functions in the PAEHR. Using record access as a means of initiating and supporting dialog with their health care team was a wish expressed by several respondents. However, it appeared that the record was not used in this way by health care professionals [17]. When asked specifically about whether they as patients discussed the record content with health care professionals, 30.79% (766/2488) of the respondents did not agree or not at all agree. There still appears to be an underused opportunity to use the PAEHR for collaboration [31,32], especially considering that from the patient perspective, improved communication with health care professionals was stated as one of the most important reasons for accessing the PAEHR [17].

**PAEHRs and the Digital Divide**

Although we only reached actual users of the PAEHR Journalen through this survey, some comments were related to difficulties in logging in and using an eID. Some participants stated that they would not have been able to access the PAEHR without help, and others reported that friends and relatives were unable to...
to access the PAEHR as they did not have an eID. Low digital literacy is a well-known barrier to accessing and using eHealth [33] and is often correlated with older age or low education and socioeconomic status. Although we cannot draw any conclusions regarding this from our survey, the respondents in this study also had a higher education level than the general population. Although older users may experience more difficulties accessing and using the PAEHR, they also reported the greatest benefit of doing so [34]. Today, there is still very limited education or introduction of the PAEHR Journalen to patients; rather, they are expected to be able to use and understand the system intuitively. In fact, when asked whether they had been informed by health care professionals about the existence of Journalen, only 13.49% (335/2483) of the respondents agreed, and only 8.19% (203/2480) had been encouraged by health care professionals to read their records [17]. Although this may work well for many, making further educational resources available to patients may be a way of improving patients’ experiences of using Journalen and could alleviate some of the problems described by the respondents in this study.

Since the survey was launched in 2016, the use of the Swedish PAEHR Journalen has increased rapidly, going from 77,000 individual users per month in January 2016 to 1,850,000 in January 2022 [25]. Uptake has been slow but steady, and the COVID-19 pandemic boosted use during 2020 and 2021 when, for example, COVID-19 test results were accessible through the PAEHR in most regions. We can assume that more people currently use both eIDs and the national patient portal, and a repeat survey is planned to take place in 2022, where we expect to reach a more diverse group of respondents.

PAEHRs and Proxy Access

Several respondents brought up proxy access, focusing specifically on parents’ access to their children’s records. The current regulation in Sweden automatically provides legal guardians (most often parents) access to a child’s record until they are aged 13 years. The teenagers themselves can log in and access their records at the age of 16 years, leaving a 3-year gap when neither the child nor their parents have access to the record. This was critiqued by several respondents, as was the difficulty in finding the child’s record in the patient portal. So far, limited research into the specific area of parental proxy and adolescent access has been performed in Sweden, and we know that regulations in this area differ between countries [2].

When it came to proxy access for other patient groups, there was a function for sharing parts of or the entire record with another person of the patient’s own choosing at the time of the survey. However, this function was not widely used by the survey respondents [35], potentially as they managed their own health themselves. In 2018, the functionality was removed from the PAEHR as it was considered noncomplying with current legislation on the handling of patient data. A revision of the legislation is currently underway, and functionality may be reopened in 2023. Further research into proxy access (both parental and other) is needed.

PAEHRs as a Tool for Patient Safety

Patient safety is often discussed in relation to patient portals and record access, with varying opinions on whether the effect is positive or negative. When patients are given web-based access to their records, it is not uncommon for them to discover errors or mistakes [36,37]. This was also commented upon by the respondents, where some used their access to ensure that no misunderstandings had occurred. However, the means for correcting errors were missing from the PAEHR, which was considered a problem by some respondents. Interesting research in the United States, where patients are provided with feedback tools to highlight and potentially correct errors, indicates that there could be real patient safety benefits from implementing such tools [38], something to be considered in other contexts as well.

Misunderstandings and confusion from accessing the records have been a concern for many who worry that patients may come to harm [39,40]. In this study, several respondents stated that the record could be difficult to understand and suggested, for example, that links to terminologies or explanations could be automatically added to the text. However, others also expressed that the records were surprisingly easy to understand. There can be several reasons why patients’ experiences differ here: different levels of health literacy may affect their understanding, different medical specialties may use more or less difficult terminology, and individual health care professionals may express themselves in more or less easy-to-follow notes. Regardless, there appears to be room for improvement in this area, and both patient and health care professional education may be needed. How patient access may affect the way health care professionals actually document information is also an underexplored area [41], especially in domains such as mental health, where health care professionals have reported leaving important information out of the record as patients gain access to it [42,43].

Conclusions

Although the respondents of the survey regarding the PAEHR Journalen were overall satisfied with its usability [21], they also experienced important challenges when accessing their records. For all patients to be able to reap the benefits of record access, it is essential to understand both the usability challenges they encounter and, more broadly, how policies, regulations, and technical implementation decisions affect the usefulness of record access. The results presented here are specific to the Swedish PAEHR Journalen but also provide important insights into how the design and implementation of record access can be improved in any context.
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Abstract

Background: Mobile health (mHealth) apps have become part of the infrastructure for access to health care in hospitals, especially during the COVID-19 pandemic. However, little is known about the effects of sociodemographic characteristics on the digital divide regarding the use of hospital-based mHealth apps and their benefits to patients and caregivers.

Objective: The aim of this study was to document the cascade of potential influences from digital access to digital use and then to mHealth use, as well as the potential influence of sociodemographic variables on elements of the cascade.

Methods: A cross-sectional survey was conducted from January to February 2021 among adult clients at outpatient departments in 12 tertiary hospitals of Inner Mongolia, China. Structural equation modeling was conducted after the construct comprising digital access, digital use, and mHealth use was validated.

Results: Of 2115 participants, the β coefficients (95% CI) of potential influence of digital access on digital use, and potential influence of digital use on mHealth use, were 0.28 (95% CI 0.22-0.34) and 0.51 (95% CI 0.38-0.64), respectively. Older adults were disadvantaged with regard to mHealth access and use (β=–0.38 and β=–0.41), as were less educated subgroups (β=–0.24 and β=–0.27), and these two factors had nonsignificant direct effects on mHealth use.

Conclusions: To overcome the mHealth use divide, it is important to improve digital access and digital use among older adults and less educated groups.

(JMIR Hum Factors 2022;9(2):e36962) doi:10.2196/36962
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Introduction

The term mobile health (mHealth) was coined in 2003 [1] and is defined as health care practice through mobile devices and their apps [2,3]. mHealth apps have been developed for hospitals to allocate and manage their medical care services and to improve patient satisfaction [4,5]. During the COVID-19 pandemic, mHealth apps were used to implement prescreening, tracking cases, and social distancing measures [6-8]. COVID-19 as an extra factor is also exacerbating existing inequalities [9]. Older adults and less educated people have been affected the most by lockdown measures [9,10]. Some hospitals have implemented mHealth-based online appointments and video consultations with health care providers [11,12], instead of traditional register windows and consultation rooms, in order to reduce contacts [13,14]. Vulnerable people benefit the least from these digital solutions [9,10].
The digital divide is defined as a gap between people who have access to internet services and those who do not [15,16]. The digital divide is a central issue in the world today [17,18] and is described using a three-level framework [19] (Figure 1).

As of December 2020, Chinese internet penetration had reached 70.4% [21]. Patient satisfaction has become an important indicator for measuring health care quality [22,23] and policy evaluations of health care systems, which directly connect with health services use [24]. mHealth app features affect user satisfaction in various health care scenarios [25,26]. mHealth is a specific area that can be used to examine the digital divide. The Chinese government has tried to implement reforms to reduce waiting times and improve health care and patient satisfaction, including the use of mHealth [27-29]. In 2015, the Chinese government issued an action plan requiring at least 50% of appointments to be online for visiting doctors in tertiary hospitals by the end of 2017 [30]. However, the adoption rate of mobile services for outpatients was low, accounting for only 31.5% in 2019 [31]. Whether mHealth in China has reached its goal is still a subject for debate.

In China, 83% of tertiary hospitals provide online appointments, of which 60% have mHealth services [4]. The majority of mHealth apps were nested into WeChat using an official account or a mini-app [12,32]; WeChat is the most popular social media platform in China, whereas other platforms have been built by local governments, companies, or hospitals. Common mHealth services based out of hospitals are extremely similar to each other. Generally, potential users must first install the mHealth app or subscribe to the WeChat official account, sign up to be a user, then sign in to use the mHealth service. Users can make an appointment with the doctors and pay the fee for clinical tests or medicine [33]. mHealth use is recognized as a fundamental social determinant of health [34], which facilitates access to medical care services and health outcomes [35,36]. Meanwhile, hospital-based mHealth apps can be used by caregivers, who may act as proxy users on behalf of patients to reduce the digital divide [37].

Inner Mongolia is a province located in the northern part of China and borders Mongolia and Russia to the north. It is an underdeveloped province [38] containing 49 ethnic minority groups. Traditional Mongolian medicine, traditional Chinese medicine, and Western medicine are well supported by the government and accepted by local citizens [39]. Within this context, it is likely that there is digital divide between different groups of health care users. A study on digital divide among hospital clients in this area could lead to improvement of health care in the future.

To date, few studies have been conducted to analyze the digital divide regarding the use of hospital-based mHealth apps. All previous studies ran regressions to find the potential influence of sociodemographic variables on mHealth use without considering the clients’ digital access and digital use backgrounds. Our framework of evaluation of the digital divide in mHealth covers the whole spectrum, from digital access to digital use, mHealth use, and time and satisfaction when using health care services (Figure 2). Separating the potential influence of sociodemographics on each part of the cascade, with simultaneous evaluation of the flow of potential influence along the cascade, will lead to better understanding and a more appropriate formulation of policy to minimize these digital divides.

Figure 1. The three-level digital divide framework.

Figure 2. Research and hypothesis model of mobile health (mHealth) digital divide.
Methods

Study Design and Setting
A cross-sectional survey was conducted in January and February 2021 in 12 tertiary hospitals across three cities of the Inner Mongolia Autonomous Region. All studied hospitals provide mHealth apps with eHealth codes, appointments with doctors, electronic payment (e-payment), and health record checking.

Participants
Clients (ie, patients and caregivers) who were visiting the outpatient department for nonemergency care, were aged 18 years or older, and able to speak Chinese were eligible for the study.

Questionnaire
The questionnaire was created by the research team and reviewed by an epidemiologist from the public health school with mHealth research expertise. The IT department of the Affiliated People’s Hospital of Inner Mongolia Medical University was consulted twice on the amended questionnaire.

Data Collection Procedure
A study team from the Inner Mongolia Medical University comprised of resident physicians was assembled and trained on the data collection process. The interviewers consecutively contacted clients at a drugstore or outpatient departure areas, explained the study, and asked for their consent to participate in the study. Consenting participants were asked to complete the questionnaire via face-to-face interviews.

Ethics Approval
This research study was approved by the Office of Human Research Ethics Committee, Faculty of Medicine, Prince of Songkla University, Thailand (REC.63-306-18-1).

Variables

Independent Variables
Independent variables included demographic information (ie, age, gender, and area of residence) and socioeconomic status (ie, educational level, employment status, and household monthly income).

Constructing the Mediators
Initially, we created a set of digital activities, including having household internet bandwidth, using a computer, using email, having a smartphone, having the ability to install apps, having wearable devices, using the internet, shopping online, using e-payment, using social media, searching online, using the internet daily, and using the internet for more than 5 years. For mHealth app use, since all apps were similar, we did not specify an mHealth app name in the questionnaire. mHealth app use was a latent intermediary variable, with its value loaded onto a series of observed variables: having mHealth apps, having an eHealth code, making appointments with doctors, attending consultations with doctors, making e-payments for medical care, and checking health records. All of these observed variables were on a “yes or no” binary scale. We then randomly split the data set in half to run exploratory factor analysis (EFA) in order to obtain the constructs; we then analyzed reliability within each factor. Subsequently, the constructs were tested on the remaining half of the data set for validation via confirmatory factor analysis (CFA).

Dependent Variables
Dependent variables included time and satisfaction with health care. We selected four indicators related to mHealth use: waiting time, check-in process, medicine withdrawal and payment process, and general satisfaction. These indicators were assessed using the Chinese Outpatient Experience Questionnaire [40], which uses a 5-point Likert scale, ranging from 1 (the worst satisfaction) to 5 (the best satisfaction).

Statistical Analysis
Data were double-entered into EpiData (version 3.1; The EpiData Association), and analysis was performed using R (version 4.1.0; The R Foundation). Descriptive statistics were used to summarize the characteristics of the clients, namely frequency with percentage for categorical variables and mean with SD for continuous variables.

CFA was used to analyze the correlation matrix among the domains. A multiple-indicator, multiple-cause model (MIMIC) with structural equation modeling (SEM) [41] was used to examine the association between sociodemographic variables, mHealth use, and time and satisfaction with health care. The “polycor” R package was used for polychoric and polyserial correlations of categorical variables [42], the “psych” R package was use for EFA [43], and the “lavaan” R package was used for CFA and SEM [44]. The sample size per hospital was calculated based on the assumption that 38.4% of Chinese adults have an mHealth app [45], using an infinite population proportion formula as follows:

\[ \alpha = \frac{d}{1.96 \sqrt{\frac{d}{n}}} \]

with a 10% error rate (d) and a 95% CI (α=.05). A 10% nonresponse rate was also assumed. With these parameters, 102 participants were required to be recruited from each hospital. Due to the effect of COVID-19 on mHealth use, we decided to recruit 200 participants from each hospital. Finally, 2366 participants were included.

Results

Sociodemographic Factors
A total of 2115 clients provided valid responses. Their mean age was 43.34 (SD 15.39) years. Other demographic characteristics are summarized in Table 1. The participants were distributed nearly equally between the two genders. Three-quarters resided in an urban area. Almost half of the participants were educated at the tertiary education level. More than half were employed by the government or a company. Their household incomes were also somewhat evenly distributed, with a median of ¥4000 to ¥6000 (a currency exchange rate of ¥1=US $0.15 is applicable), which was deemed to be middle class in China [46].
Table 1. Basic characteristics of the participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants (N=2115), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sociodemographic variables</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.34 (15.39)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1007 (47.61)</td>
</tr>
<tr>
<td>Female</td>
<td>1108 (52.39)</td>
</tr>
<tr>
<td>Urban residence</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1630 (77.07)</td>
</tr>
<tr>
<td>No</td>
<td>485 (22.93)</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
</tr>
<tr>
<td>Primary or less</td>
<td>297 (14.04)</td>
</tr>
<tr>
<td>Secondary</td>
<td>805 (38.06)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>1013 (47.90)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1166 (55.13)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>949 (44.87)</td>
</tr>
<tr>
<td>Household monthly income (¥)</td>
<td></td>
</tr>
<tr>
<td>0-2000</td>
<td>220 (10.40)</td>
</tr>
<tr>
<td>2001-4000</td>
<td>424 (20.05)</td>
</tr>
<tr>
<td>4001-6000</td>
<td>456 (21.56)</td>
</tr>
<tr>
<td>6001-8000</td>
<td>345 (16.31)</td>
</tr>
<tr>
<td>8001-9999</td>
<td>314 (14.85)</td>
</tr>
<tr>
<td>≥10,000</td>
<td>356 (16.83)</td>
</tr>
<tr>
<td>Digital activities</td>
<td></td>
</tr>
<tr>
<td>Have household bandwidth</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>365 (17.26)</td>
</tr>
<tr>
<td>Yes</td>
<td>1750 (82.74)</td>
</tr>
<tr>
<td>Use a computer</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>669 (31.63)</td>
</tr>
<tr>
<td>Yes</td>
<td>1446 (68.37)</td>
</tr>
<tr>
<td>Use email</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>925 (43.74)</td>
</tr>
<tr>
<td>Yes</td>
<td>1190 (56.26)</td>
</tr>
<tr>
<td>Have a smartphone</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>129 (6.10)</td>
</tr>
<tr>
<td>Yes</td>
<td>1986 (93.90)</td>
</tr>
<tr>
<td>Have the ability to install apps</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>584 (27.61)</td>
</tr>
<tr>
<td>Yes</td>
<td>1531 (72.39)</td>
</tr>
<tr>
<td>Have wearable devices</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1564 (73.95)</td>
</tr>
<tr>
<td>Yes</td>
<td>551 (26.05)</td>
</tr>
<tr>
<td>Variable</td>
<td>Participants (N=2115), n (%)</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Use the internet</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>244 (11.54)</td>
</tr>
<tr>
<td>Yes</td>
<td>1871 (88.46)</td>
</tr>
<tr>
<td>Shop online</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>555 (26.24)</td>
</tr>
<tr>
<td>Yes</td>
<td>1560 (73.76)</td>
</tr>
<tr>
<td>Use e-payment&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>429 (20.28)</td>
</tr>
<tr>
<td>Yes</td>
<td>1686 (79.72)</td>
</tr>
<tr>
<td>Use social media</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>548 (25.91)</td>
</tr>
<tr>
<td>Yes</td>
<td>1567 (74.09)</td>
</tr>
<tr>
<td>Search online</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>543 (25.67)</td>
</tr>
<tr>
<td>Yes</td>
<td>1572 (74.33)</td>
</tr>
<tr>
<td>Daily internet use</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>473 (22.36)</td>
</tr>
<tr>
<td>Yes</td>
<td>1642 (77.64)</td>
</tr>
<tr>
<td>More than 5 years of internet use</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>687 (32.48)</td>
</tr>
<tr>
<td>Yes</td>
<td>1428 (67.52)</td>
</tr>
<tr>
<td>mHealth&lt;sup&gt;d&lt;/sup&gt; use</td>
<td></td>
</tr>
<tr>
<td>Have mHealth apps</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>792 (37.45)</td>
</tr>
<tr>
<td>Yes</td>
<td>1323 (62.55)</td>
</tr>
<tr>
<td>Have eHealth code</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>682 (32.25)</td>
</tr>
<tr>
<td>Yes</td>
<td>1433 (67.75)</td>
</tr>
<tr>
<td>Make appointments with doctors</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>978 (46.24)</td>
</tr>
<tr>
<td>Yes</td>
<td>1137 (53.76)</td>
</tr>
<tr>
<td>Attend consultations with doctors</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1876 (88.70)</td>
</tr>
<tr>
<td>Yes</td>
<td>239 (11.30)</td>
</tr>
<tr>
<td>Use e-payment for medical care</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1102 (52.10)</td>
</tr>
<tr>
<td>Yes</td>
<td>1013 (47.90)</td>
</tr>
<tr>
<td>Health record checking</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1409 (66.62)</td>
</tr>
</tbody>
</table>
Digital Activities

Overall, 88.46% of the participants used the internet, 82.74% had access to the internet at home, and 93.90% had a smartphone. In total, 68.37% of participants used a computer, and 56.26% could use email. Three-quarters of the participants could self-install an app, and one-quarter wore smart wearable devices. Around three-quarters of the participants purchased commodities online, used e-payment, used social media, and performed information-searching online. Most used the internet daily and had been using it for more than 5 years.

mHealth App Use

Overall, 62.55% of the participants had an mHealth app, 67.75% had an eHealth code, 53.76% could make an appointment to see a doctor, 47.90% used e-payment for health care, 33.38% reviewed their health record on an mHealth app, and 11.30% consulted with a doctor online (Table 1).

EFA Model of mHealth Digital Divide

From the EFA, validation of the classification of digital activities was performed with a Kaiser-Meyer-Olkin test [47], with a sample adequacy of 0.929 [48], and a Bartlett test of sphericity, which was statistically significant ($\chi^2_{253}=1260.1, P<.001$) [49]. Based on the parallel analysis, four factors were determined [50]. Due to the nonnormally distributed data, principal axis factoring was used as an appropriate extraction method [51], and oblimin rotation was used as an appropriate oblique rotation method [52]. Five items (ie, “have household bandwidth,” “have wearable devices,” “use social media,” “use e-payment,” and “attend consultations with doctors”) had factor loadings of less than 0.4 [53] or high cross-loadings [54] and were, thus, dropped from the analysis.

Finally, we came up with four domains (ie, factors): digital access, digital use, mHealth use, and time and satisfaction with health care. Details of the EFA are shown in Table 2.

The factor loadings were high, ranging from 0.469 to 0.886. Cronbach $\alpha$ values were all above .8. These four factors explained 62% of the variance. All of these values suggested that our construct was adequate.
Table 2. Measurement items and their reliability by exploratory factor analysis.

<table>
<thead>
<tr>
<th>Factor and items</th>
<th>Loading</th>
<th>Communality</th>
<th>Cronbach α&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Proportion of total variance&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have a smartphone</td>
<td>0.717</td>
<td>0.557</td>
<td>.80</td>
<td>0.121</td>
</tr>
<tr>
<td>Use the internet</td>
<td>0.886</td>
<td>0.825</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily internet use</td>
<td>0.542</td>
<td>0.478</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Digital use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have the ability to install apps</td>
<td>0.740</td>
<td>0.716</td>
<td>.92</td>
<td>0.212</td>
</tr>
<tr>
<td>More than 5 years of internet use</td>
<td>0.613</td>
<td>0.517</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shop online</td>
<td>0.604</td>
<td>0.676</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search online</td>
<td>0.696</td>
<td>0.689</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use a computer</td>
<td>0.878</td>
<td>0.721</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use email</td>
<td>0.881</td>
<td>0.703</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mHealth&lt;sup&gt;b&lt;/sup&gt; use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have mHealth apps</td>
<td>0.610</td>
<td>0.533</td>
<td>.86</td>
<td>0.154</td>
</tr>
<tr>
<td>Have eHealth code</td>
<td>0.469</td>
<td>0.373</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Make appointments with doctors</td>
<td>0.863</td>
<td>0.646</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use e-payment&lt;sup&gt;c&lt;/sup&gt; for medical care</td>
<td>0.846</td>
<td>0.771</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health record checking</td>
<td>0.710</td>
<td>0.563</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time and satisfaction with health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waiting time</td>
<td>0.779</td>
<td>0.586</td>
<td>.84</td>
<td>0.133</td>
</tr>
<tr>
<td>Check-in process</td>
<td>0.856</td>
<td>0.728</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine withdrawal and payment process</td>
<td>0.803</td>
<td>0.658</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General satisfaction</td>
<td>0.649</td>
<td>0.423</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Values for groups are reported in the row of the top variable of the group.
<sup>b</sup>mHealth: mobile health.
<sup>c</sup>e-payment: electronic payment

CFA and SEM Model of mHealth Digital Divide

The second part of the data set was used to assess reliability and validity by CFA. The measurement model of digital divide in mHealth app use was adequately measured by associated indicators based on high factor loadings. The correlations among latent variables by CFA are shown in Table 3. The model fitted the data well, according to the following indices: $\chi^2_{129}=528.3$, $\chi^2/df=4.095$, comparative fit index (CFI)=0.940, Tucker-Lewis index (TLI)=0.929, root mean square error of approximation (RMSEA)=0.054 (90% CI 0.049-0.059), and standardized root mean square residual (SRMR)=0.042. The Cronbach α reliability coefficient was greater than .7, and convergent validity based on average variance extracted was greater than 0.5.

A MIMIC model with SEM was investigated for the model of mHealth digital divide by using the weighted least square mean and variance adjusted estimator [55], since most of the variables were categorical. The overall indices of the final SEM model fitted the data well: $\chi^2_{216}=682.6$, $\chi^2/df=3.160$, RMSEA=0.045 (90% CI 0.041-0.049), SRMR=0.036, CFI=0.949, and TLI=0.938 [53].

Figure 3 shows the regressions of all the paths. The details of the $\beta$ coefficients and 95% CIs are shown in Table 4. Age was taken as a continuous variable. Although education and household income were initially ordinal categorical variables, we standardized them as continuous variables to suit the SEM. Their coefficients were interpreted as whether these had a dose-response relationship with the outcome. Age and education were strongly associated with digital access and digital use. Income had a low effect on digital access, and income, employment status, and urban residence were weakly correlated with digital use. No significant gender gap regarding these variables was seen. The cascaded coefficients (95% CI) from digital access to digital use, then to mHealth use, and then to time and satisfaction with health care were 0.28 (95% CI 0.22-0.35), 0.51 (95% CI 0.38-0.64), and 0.14 (95% CI 0.05-0.22), respectively. mHealth use, however, had a weakly significant effect on time and satisfaction with health care. mHealth use was not significantly associated with
sociodemographic variables, except for employment status, with which it had a weak correlation.

The potential influence of sociodemographic characteristics reflected the level of digital divide. The number of variables and the magnitude of the coefficients were higher for digital use than for digital access and mHealth use. Thus, use divide in our setting was the most important gap.

**Table 3. Correlation analysis (Pearson r and 2-tailed P value) among latent variables by confirmatory factor analysis.**

<table>
<thead>
<tr>
<th>Latent variable</th>
<th>Digital access</th>
<th>Digital use</th>
<th>mHealth* use</th>
<th>Time and satisfaction with health care</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1.000</td>
<td>0.718&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.417&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.159&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>_c</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Digital use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.718&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.000</td>
<td>0.607&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.226&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>mHealth use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.417&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.607&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.000</td>
<td>0.231&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time and satisfaction with health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.159&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.226&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.231&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.000</td>
</tr>
<tr>
<td>P value</td>
<td>.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td>Cronbach α</td>
<td>.745</td>
<td>.912</td>
<td>.857</td>
<td>.835</td>
</tr>
<tr>
<td>Average variance extracted</td>
<td>.582</td>
<td>.639</td>
<td>.559</td>
<td>.587</td>
</tr>
</tbody>
</table>

*<sup>a</sup>mHealth: mobile health.

<sup>b</sup>The correlation is significant at a significance value of .05 (2-tailed).

<sup>c</sup>Not applicable.
Figure 3. Structural equation modeling for digital divide in mobile health (mHealth). Solid lines represent significant relationships, and dotted lines represent nonsignificant ones; numbers on the lines from sociodemographic variables to latent variables are standardized coefficients, and numbers on the lines from latent variables to items are loadings. ***$P<.001$, **$P<.01$, and *$P<.05$. 

![Diagram showing structural equation modeling for digital divide in mobile health (mHealth)](image-url)
Table 4. Regression weights of parameters by the multiple-indicator, multiple-cause model with structural equation modeling.

<table>
<thead>
<tr>
<th>Link</th>
<th>β coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age → digital access</td>
<td>−0.38 (−0.45 to −0.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age → digital use</td>
<td>−0.41 (−0.46 to −0.36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age → mHealth use</td>
<td>−0.04 (−0.15 to 0.06)</td>
<td>.40</td>
</tr>
<tr>
<td>Age → time and satisfaction with health care</td>
<td>−0.08 (−0.16 to 0.01)</td>
<td>.07</td>
</tr>
<tr>
<td>Educational level → digital access</td>
<td>0.24 (0.15 to 0.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Educational level → digital use</td>
<td>0.27 (0.22 to 0.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Educational level → mHealth use</td>
<td>0.04 (−0.05 to 0.12)</td>
<td>.41</td>
</tr>
<tr>
<td>Household income → digital access</td>
<td>0.13 (0.06 to 0.19)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Household income → digital use</td>
<td>0.08 (0.04 to 0.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Household income → mHealth use</td>
<td>0.02 (−0.05 to 0.08)</td>
<td>.62</td>
</tr>
<tr>
<td>Household income → time and satisfaction with health care</td>
<td>0.09 (0.02 to 0.17)</td>
<td>.01</td>
</tr>
<tr>
<td>Employment status → digital access</td>
<td>0.03 (−0.02 to 0.09)</td>
<td>.20</td>
</tr>
<tr>
<td>Employment status → digital use</td>
<td>0.10 (0.07 to 0.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employment status → mHealth use</td>
<td>0.08 (0.02 to 0.15)</td>
<td>.01</td>
</tr>
<tr>
<td>Employment status → time and satisfaction with health care</td>
<td>0.003 (−0.07 to 0.07)</td>
<td>.94</td>
</tr>
<tr>
<td>Urban residence → digital access</td>
<td>−0.02 (−0.09 to 0.05)</td>
<td>.53</td>
</tr>
<tr>
<td>Urban residence → digital use</td>
<td>0.07 (0.03 to 0.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban residence → mHealth use</td>
<td>−0.04 (−0.09 to 0.02)</td>
<td>.20</td>
</tr>
<tr>
<td>Urban residence → time and satisfaction with health care</td>
<td>−0.07 (−0.14 to −0.01)</td>
<td>.03</td>
</tr>
<tr>
<td>Gender → digital access</td>
<td>0.06 (0.00 to 0.11)</td>
<td>.06</td>
</tr>
<tr>
<td>Gender → digital use</td>
<td>−0.01 (−0.05 to 0.02)</td>
<td>.41</td>
</tr>
<tr>
<td>Gender → mHealth use</td>
<td>−0.05 (−0.11 to 0.00)</td>
<td>.07</td>
</tr>
<tr>
<td>Gender → time and satisfaction with health care</td>
<td>0.006 (−0.06 to 0.07)</td>
<td>.85</td>
</tr>
<tr>
<td>Digital access → digital use</td>
<td>0.28 (0.22 to 0.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Digital use → mHealth use</td>
<td>0.51 (0.38 to 0.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>mHealth use → time and satisfaction with health care</td>
<td>0.14 (0.05 to 0.22)</td>
<td>.002</td>
</tr>
</tbody>
</table>

a mHealth: mobile health.

Discussion

Principal Findings

We confirmed the framework of digital divide in mHealth app use. Our subjects were mostly educated and middle class, with good experience in internet use and other digital media. Between one-half to two-thirds were using basic mHealth features. Sociodemographic factors had stronger potential influences on digital use than on digital access; they also had the least direct effect on mHealth use and time with satisfaction with health care. However, mHealth use was potentially influenced by digital use. Time and satisfaction with health care, on the other hand, was only weakly associated with mHealth use.

The data from this study identified a cascade of potential successive influences, where digital access influenced digital use, which then influenced mHealth use. mHealth use was determined by digital access and use. Similar to our study, a study by Tirado-Morueta et al [20] found that there was an indirect potential influence pathway from physical access to operative use and expressive informative use of the internet; ignoring this intermediary and simple running regression that predicted mHealth use from sociodemographics would lead to a misinterpretation of the results.

Among the sociodemographic variables examined, age and educational level were the stronger potential influencing variables. Both had direct independent influence on digital access and use, but had no direct effect on mHealth use; in addition, educational level had little effect on time and satisfaction with health care. Thus, their effects occurred in the early part of the digital chain. Based on this potential pathway, assistance for older adults and less educated public clients would need to start with improvements in access and use of the internet in general, as well as mobile facilities, such as email, social
media, and online business. Experience with these will make mHealth use easier for them.

Sociodemographic variables had a stronger potential influence on digital use than on digital access. This may reflect that the use divide was due to lifestyle differences more than it was due to inequity problems [56]. The cost of digital access in China was relatively small (around US $15/60 Mbps or more per month [57]) and, hence, did not contribute much to digital access inequalities. On the other hand, certain sociodemographic groups, such as youth and upper-class people, choosing or needing to use digital technology is due to their lifestyle [58]. The small but significant correlation ($\beta$=0.28) between digital access and digital use may, in fact, reflect a noncausal relationship.

With the use of SEM, our findings on the effects of sociodemographic variables were different from those of other studies using one-step regression [59,60]. These other studies showed that sociodemographic variables potentially influenced mHealth use, but they missed the fact that the effect passed through digital use. Their findings would indicate the emphasis to improve mHealth use among the underprivileged. Our findings, on the other hand, imply that improved general digital use would be a more natural way to empower these groups of clients. This will make it easier and probably more effective to introduce mHealth to them. To reduce the existing digital divide among hospital clients, the hospital administration should provide special services or appropriate education to assist clients in making better use of mHealth apps.

According to another study in China, mHealth was effective in reducing patient waiting times and increasing patient satisfaction in tertiary hospitals [26]. Another study found that waiting times for consultations and prescription filling reduced, resulting in increased outpatient satisfaction with pharmacy services [27]. Moreover, our study validated the marginally significant effect of mHealth use on shorter waiting times and improved satisfaction. This indicates that mHealth app use cannot adequately explain shorter waiting times and increased satisfaction. This indicates a need for further study. Additionally, since mHealth app use in hospitals is in its infancy, mHealth apps must be improved in terms of design and marketing based on existing digital use to increase their use and provide benefits to clients [33].

**Limitations**

This was a cross-sectional study. One may argue that the causation proposed in the SEM was limited by temporal sequence and may not be valid. We argue that sociodemographic variables are long-term values and do not vary much over time, whereas digital divide in these domains only comes after. Mobile apps were developed nearly a decade after the wide use of the internet began, and hospital-based mHealth is the most recent development. Therefore, our proposed pathway may not be flawed in terms of temporal sequence. The current stage of mHealth development in our setting is changing continuously. Thus, further studies may produce different results.

**Conclusions**

In order to close the mHealth use divide, it is important to improve digital access and digital use among older adults and less educated groups.
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Abstract

Background: Digital health interventions can bridge barriers in access to treatment among individuals with chronic pain.

Objective: This study aimed to evaluate the perceived needs, engagement, and effectiveness of the mental health app Wysa with regard to mental health outcomes among real-world users who reported chronic pain and engaged with the app for support.

Methods: Real-world data from users (N=2194) who reported chronic pain and associated health conditions in their conversations with the mental health app were examined using a mixed methods retrospective observational study. An inductive thematic analysis was used to analyze the conversational data of users with chronic pain to assess perceived needs, along with comparative macro-analyses of conversational flows to capture engagement within the app. Additionally, the scores from a subset of users who completed a set of pre-post assessment questionnaires, namely Patient Health Questionnaire-9 (PHQ-9) (n=69) and Generalized Anxiety Disorder Assessment-7 (GAD-7) (n=57), were examined to evaluate the effectiveness of Wysa in providing support for mental health concerns among those managing chronic pain.

Results: The themes emerging from the conversations of users with chronic pain included health concerns, socioeconomic concerns, and pain management concerns. Findings from the quantitative analysis indicated that users with chronic pain showed significantly greater app engagement (P<.001) than users without chronic pain, with a large effect size (Vargha and Delaney A=0.76-0.80). Furthermore, users with pre-post assessments during the study period were found to have significant improvements in group means for both PHQ-9 and GAD-7 symptom scores, with a medium effect size (Cohen d=0.60-0.61).

Conclusions: The findings indicate that users look for tools that can help them address their concerns related to mental health, pain management, and sleep issues. The study findings also indicate the breadth of the needs of users with chronic pain and the lack of support structures, and suggest that Wysa can provide effective support to bridge the gap.

(JMIR Hum Factors 2022;9(2):e35671) doi:10.2196/35671

KEYWORDS
chronic pain; digital mental health; mobile health; mHealth; pain management; artificial intelligence; cognitive behavioral therapy; conversational agent; software agent; pain conditions; depression; anxiety

Introduction

Background
Chronic pain is a debilitating condition that affects over 2 billion people worldwide, with the global weighted mean prevalence estimated to be 30.3% [1,2]. The sequelae of chronic pain are spread across the different aspects of an individual’s life, such as employment, sleep, physical and mental health, and social relationships [3].
The relationship between chronic pain and mental health comorbidities is well documented, with the prevalence of concurrent major depression or anxiety diagnoses ranging between 35% and 50% of the global population, and the presence of pain often doubling the risk of having a mental health diagnosis [4,5]. Mental health concerns can compound the difficulties in gaining access to affordable and accessible treatment for chronic pain. The absence of referral pathways, high costs, and stigma increase barriers to access for treatment and management [6-8]. Increasingly, digital health care apps have been addressing these challenges with cost-effective and accessible solutions, with some evidence to indicate feasibility and efficacy [9,10]; however, adoption, acceptability, and quality still remain challenges for this space [11]. Currently, there is limited user-led research that captures the perspectives and perceived needs (based on the person’s own judgement) of individuals with chronic pain.

This study examined the experiences of users with self-reported chronic pain who were using Wysa, which is an anonymous artificial intelligence (AI) conversational agent app for digital mental health. A previous study showed that the use of Wysa was associated with a significant reduction in depressive symptoms in a high-engagement user group compared with a low-engagement user group [12]. The Wysa app uses a free-text conversational interface to listen and respond to the user and responds to the user’s distress by recommending evidence-based elements from cognitive behavioral therapy (CBT), behavioral reinforcement, and mindfulness, among others. The self-help practices and conversation-based tools and techniques provide support for challenges, including anxiety, sleep, low energy, motivation, loss, and pain.

Our Study
The purpose of this study was to understand the perceived needs of individuals with chronic pain and their mental health concerns. The study aimed to understand the ways in which individuals find digital health support meaningful, and the potential areas in which it could be developed in order to offer more effective and accessible support for individuals with chronic pain.

This study had the following 3 objectives: (1) to evaluate the perceived needs of users with chronic pain conditions; (2) to evaluate the app engagement and disengagement patterns of users with chronic pain (in terms of the most used tools, most frequented conversational flows, and intensity of engagement and disengagement); and (3) to evaluate the efficacy of the Wysa app and its interventions for improving mental health among a subsample of users who have completed 2 questionnaire assessments (ie, preintervention and postintervention) using the validated Patient Health Questionnaire-9 (PHQ-9) [13] and Generalized Anxiety Disorder Assessment-7 (GAD-7) [14].

Methods

Ethical Considerations
The Wysa app is publicly available as an app on the Android and iOS app stores. It has been designed to prioritize safety, privacy, and security by design. There is no user registration required, and no personally identifiable information is asked at any time during app use. As the study involved analyzing real-world data from an anonymous nonclinical population, it was exempt from registration in a public trial registry (according to OHRP guidelines [15]). The users voluntarily downloaded the app after having consented to the app’s Terms of Service and Privacy Policy. For ethical and privacy reasons, the authors did not have access to all the user messages. Only minimal and limited conversational data extracted based on keywords were used for this research, and no longitudinal data were used. The study data set was deidentified using one-way cryptographic functions. User data were adequately secured according to the organization’s privacy, security, and safety policies. The study participants were informed about how they can exercise their rights to restrict processing of their data for research purposes.

Study Design
During the study period from October 2020 to October 2021, a total of 2194 users were identified to have reported chronic pain based on selected keywords in ongoing conversations with the conversational agent. We implemented a retrospective observational study with a mixed methods approach, given the objectives of the study and the nature of the data being analyzed. In a retrospective observational study, the sample is defined later and the data are already available [16]. This methodology has been used in multiple health care studies, such as those involving depression and anxiety [17-19], hypertension [20], postpartum mental health concerns [21], COVID-19-related concerns [22], and diabetes [23].

Outcome Measures and Data Types
The following measures and data types were used: (1) textual snippets from users, (2) tool usage data, (3) usage data indicating the interventions used with the bot, and (4) self-reported PHQ-9 and GAD-7 data.

Procedure

Data Extraction
To extract the data, the first step was to optimize the keywords. For this, the classification of chronic pain by the International Association for the Study of Pain was used as a guide [24] to derive keywords. Additionally, other relevant keywords were derived from literature on pain and the clinical experiences of the researchers in this study. As such, the keywords also included general terms used to describe pain or to describe pain-related experiences, such as “pain,” “painkiller," “manage pain,” “nerve block,” etc.

User messages that had at least one or more of the keywords were extracted, which resulted in 83,000 messages. The criteria for data extraction and filtration are listed in Textbox 1. These were further filtered by the research team, who read through each of the messages to exclude any pain that did not relate to chronic pain conditions (such as emotional pain or menstrual pain) or pain that the users did not experience themselves. Ambiguous messages that did not clarify the nature of the pain were also excluded. For example, the word “pain” often created false positives or ambiguity, as users could use this word in a context that would not necessarily be related to physical pain.
or chronic pain (eg, “it is so painful”). These types of messages were excluded from the final set. The stringent exclusion resulted in a final set of 3300 relevant messages from 2194 unique users. Among these, the distribution of the number of mentions of different diagnoses is listed in Table 1.

**Textbox 1. Criteria and keywords for data extraction.**

<table>
<thead>
<tr>
<th>Selection criteria (inclusion and exclusion) for data extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The keywords used were about “chronic pain” or related concerns to capture all mentions of associated conditions, such as “disability,” “loss of limb,” “manage pain,” “injury,” “musculoskeletal,” “neuralgia,” “back pain,” “phantom pain,” “multiple sclerosis,” “osteoarthritis,” “cancer pain,” “sciatica,” “fibromyalgia,” “spinal cord,” “arthritis,” “spondylitis,” “cervical,” “rheumatoid,” “endometriosis,” “surgery,” “ankylosing,” “inflammation,” “inflammatory,” “crohn,” “sclerosis,” “gout,” “nerve block,” “analgesic,” “painkillers,” “pelvic pain,” “cyst,” “migraine,” and “pcos.”</td>
</tr>
<tr>
<td>2. The report of pain should be first-person, that is, the person is talking about their own pain. Any mention of others’ health conditions was excluded.</td>
</tr>
<tr>
<td>3. There was clarity about the mentioned pain being chronic and physical in nature. Ambiguous messages that did not meet this criterion were excluded.</td>
</tr>
<tr>
<td>4. Any message that qualified only as emotional or psychosomatic pain was excluded.</td>
</tr>
</tbody>
</table>

**Table 1. The number of mentions of different conditions of chronic pain.**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Number of mentionsa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Migraine</td>
<td>551</td>
</tr>
<tr>
<td>Back pain</td>
<td>501</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>265</td>
</tr>
<tr>
<td>Surgery</td>
<td>212</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>119</td>
</tr>
<tr>
<td>Injury</td>
<td>99</td>
</tr>
<tr>
<td>Disability</td>
<td>92</td>
</tr>
<tr>
<td>Neck pain</td>
<td>56</td>
</tr>
<tr>
<td>Arthritis</td>
<td>30</td>
</tr>
<tr>
<td>Crohn</td>
<td>22</td>
</tr>
<tr>
<td>Sciatica</td>
<td>19</td>
</tr>
<tr>
<td>Inflammation</td>
<td>18</td>
</tr>
<tr>
<td>Cervical</td>
<td>9</td>
</tr>
<tr>
<td>Rheumatoid</td>
<td>9</td>
</tr>
<tr>
<td>Sclerosis</td>
<td>9</td>
</tr>
<tr>
<td>Endometriosis</td>
<td>8</td>
</tr>
<tr>
<td>Spondylitis</td>
<td>5</td>
</tr>
<tr>
<td>Cyst/polycystic ovary syndrome</td>
<td>5</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>4</td>
</tr>
<tr>
<td>Nerve block</td>
<td>2</td>
</tr>
<tr>
<td>Phantom pain</td>
<td>1</td>
</tr>
</tbody>
</table>

aThis is the number of actual mentions of the condition and not the number of users having the condition. Some users reported multiple conditions, and these categories are not mutually exclusive.

**Analyses**

**Objective 1: Perceived Needs of Users With Chronic Pain**

Inductive thematic analysis [25] was used to gather information on perceived needs and experiences related to chronic pain. The author SM got familiarized with the data by reading the messages multiple times. This was followed by the generation of preliminary codes, which were then grouped into potential subthemes and themes. The data were then verified for relevance to the respective themes at each level, and the initial set of themes was verified in relation to the coded extracts. The themes were selected and finalized based on their relevance to the objectives of the study and their salience in capturing perceived
needs. Though the analysis was led by SM, all the authors met at regular intervals to ensure that the themes were internally consistent and unique, and answered the research question. The themes and subthemes were then reviewed and finalized.

**Objective 2: App Engagement and Disengagement of Users With Chronic Pain**

The engagement of users was evaluated at the following 3 different levels: (1) the frequency of usage within Wysa, (2) the intensity of user engagement, and (3) the points of disengagement. Engagement refers to the number of initiated and completed interactions within the app, while the points of disengagement are instances where users stop communicating or engaging further with the conversational agent.

The first level of analysis was the frequency count of the tools (interventions) most utilized by the users with chronic pain (N=2194). To capture the most recurring conversation flows of the users with chronic pain, a network analysis [26] was conducted with cleaned sequential pairs of conversational path units and their frequency of occurrence as weights. The path units were then grouped into higher units based on app elements, and the networks were visualized in Gephi 0.9.2 [27] as a directed weighted network. The directionality of the conversational pathways was then used to identify the tools most used within Wysa, to further validate the findings of the first-level analysis. The visualization of the network analysis was done in Gephi with the Yifan Hu layout, and the appearance of nodes and edges was based on “weighted in-degree,” that is, incoming connections as calculated within the software.

At the second level, to examine the intensity of engagement, the extracted data were analyzed for instances of engagement and disengagement with the bot. Using Python 3.6 code, the first-level engagement of a user was calculated by using the number of conversational pathways per user. The intensity of engagement and disengagement of users with chronic pain was then tested in comparison to users without chronic pain (a randomized sample from the larger user base that had not reported any chronic pain). The data for both samples did not fit the criteria for normality, indicating the need for nonparametric assessments. The data were further tested using R 4.1, and the difference in engagement was assessed using the Mann-Whitney U test between users with chronic pain and those without chronic pain.

To evaluate the disengagement patterns, the ends of conversational flows, which represented the locations where users would stop engaging with the app, were identified for both groups. The top 20 conversational ends were located from path data and compared between the groups (users with chronic pain, n=2194; users without chronic pain, n=1880) for salient differences.

**Objective 3: Efficacy in Improving the Mental Health of Users With Chronic Pain**

A subset of the sample was used to examine the efficacy of the app for improving the mental health symptoms of users with chronic pain. This subset was restricted to users who completed at least two self-reported PHQ-9 (n=69) and GAD-7 (n=57) assessments during the study period. The first assessment during the study period was regarded as the baseline, and the last assessment was regarded as the postintervention assessment. This subsample was further restricted to users with a score greater than 5 on either the PHQ-9 or GAD-7 (mild distress or greater) at baseline. A paired t test was performed between the first and last assessments of the study period for this subset of users with chronic pain.

**Results**

**Objective 1: Perceived Needs of Users With Chronic Pain**

The thematic analysis yielded themes representative of the perceived needs and concerns of users with chronic pain. The themes (given in Figure 1) are health concerns, socioeconomic concerns, and pain management concerns.
**Health Concerns**

This theme indicates the perceived needs, concerns, and experiences of users with regard to their mental and physical health. It includes the subthemes of *emotional distress*, *impact on self-image*, and *impact on physical health*.

**Emotional Distress**

The users with chronic pain would often write to Wysa about strong emotional difficulties, such as anxiety, feeling low or depressed, panic attacks, frustration, and irritability, among others. Many were often concerned with how chronic pain tends to increase their stress and affect their mental health. Some found themselves “flooded with suicidal thoughts and negative emotions.” This concern for the effect of chronic pain on one’s mental health was clearly demonstrated by a user who reported “it’s taking a big toll on my mental health.” The relationship between emotional distress and pain would often be cyclical or bidirectional, with some reporting how their stress levels often aggravated the pain, for example, “I have lupus, fibromyalgia, and asthma, and they are triggered by my stress levels.”

**Impact on Self-Image**

Chronic pain users often reported low self-confidence, with one user stating, “I am still young and having such a condition makes me feel inferior to other teens my age. I feel weak and useless” and others stating that they had “lower self-worth,” with the limitations impacting them deeply. A user said, “I have fibromyalgia, and it makes me feel like a failure at times.” Multiple users also reported having body image concerns, with some feeling “ugly” or feeling ashamed of how they appeared.

**Impact on Physical Health**

Apart from the significant pain experienced, this group of users also reported a variety of issues related to their physical health. Many indicated disturbed sleep (“I can never sleep well”) and constant physical discomfort (“which means I can’t sit or stand or sleep properly”). They also worried about the possibility of their pain worsening and further physical distress. Some were “scared” of their upcoming surgeries. An often-reported issue was the limitations felt by users around physical activities and the resulting distress.

**Socioeconomic Concerns**

The experiences that users with chronic pain shared with Wysa included their experiences of their social relationships and their experiences related to work and finances. The subthemes under this theme are *financial and work-related concerns* and *social concerns*.

**Financial and Work-Related Concerns**

Users with chronic pain often reported several financial and work-related concerns. While some reported that they were unable to perform to their full potential due to chronic pain, others stated that chronic pain was “increasing work stress” and the possibility of “burnout.” The pain would be so debilitating at times that they would often find themselves unemployed, as highlighted by another user who stated, “made it hard for me to find work.” This work-related concern was also demonstrated in a response from a user.

> I had to leave work early because of back pain. I feel inadequate for not being able to work with this body. It’s frustrating and I feel like a burden.

This concern was further compounded by worries about the future, for example, a user wrote, “make(s) me worry if I will be able to survive in a capitalist system and if I will be able to sustain myself,” and financial worries about therapy and medical bills. Another user made the below statement.

> Nothing I have tried for fibromyalgia has helped. I can’t afford therapy. I can’t afford food. I’m scared about everything all the time.
Social Concerns
Users with chronic pain often wrote to Wysa about how the pain limited their social interactions. This was clearly illustrated by a user who wrote, “couldn’t go out with my boyfriend to meet some friends” to portray how chronic pain could restrict someone’s mobility, preventing them from going out and socializing. Some users also reported how the pain and related health issues made them withdraw socially and reported feeling “lonely.” They also felt isolated in their pain and reported the feelings of not being understood, not receiving help in seeking professional help, and not being supported.

Well, I am in a relationship but seriously considering a split; he doesn’t help, he’s more of a hindrance. He argues with me when he’s asked to help. I have chronic pain. He picks at the triggers as if it’s a game.

Some also talked about the gratitude they felt for being supported by their family members (“Even though I had a terrible migraine today, my husband just made me feel like I was his whole world. I felt so loved”), which further highlighted the need for social support in individuals with chronic pain. This wish for validation and support was expressed by a user who wrote to Wysa as follows:

I am diagnosed with a bunch of things like compressed disk and pain in my back and I also have arthritis in both of my knees … and a couple more things like neck problems. So, I just want everyone to say I understand how I feel, and everything will be okay and to just take it slow and take one step at a time and not rush or feel overwhelmed and tired.

Pain Management Concerns
One of the most consistent themes across most of the users was pain management. Users would mention feeling “scared” of recurrence and of “living with it for a lifetime.” They would write about the intensity of pain and the difficulty in managing pain. Many directly asked Wysa for pain relief techniques and tools, for example, “Have you got any coping skills for chronic pain?” Some would state it as a goal for themselves, mentioning that they needed “help learning to live with chronic pain.” The want to learn pain acceptance was portrayed by a user who wrote the following:

I'm trying to be more compassionate with myself, but I have not been compassionate or patient with those parts of myself and the disorder ... But if I can accept it anyway, I might have a chance at relief. .. I am listening to my body even when it is hard and even when it's not a perfect.... glamorous process. It's usually not.

Objective 2: App Engagement and Disengagement of Users With Chronic Pain
The frequency of the tools used indicated that across all tool usage by users with chronic pain within the defined time period in Wysa, users used gratitude (22%), sleep meditations (20%), anxiety management and modulation (10%), mindfulness meditations for self-compassion (10%), thought recording (7%), and conflict resolution exercises (3%) most frequently. The frequency of engagement within the app was further validated by examining the conversational flows through a network analysis mapped using cleaned and weighted data points, which depicted similar usage (shown in Figure 2).

To evaluate the intensity of engagement, the number of paths for users was calculated for both groups, along with the length of the interaction in each pathway. For paths of all lengths (any, minimal, and above the threshold), the difference in engagement for users managing chronic pain was found to be significant using the Mann-Whitney U test, with a large effect size, as reported in Table 2.

Additionally, the analysis indicated that the points of disengagement (where users stopped engaging with the intervention) were from the same set of tools where the highest engagement was also noted. Gratitude, sleep, and thought recording were the most prominent in this list.
Figure 2. The most frequently used conversational flows for users with chronic pain (N=2194).

Table 2. Mann-Whitney U test for the difference in app engagement between users with chronic pain and those without chronic pain.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Users with chronic pain, n</th>
<th>Users without chronic pain, n</th>
<th>Effect size (Vargha and Delaney A)</th>
<th>U</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paths of any length</td>
<td>2194</td>
<td>1880</td>
<td>0.803 (large)</td>
<td>3314141</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Paths below the threshold for conversational units</td>
<td>1737</td>
<td>1258</td>
<td>0.760 (large)</td>
<td>1661594</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Paths above the threshold for conversational units</td>
<td>2185</td>
<td>1525</td>
<td>0.791 (large)</td>
<td>2636905</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Objective 3: Efficacy in Improving the Mental Health of Users With Chronic Pain

For both PHQ-9 and GAD-7 analyses, the paired t test indicated that there was a significant difference in the group means of the first and last assessments (PHQ-9: mean 13.22, SD 5.04 vs mean 10.03, SD 5.55; P<.001; GAD-7: mean 12.02, SD 4.47 vs mean 9.04, SD 5.15; P<.001) at the 95% confidence level, with medium effect sizes (PHQ-9: Cohen $d=0.600$; GAD-7: Cohen $d=0.616$).

Discussion

This study aimed to evaluate the perceived needs of users, the engagement of users, and the effectiveness of Wysa for mental health outcomes among users who reported chronic pain and engaged with the CBT-based digital health app for support. The thematic analysis indicated a number of mental health concerns that chronic pain users have, including emotional difficulties and self-image–related concerns. This observational study captured the experience of these difficulties through messages. The findings are consistent with the existing literature, which highlights the association of negative emotional experiences, such as anxiety and depression, with chronic pain [28,29]. Consistent with the literature, this study highlights the bidirectional relationship between pain and health (including physical health and mental health). The emerging themes from the qualitative analysis indicate that factors, such as stress, sleep disturbances, and anxiety about health, appear to influence the physical and mental health of users with chronic pain and also affect its relationship with pain. This relationship between mental health and chronic pain highlights the importance of the treatment of mental health conditions in chronic pain [30,31].
The conversational pathways frequented and the tools used reflected the needs that clients expressed to the AI conversational agent. For instance, the users expressed their distress regarding disturbed sleep, difficulty in managing negative thoughts, difficulty in interpersonal relationships, and self-image issues. Consistent with the perceived needs and the distress that users with chronic pain reported, the tools most used and conversational pathways most frequented involved techniques and tools that address these concerns, such as exercises for cognitive reframing, thought recording, gratitude, mindful compassion, sleep and mindfulness meditations, mindful compassion meditation, and conflict resolution exercises.

The user messages also depicted the isolating nature of pain, and how chronic pain users often found themselves with limited social interaction, and scarce understanding and support from family. It is thus not surprising that one of the most common conversational flows for need fulfillment was thought recording, where the users could openly write to Wysa about their thoughts and dilemmas. Being able to offer a space for disclosure is also perhaps indicative that AI apps are able to have authentic and human-level therapeutic bonds [32], which is perhaps reinforced because of the nonjudgemental atmosphere, complete anonymity, accessibility, and constant availability that the app provides.

An analysis of the in-app engagement of chronic pain users depicted a high need for support, evidenced by the number of sessions and the length of each session, which was significantly higher compared to nonchronic pain users on the app. The qualitative analysis further elaborated on the needs of the users by capturing the immense impact of chronic pain on their lives, which extended from their physical and mental health to the socioeconomic aspects of their lives. The themes revealed that the users have concerns far beyond medical services that are generally provided. Such needs have been documented in previous studies [33-35], and the findings of this study further reinforce this.

It is also important to note that while these are the most common conversational flows and most used tools, some of these app elements and tools also represent points at which some users disengaged with Wysa. This disengagement highlights that while there is a strong need, perhaps these users who disengage do not have the necessary resources or energy levels to engage with the app, given the overwhelming number of concerns that the users with chronic pain have to deal with, as indicated in the themes. Additionally, processes, such as catastrophizing and low frustration tolerance, have been found to be involved in the cognitive processes of chronic pain patients [36]. It is possible that low frustration tolerance along with an overwhelming number of concerns caused some chronic pain users to want quick relief solutions, as often evidenced in clinical practice [37], leading them to disengage with these tools due to frustration.

The findings of this study also indicate that users not only expressed the need for learning the skills of acceptance (as indicated in the theme pain management concerns), but also used the tools of CBT and Mindfulness, such as cognitive reframing exercises, gratitude exercises, mindful compassion, sleep meditations, and mindfulness meditations, as observed through path analyses. This perhaps indicates that users with chronic pain not only found these tools useful, but also continued to take these conversational paths multiple times because of the perceived usefulness. Our study further revealed significant improvements in both anxiety and depression in a subsample of users who completed the preassessment and postassessment. This evidence suggests that individuals with chronic pain can benefit from the CBT and acceptance-based tools present in Wysa. The value of these findings is highlighted when examined in light of prior literature where approaches, such as CBT, mindfulness, and acceptance-based interventions (eg, mindfulness-based stress reduction), have been found to be efficacious in the treatment of chronic pain [30,38,39] and are recommended lines of treatment.

This study has several limitations, and the findings should be interpreted in light of these limitations. This study is limited by the retrospective observational design. As such, the sample was nonrandomized, and this approach also precluded any conclusions of the causality of the effectiveness of interventions. The study was further limited because users were not required to complete assessments, limiting the study of efficacy to a small subsample. A major limitation of this study is that the data extraction keywords used were based on the guidelines of the International Association for the Study of Pain, extent literature, and the clinical experiences of the study researchers. However, despite efforts to have multiple sources for these keywords, these may not have included relevant terms or descriptions of pain. Another limitation is that the repeated measurements for efficacy, without a control group, could have raised the risk of regression to the mean [40]. The nonrandomized sampling of the design also limits the generalizability of the findings. Additionally, the third objective of the study was based on small samples, which further limits the generalizability of the findings of effectiveness, and the results should be interpreted as preliminary outcomes.

Despite the limitations, the findings of this study have important implications. This study, through its unique approach of user-led research, has highlighted the perceived needs and digital engagement patterns of users with chronic pain. Having a comprehensive understanding of the perceived needs and most frequented conversational paths of the users with chronic pain will help toward developing specific interventions, with improved product design and user experience. This could further help to study the effects of the interventions on a larger sample, with control groups (to account for effects such as regression to the mean), and to draw more generalizable conclusions. The study shows promising preliminary results for the use of AI in ameliorating mental health concerns among people with chronic pain. The findings suggest that digital interventions involving acceptance, CBT, and mindfulness-based therapies could be effective in meeting the needs, and could begin to bridge the gap between the demand for mental health support and the lack of adequate resources or personnel.

The findings of this retrospective study help in understanding the pervasive concerns and perceived needs of chronic pain users, and the patterns of their engagement and disengagement with the CBT-based AI mental health app Wysa. The results
indicated clinically meaningful and significant improvements in the anxiety and depression scores of users with chronic pain. Though this study is limited by its retrospective design, it provides promising results for filling the gap within available treatments and supporting the needs of users with chronic pain through the use of digital mental health interventions.
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Abstract

Background: The past decade has seen increasing opportunities and efforts to integrate quality improvement into health care. Practice facilitation is a proven strategy to support redesign and improvement in primary care practices that focuses on building organizational capacity for continuous improvement. Practice leadership, staff, and practice facilitators all play important roles in supporting quality improvement in primary care. However, little is known about their perspectives on the context, enablers, barriers, and strategies that impact quality improvement initiatives.

Objective: This study aimed to develop a framework to enable assessment of contextual factors, challenges, and strategies that impact practice facilitation, clinical measure performance, and the implementation of quality improvement interventions. We also illustrated the application of the framework using a real-world case study.

Methods: We developed the TITO (task, individual, technology, and organization) framework by conducting participatory stakeholder workshops and incorporating their perspectives to identify enablers and barriers to quality improvement and practice facilitation. We conducted a case study using a mixed methods approach to demonstrate the use of the framework and describe practice facilitation and factors that impact quality improvement in a primary care practice that participated in the Healthy Hearts in the Heartland study.

Results: The proposed framework was used to organize and analyze different stakeholders’ perspectives and key factors based on framework domains. The case study showed that practice leaders, staff, and practice facilitators all influenced the success of the quality improvement program. However, these participants faced different challenges and used different strategies. The framework showed that barriers stemmed from patients’ social determinants of health, a lack of staff and time, and unsystematic facilitation resources, while enablers included practice culture, staff buy-in, implementation of effective practice facilitation strategies, practice capacity for change, and shared complementary resources from similar, ongoing programs.

Conclusions: Our framework provided a useful and generalizable structure to guide and support assessment of future practice facilitation projects, quality improvement initiatives, and health care intervention implementation studies. The practice leader, staff, and practice facilitator all saw value in the quality improvement program and practice facilitation. Practice facilitators are key liaisons to help the quality improvement program; they help all stakeholders work toward a shared target and leverage tailored strategies. Taking advantage of resources from competing, yet complementary, programs as additional support may accelerate the effective achievement of quality improvement goals. Practice facilitation–supported quality improvement programs may be
opportunities to assist primary care practices in achieving improved quality of care through focused and targeted efforts. The case study demonstrated how our framework can support a better understanding of contextual factors for practice facilitation, which could enable well-prepared and more successful quality improvement programs for primary care practices. Combining implementation science and informatics thinking, our TITO framework may facilitate interdisciplinary research in both fields.

(JMIR Hum Factors 2022;9(2):e32174) doi:10.2196/32174
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Introduction
Practice facilitation is an implementation and coaching strategy that aims to develop the capacity of primary care practices to achieve sustained quality improvement (QI) and to address gaps in the implementation of interventions [1]. There is a growing body of evidence suggesting that QI programs that use practice facilitation can produce meaningful and positive change in primary care practices [2,3], including improvements in chronic disease processes and outcome measures for diabetes, asthma [4], cardiovascular disease, and cancer [5]. In addition, practice facilitation interventions that combine audits and feedback, educational materials, and system support are more effective than interventions that use a single approach [6], and they can also lead to a more learning-focused culture, improved work environment, and greater levels of teamwork [7]. Finally, practice facilitators, individuals who are trained to provide QI coaching, can help practices engage in QI activities and develop capacity for continuous QI [1]. Given the complexity and changeability of primary care practices, understanding the context, enablers, barriers, and strategies for implementation of practice facilitation–supported QI programs may help to drive their adoption. Although previous studies have investigated the perspectives of practice leaders and practice facilitators, few have incorporated the perspectives of practice staff, who have different roles in the practice. A framework that integrates their feedback, experiences, and strategies with implementation science, technology, and human factor elements is essential to developing effective practice facilitation strategy models [10].

This study aims to design and develop a framework that identifies contextual factors, challenges, and strategies that impact practice facilitation, implementation of QI interventions, and clinical measure performance.

Framework Development Methods
We designed and developed the “task, individual, technology, and organization” (TITO) framework (Figure 1) by combining the “fit between individual, task, and technology” (FITT) model [11] and the “systems engineering initiative for patient safety” (SEIPS) model [12]. The FITT model is often used to understand information technology (IT) adoption, while SEIPS is a theoretical model rooted in human-centered systems that provides a framework for understanding the structures, processes, and outcomes in health care and the relationships between these factors. The SEIPS model has been used to understand or design sociotechnical systems and has supported evaluation, planning and research activities [13]. The components in the SEIPS model include “person,” “organization,” “technologies,” “tasks,” “environment,” “process,” and “outcomes” [12]. The key stakeholders (practice leaders, practice staff, and practice facilitators), informatics researchers, and implementation scientists on the research team collaborated on the participatory workshops to develop a theory-driven framework with testable integration of the elements involved in the study. We discussed the overlaps between the two models and the unique characteristics of quality improvement research. Based on this discussion, we developed TITO by combining the FITT and SEIPS models. All the stakeholders pointed out that health IT (HTT), such as electronic health record (EHR) systems, was important for QI programs. For example, HIT includes data collection for quality measurement, patient outcome monitoring, and intervention implementation [14]. Primary care is an essential part of healthy communities. With QI programs poised to motivate clinicians to improve care quality, investment is needed to ensure that HIT used by clinicians delivers credible data on clinical quality and has the functionality necessary to inform QI efforts in addition to other purposes, such as external reporting for payment, without adding to already high burdens [15]. The research team also conducted literature reviews and multiple conversations with the research team to clarify the terminology and definitions.

Figure 1. The task, individual, technology, and organization (TITO) framework.
The FITT framework enmeshes factors related to the organization of a setting as an intrinsic part of user attributes. However, the organizational context is a critically important factor that affects both practice facilitation and intervention implementation. The “organization” dimension aids the assessment of factors related to the context in which users, tasks, and technology operate. The distinction of “organization” as a separate dimension is necessary, as this could be where key differences between different sites and settings lie. In QI, practice facilitation, or implementation science, organizational factors, such as organizational culture, readiness to engage, and capacity for change, do not fit well into either the individual, task, or technology domains. After recognizing the 4 key domains, we conducted additional literature searches, fine-tuned the domain definitions, summarized what was known about them, proposed ways to measure each domain’s use, and provided examples to increase understanding of what the domains included. Once these documents were drafted and discussed by the research team, a meeting was arranged to present each domain and discuss ways to identify questions and solicit suggestions. TITO is an informatics-driven framework based on systems thinking that can be used in various types of implementation research, such as evaluating, reporting, and synthesizing implementation studies [16].

### Table 1. Components and constructs of the task, individual, technology, and organization (TITO) framework.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Examples of components and constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>General quality improvement work (data extraction and quality improvement reports), care processes, information flow, and process improvement activities</td>
</tr>
<tr>
<td>Individual</td>
<td>Practice leaders, practice staff, practice facilitators, physical and psychological characteristics, education, skills, knowledge, motivation, and needs</td>
</tr>
<tr>
<td>Technology</td>
<td>Tools (electronic health records, telehealth, online training, computerized provider order entry, and medical devices), paper-based educational materials, and human-factor characteristics (usability, functionality, integration, and availability)</td>
</tr>
<tr>
<td>Organization</td>
<td>Practice culture, leadership, mission, resources, social relationships, supervisory and management style, performance evaluation, rewards and incentives, and capacity for leading changes</td>
</tr>
</tbody>
</table>

This paper presents a case study of an application of this framework and describes context, enablers, and barriers in a primary care practice that participated in a practice facilitation–supported QI study. This case study includes perspectives from 3 key stakeholders to comprehensively examine the TITO framework, shows how each domain in the system interacts and impacts the others, and demonstrates how the framework can be used to summarize contextual factors and strategies for project success.

### Case Study Implementation Methods

#### Healthy Hearts in the Heartland Study

The Healthy Hearts in the Heartland (H3) study aimed to examine the role of practice facilitation in improving 4 cardiovascular clinical quality measures in small primary care practices in Illinois, Indiana, and Wisconsin as part of the Agency for Healthcare Research and Quality-funded EvidenceNOW: Advancing Heart Health in Primary Care program [7]. The H3 study recruited 226 small- and medium-sized primary care practices, which were randomized into 4 study waves that determined when they would start receiving facilitation support. Table S1 in Multimedia Appendix 1 shows the characteristics of the 226 practices. Practice-tailored QI interventions were implemented over a 12-month period, followed by a 6-month sustainability phase. The 4 targeted clinical quality measures included aspirin for ischemic vascular disease, blood pressure control, cholesterol management, and smoking cessation (ABCS) [3]. The QI interventions provided by the H3 study are also shown in Table S2 of Multimedia Appendix 1. Examples include reminders to order aspirin for primary prevention in appropriate patients, orders, patient instructions, patient education for home blood pressure monitoring, reminders to order prescriptions for patients with diabetes, and patient education on smoking cessation [3,18,19]. Full study details and practice characteristics have been described by Ciolino et al [3].

#### Practice Leaders

Practice leaders were individuals at the practice who were most familiar with the intervention and were generally physicians or...
QI managers [20]. They were the champions of study implementation and assisted with the whole process of practice facilitation. Practices participating in the H3 study committed personnel time for transformation activities and data transfers for evaluation. Practice leaders monitored and managed the following activities: survey completion, engagement with H3 staff to extract data through EHR reports, troubleshooting or validating data extraction, and manual chart review.

Practice Facilitators

Practice facilitators are trained individuals who help practices develop the capacity to make meaningful changes designed to improve patients’ outcomes [21]. Their work includes coaching on practice enhancement methods to facilitate system-level changes. In the H3 study, practice facilitators did the following work: conduct individual biweekly interaction with sites; train clinicians and office staff on QI methods and evidence-based tools to help implement interventions; facilitate modifications to the site’s EHRs to enable systems support for ABCS measurement and monitoring; routinely engage the practice site to implement data reports to facilitate monitoring of quality performance; extract ABCS data and review data with site staff; and document intervention tracking surveys [3].

Practice Staff

Practice staff are individuals (eg, clinicians, medical assistants, and front desk staff) who work interactively with practice facilitators to conduct the intervention activities [22]. They received structured training and coaching on clinical topics and QI strategies related to heart health. They also worked with practice facilitators to design and implement QI plans and interventions (shown in Table S2 of Multimedia Appendix 1).

Case Selection

To evaluate the TITO framework, we selected a practice from the H3 study that demonstrated an above-average improvement in performance on the ABCS measures from baseline to 12 months and follow-up performance until 18 months. This practice also performed higher than average on the implementation of QI interventions and was considered to have similar characteristics to the average practice in the H3 study across the following dimensions: (1) it had 2 to 5 clinicians, (2) it used the Epic EHR system, and (3) it was not a federally qualified health center, so it could be considered a representative practice.

Table 2 presents the characteristics of the clinical and implementation outcome measurements in this practice. The numerators (n; the number of patients meeting the ABCS criteria) and denominators (N; the total number of eligible patients at the practice for a given criterion) for each of the ABCS measures were generated from native EHR reports.

Table 2. Clinical outcome measures and implementation performance of quality improvement interventions.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Baseline</th>
<th>12 months</th>
<th>18 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspirin use for at-risk individuals, n/N (%)</td>
<td>12/12 (100)</td>
<td>25/26 (96)</td>
<td>13/13 (100)</td>
</tr>
<tr>
<td>Blood pressure control, n/N (%)</td>
<td>365/415 (88)</td>
<td>300/339 (89)</td>
<td>289/338 (86)</td>
</tr>
<tr>
<td>Cholesterol management, n/N (%)</td>
<td>23/30 (77)</td>
<td>231/287 (80)</td>
<td>12/13 (92)</td>
</tr>
<tr>
<td>Smoking cessation, n/N (%)</td>
<td>127/154 (82)</td>
<td>188/196 (96)</td>
<td>1626/1661 (98)</td>
</tr>
<tr>
<td>Number of implemented interventions</td>
<td>19</td>
<td>33</td>
<td>34</td>
</tr>
</tbody>
</table>

Ethics Approval

This study was approved by the Northwestern University Institutional Review Board (STU00201720 and STU00202126). Written consent was obtained from all participants through the H3 study, which was an umbrella study.

Mixed Methods Approach

This case study applied a mixed methods approach to obtain a greater understanding of the impact of practice facilitation on QI programs, the contextual factors that enabled improved health care quality [23], the experiences of the 3 different types of stakeholder we included, and to help explain the meaning of the data and the forces that facilitated improvement in a qualitative manner [24,25]. Qualitative analyses were conducted by analyzing transcripts from semistructured interviews with practice leaders, staff, and practice facilitators to obtain their perspectives on the implementation of the QI program overall and their approaches to specific interventions. The interviews with the practice leaders and practice facilitators were conducted during the H3 study, and interviews with practice staff were conducted after the study was completed. Quantitative analyses were based on the data from practice facilitation activities, practice surveys, and staff surveys that were collected during the H3 study.

Qualitative Data Collection and Analysis

We conducted in-depth interviews with the practice leader, the practice facilitator, and 2 practice staff members to understand their experiences and perspectives on the H3 study and to identify and organize contextual factors that impacted QI initiatives. All interviews followed a semistructured protocol (Table S3 of Multimedia Appendix 1). All interview participants had actively interacted with the H3 study.

The interviews, which were conducted by telephone, were audiotaped and transcribed. The interviews with practice staff, which were also audiotaped and transcribed, were conducted on Zoom (version 5.0) [26]. We integrated all the transcribed responses and conducted open coding and axial coding to analyze the data [27]. Two researchers (JY and JB) open-coded the interview data together to identify each instance in which participants talked about their experiences with and attitudes toward the H3 initiative. The 2 researchers then conducted axial
coding and grouped open codes that were conceptually similar. Axial coding is a qualitative research technique that involves relating data together in order to reveal codes, categories, and subcategories grounded within the participants’ data [27]. For example, the category “practice culture” includes statements about a practice’s organizational culture and mission; “practice facilitation” include statements describing the workflow and tasks related to practice facilitation; and “patient related barriers” includes “barriers from patients’ social determinants of health and other characteristics.” We resolved discrepancies and developed a consensus codebook encompassing 16 distinct codes (Table 3). The remaining transcripts were then evenly divided between the 2 researchers and coded independently following the codebook [28].

After completing axial coding, the two researchers met and collectively identified preliminary themes. Themes that lacked representation in the data were dropped and similar themes were combined [29]. The final themes were finalized via consensus to represent the most salient perspectives of the participants. Following the proposed TITO framework, we grouped these themes into 4 categories: task, individual, technology, and organization. Under each category, we analyzed the data from 3 stakeholders: practice leader, staff, and practice facilitator.

Table 3. Healthy Hearts in the Heartland qualitative analysis codebook.

<table>
<thead>
<tr>
<th>ID</th>
<th>Code</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Communication</td>
<td>Statements about the communication among leaders, staff, and practice facilitators.</td>
</tr>
<tr>
<td>10</td>
<td>Resource sharing</td>
<td>Statements about taking advantage of resources from other programs.</td>
</tr>
<tr>
<td>10</td>
<td>Practice culture</td>
<td>Statements about a practice’s organizational culture and mission.</td>
</tr>
<tr>
<td>10</td>
<td>Capacity for change</td>
<td>Statements about support and mechanisms for making organizational change.</td>
</tr>
<tr>
<td>10</td>
<td>Competing priorities</td>
<td>Statements about competing programs or clinical tasks that impact a practice’s engagement.</td>
</tr>
<tr>
<td>10</td>
<td>Lack of staff</td>
<td>Statements about a practice lacking personnel for completing the study.</td>
</tr>
<tr>
<td>20</td>
<td>Education and training</td>
<td>The instructions and support that practice facilitators provide for practice.</td>
</tr>
<tr>
<td>20</td>
<td>Practice facilitation</td>
<td>Statements describing the workflow and tasks related to practice facilitation.</td>
</tr>
<tr>
<td>20</td>
<td>Workload</td>
<td>Burdens on a practice during the quality improvement implementation.</td>
</tr>
<tr>
<td>30</td>
<td>Electronic health record capacity</td>
<td>Functionality of the electronic health record system to support the quality improvement study practice facilitation.</td>
</tr>
<tr>
<td>30</td>
<td>Resources infrastructure</td>
<td>Statements about electronic or paper resources for practice facilitators and the practice.</td>
</tr>
<tr>
<td>30</td>
<td>Quality improvement report</td>
<td>Capacity and challenges for generating quality improvement reports.</td>
</tr>
<tr>
<td>40</td>
<td>Buy-in</td>
<td>Statements about practice leaders, staff, and the practice facilitator’s engagement with the study.</td>
</tr>
<tr>
<td>40</td>
<td>Practice facilitator’s strategy</td>
<td>Statements describing the practice facilitator’s skills and approaches that better support practice facilitation.</td>
</tr>
<tr>
<td>40</td>
<td>Patients related barriers</td>
<td>Barriers from patients’ social determinants of health and other characteristics.</td>
</tr>
<tr>
<td>40</td>
<td>Provider’s mixed opinions</td>
<td>Statements about providers’ mixed opinions on the guidelines provided by the study team.</td>
</tr>
</tbody>
</table>

Quantitative Data Collection

Practice Facilitation Activities

During the H3 study, practice facilitators documented observations and field notes (eg, coaching activities and degree of implementation success) in standardized fields using the H3 Facilitation Activity and Intervention Tracking System (FACITS) [30]. Data in FACITS included dates of initiation and completion of relevant QI implementation outcomes, the amount of time practice facilitators spent with each practice, and activities performed during practice visits.

Practice Survey and Staff Survey

Practice surveys were completed by designated office personnel who had good insight into the clinical operations of the practice [31]. We only included records with complete answers to survey questions by the same personnel at baseline, at 12 months, and at 18 months.

The H3 study incorporated the Change Process Capability Questionnaire (CPCQ) in the practice survey. The CPCQ includes 14 items assessing the extent to which a practice has used specific QI strategies to improve cardiovascular preventive care and evaluates a practice’s resiliency and capacity for change [32]. The scale has been previously validated in small practices, is reliable in measuring practice use of QI strategies, and correlates well with changes in practices and care quality.
outcomes [33,34]. The CPCQ score was computed as the sum of the items, ranging from −2 (strongly disagree) to 2 (strongly agree). The overall score of the 14 items ranged from −28 to 28 [35]. Higher scores indicated greater use of QI strategies.

**Results**

**Practice Characteristics**

The selected practice had 5 clinicians (including medical doctors, nurse practitioners, and physician assistants). Before participating in the H3 study, there were no major changes at the clinic (e.g., implementation of a new or different EHR system, loss of staff or managers, or moving to a new location). The practice was not in a designated medically underserved area or supporting a medically underserved population as defined by the Health Resources and Service Administration. This was a multi-specialty practice owned by a large health care system and was neither accredited as a patient-centered medical home nor a part of an accountable care organization [36]. The practice’s mission was to address chronic diseases and health disparities; the practice had participated in other QI programs, such as the WISEWOMAN (Well-Integrated Screening and Evaluation for Women Across the Nation) study [37], which shared similar goals as the H3 study, such as management and support of patients with hypertension [38].

**Staff Working Status**

Table 4 illustrates the number of practice members and their combined full-time equivalent (FTE) for each type of staff. FTE is the ratio of the total number of paid hours during a period divided by the number of working hours in that period (e.g., one staff member working full-time and another working half time would be 2 staff and 1.5 combined FTE) [39]. FTE is often used to measure a staff member’s involvement in a project or to track cost reductions in an organization [40].

**Practice Facilitation Activities**

In total, the practice facilitator conducted 39 practice facilitation activities at this practice. The total time of the activities was 805 minutes. The mean time for each activity was 57.5 (SD 26.8) minutes. Among the 39 practice facilitation activities, 11 were on site while 28 were remote. Regarding the encounter type, 20 activities were categorized as “check-in with phone or email,” 16 as “QI meeting,” and 3 as “other” (e.g., intervention documentation or extracting data).

**CPCQ Scores**

The mean CPCQ score at baseline was 0 (SD 1.18); at 12 months it was 1.14 (SD 0.36), and at 18 months it was 1.86 (SD 0.36). The CPCQ results demonstrated good sustainability of improvement and capacity for leading changes at this practice. In interviews, the staff also reported that the practice had been continuing with many of the suggestions and guidance they received from the H3 study and had continued to show improvement in the ABCS outcomes.

**Participants’ Feedback Summary**

We analyzed and mapped the experiences of participants with the H3 study and their attitudes toward it onto the proposed TITO framework. Under each domain, we analyzed the practice survey, staff survey, and interviews. Since the practice leaders, staff, and practice facilitators had different roles in the H3 study, we examined their perspectives separately. Table 5 outlines the participants’ feedback on the H3 study, based on the TITO framework, as an example of how to organize, conceptualize, and examine these contextual factors and strategies.

To demonstrate the 4 domains of the TITO framework, we will illustrate the findings from this case study in more detail to serve as an example for future studies to organize, conceptualize, and examine these contextual factors and strategies. Future studies may have different constructs under each domain.
Table 5. Summary of participant feedback on the Healthy Hearts in the Heartland study, based on the TITO (task, individual, technology, organization) framework.

<table>
<thead>
<tr>
<th>Role</th>
<th>Task</th>
<th>Individual</th>
<th>Technology</th>
<th>Organization</th>
</tr>
</thead>
</table>
| Practice facilitator        | • Enablers: supported practice with QI\(^a\) measures and intervention implementation.  
• Barriers: workload and complexity of the QI program tasks. | • Enablers: providers were willing to make changes if they found value.  
• Barriers: providers had mixed opinions on some guidelines. | • Enablers: high-quality EHR\(^b\) system; inventory for personalized community resource referral list (Health Rx).  
• Barriers: none identified. | • Enablers: well-prepared with rich resources and support from a large health care system.  
• Barriers: small practice; lack of staff; competing priorities. |
| Practice leader             | • Enablers: scheduled monthly meeting; met with PF\(^c\) and passed on information to medical assistants and medical doctors.  
• Barriers: workload. | • Enablers: interested in improving and offering better services to patients; worked well with the PF and staff.  
• Barriers: patients' social determinants of health; patient engagement issues; time pressure | • Enablers: used EHR system to generate reports on QI measures.  
• Barriers: hard copies of instructions and information were not appropriate. | • Enablers: practice culture facilitated positive change and improvement.  
• Barriers: none identified. |
| Practice staff—nurses       | • Enablers: the program was helpful for their routine work.  
• Barriers: some guidelines differed from those used in training at the practice. | • Enablers: buy-in to the intervention and coaching activities; the program provided a great deal of useful information that aligned with ongoing work; active engagement and buy-in to the QI program.  
• Barriers: patient compliance. | • Enablers: satisfaction with the EHR system; regular reports kept them on track.  
• Barriers: none identified. | • Enablers: the program aligned well with the practice’s mission.  
• Barriers: none identified. |
| Practice staff—program coordinator | • Enablers: coordination between providers and QI programs; reaching out to patients; Spanish medical interpreter.  
• Barriers: workload; lack of effective facilitation workflow. | • Enablers: the team recognized the value of the program.  
• Barriers: patient health disparities, due to language, immigration status, or transportation issues. | • Enablers: support from the affiliated large health care system; satisfaction with the EHR system.  
• Barriers: none identified. | • Enablers: the program aligned well with the practice’s mission and ongoing work.  
• Barriers: competing programs. |

\(^a\)QI: quality improvement.  
\(^b\)EHR: electronic health record.  
\(^c\)PF: practice facilitator.

**Tasks**

**Practice Facilitation**

Even though the practice leader said that QI practice facilitation “was not a main priority of the practice,” the practice leader added, “it was important that we had this additional help.” The practice leader considered that the H3 study fit well with the practice’s own development plan, provided needed assistance, and gave them a push to better work with resources. The leader engaged in the monthly meetings and, along with the facilitator, sat down and talked about how things were going and what could be improved. The facilitator offered suggestions and the best practice evidence that they found helpful given the current work. The leader thought that “getting an outsider’s perspective on improvement is helpful.”

**Intervention Implementation**

The practice indicated that they wanted to implement all the H3 study interventions at the start of the study. For measures like smoking cessation, since most of the patients in this practice did not smoke, it was easy to achieve high-level performance. Cholesterol management interventions overlapped with another ongoing program in this practice, which allowed the practice to take advantage of resources. To implement the interventions, this practice’s strategy was to take it one step at a time. They first worked on smoking cessation, then blood pressure control. Specifically, they focused on measures that they were struggling with. The leader said that because the practice is small, “It’s easy to get distracted [by clinical work], but H3 has helped the clinic focus on quality improvement.”
Individual

Patient-Related Factors
Patients in this practice had challenges pertaining to social determinants of health [41,42]. Most were immigrants and refugees with low incomes. About 80% were primarily Spanish-speaking. The practice leader said that “patient engagement is a problem” and “transportation and work (cannot take off work) also interfere with access to care.” Given these circumstances, the leader said, “If we think we will only see the patient once, we try to take the time to emphasize what they need to do. We also try to do all the lab work during that visit.” In addition, providing hard-copy information about quitting smoking did not work well, since patients seldom read the information. The reasons included the language barrier and low interest.

Practice Facilitator
The practice facilitator for this practice had prior social work experience. The practice facilitator developed a good relationship with the practice leader and staff. The practice members trusted the practice facilitator and actively reached out with questions. If they did not see improvement, the practice facilitator remained positive and encouraging. The practice facilitator said, “If we’re not improving, maybe we’re not trying the right interventions. We’re kind of working on it together.” The practice facilitator “never forced staff members to do something they did not want.” Once the practice made improvement, the practice facilitator would “attribute the improvement to the staff.”

The practice facilitator developed the following practice facilitation working strategies: (1) after each visit, compiling a summary email that included key takeaways and next steps; (2) scheduling the time for the next meeting; (3) documenting and summarizing the meeting and what was planned for the next visit in the FACITTS; (4) reviewing the previous meeting’s summary prior to the next meeting and recalling what they would be talking about; and (5) bringing additional materials or information that might be helpful.

The practice facilitator always respected the personnel in the practice, and said, “Let them lead. Don’t want them to feel like you’re not listening to them by reintroducing them to something they are already aware of” [43]. The practice facilitator formulated instructions and made sure staff knew what to do step by step. The practice facilitator also developed several effective approaches to improving engagement: (1) presenting in person and not letting the practice forget about the study because of competing priorities (the practice facilitator said, “Constant presence in a very positive way. If I ignore H3, no one else is going to pay attention”); (2) writing out definitions of clinical measurements; (3) during meetings, giving providers a paper copy of the definitions and their performance on the QI measures they were tracking so they could take notes.

The quality nurse said the practice facilitator was knowledgeable. If the practice facilitator did not know something, they would reach out to the research team and provide the information to the practice later. Even after the H3 study ended, the staff sometimes still reached out to the practice facilitator with questions regarding some similar tasks that they had worked on before, which reinforced the sustainability of improvement. Regarding resources, the practice facilitator thought the H3 team provided an abundance of resources; however, they found it difficult to find the appropriate material when needed. The practice facilitator’s approach was to use Excel spreadsheets for audits and feedback and present the data in a way that the providers could review in a structured manner. Even so, the practice facilitator still thought that it would have been helpful to “have more of a tailored menu of ways to present the resources.”

Technology

EHR system
The EHR system used by the practice during the H3 study was Epic (version 2014, Epic Systems Corporation). The robust features of this system facilitated QI activities. The EHR vendor also helped extract data and clinical quality measures. Data from the practice physically resided in the health system’s data warehouse [44]. The EHR system was certified to meet meaningful use as defined by Health and Human Services/Office of the National Coordinator for Health Information Technology (ONC) [45]. The practice was able to incorporate clinical laboratory test results into the EHR as structured data (ie, data were recorded in discrete fields and not in text fields). The practice also had the ability to electronically share patient health information (eg, lab results, imaging reports, problem lists, and medication lists) with other providers, including hospitals, ambulatory providers, and outside labs [46].

QI Measure Report
The practice could generate reports on all four ABCS QI measures at the practice level. There was an IT service provider within the health care system that was responsible for configuring and writing quality reports from the EHRs. It also worked with the practice network, health information exchange, and hospital network to report clinical quality measures.

Organization

Infrastructure Resources
Although the practice was small, it had many resources; for example, the practice staff noted that through the WISEWOMAN program [47] “a lot of blood pressure work redesigned exam rooms through that project.” The practice was owned by a large health care system to which the practice could refer patients. It also had a very extensive patient assistance program; this program had a full-time staff member dedicated to helping patients apply for medication assistance from pharmaceutical companies.

Practice Culture
The practice was open to change and interested in improving and offering better health care services to patients. The CPCQ score in this practice increased after 12 months of practice facilitation and continued to improve during the 6-month sustainment period, which demonstrated the capacity for change and ability to maintain improvement of this practice. The leader and staff welcomed suggestions from the practice facilitator. This culture brought benefits, such as including outside
perspectives into their regular meetings and adopting best practices from other practices, as well as providing a consistent external reminder of the importance of the work. All the staff were flexible and open to new ideas and unified in the mission to address health disparities. They were always willing to support patients who faced barriers and were marginalized by the health care system. The practice leader provided strong support, and practice staff were actively engaged in the practice facilitation activities in the H3 study.

**Successful Experiences, Challenges, and Recommended Solutions**

We also used the TITO framework to organize successes and challenges within the H3 study and to develop solutions to address these challenges. The results are presented in Table 6.

<table>
<thead>
<tr>
<th>Aspects</th>
<th>Successful experiences</th>
<th>Challenges</th>
<th>Recommended solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Monthly meetings and discussing new strategies; everyone had a voice.</td>
<td>Providers had mixed views on some guidelines.</td>
<td>Brainstorming sessions and discussion.</td>
</tr>
<tr>
<td></td>
<td>Took advantage of resources from other ongoing/finished programs.</td>
<td>High workload.</td>
<td>Meeting over the lunch hour and catching up.</td>
</tr>
<tr>
<td></td>
<td>Small group sessions brought back to a larger group.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>History of patient outreach.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Informative training and education materials.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Structured instructions.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interventions fit the practice’s development direction.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Provided materials in the language that most patients spoke (Spanish).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td>Practice leaders and staff were flexible and open to new strategies.</td>
<td>Patients’ social determinants of health and health disparities.</td>
<td>Providing culturally competent and linguistically appropriate information about health.</td>
</tr>
<tr>
<td></td>
<td>Active engagement.</td>
<td></td>
<td>Incentivizing and supporting practice facilitation through improved payment models (eg, incentivize providers based on the time they work on the project and whether their progress is reasonable).</td>
</tr>
<tr>
<td></td>
<td>Good relationship among practice facilitator, practice leader, and staff.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Effective communication/bidirectional conversation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Practice facilitator was positive and encouraging.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Quality nurse was focused.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>Well-organized electronic health record infrastructure.</td>
<td>Too many resources (eg, human and paper tools) for the practice facilitator.</td>
<td>Making available resources well-organized and easy to navigate.</td>
</tr>
<tr>
<td></td>
<td>Inventory for personalized community resource referral list (Health Rx) enabled the practice facilitator to check what was needed.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Owned by a large health system; health information technology resources were shared.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>Complemented other programs.</td>
<td>Competing programs.</td>
<td>Complementation with resources from different programs.</td>
</tr>
<tr>
<td></td>
<td>Leadership support.</td>
<td>Limited time.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Focused on the mission.</td>
<td>Lack of staff.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Understood the importance of quality improvement.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High level of collaboration and teamwork.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

**Study Overview**

This study designed, developed, and piloted the TITO framework, which combined the FITT and SEIPS frameworks to understand the impact of practice facilitation on clinical measure performance and the implementation of QI interventions. We present the application of this informatics-driven framework as the analysis of a case study, describing the context, enablers, barriers, and strategies of a primary care practice that participated in a practice facilitation–supported QI program. We analyzed and compared different perspectives from 3 key stakeholders using systems thinking, which allowed for comprehensive examinations of where their perspectives aligned or diverged.

**Staffing Resources**

The practice leader and staff felt they had a “lack of staff.” Because it was a small clinic, they had many competing priorities.

**Informatics-Driven Implementation Framework**

The TITO framework provides a more comprehensive description of the 4 components of QI initiatives using systems thinking (task, individual, technology, and organization). This framework could enable further development of specific measures within these domains to create a standardized template to build tailored implementation research logic models [48] and better comparisons across QI programs [49]. Because TITO was developed based on informatics perspectives and systems thinking, it may foster a common language and complement other theoretical models [50], including the Consolidated Framework for Implementation Research (CFIR) framework [51]. The tradeoff may not be significant given that qualitative results are not often considered generalizable, but rather “transferable.” The CFIR is qualitatively different from...
implementation models derived from the informatics field. Combining informatics-based thinking and implementation science models may combine the advantages of both approaches and introduce benefits for a wide variety of improvement initiatives, practice settings, and care changes. The TITO framework may provide practical and actionable guidance for different stakeholders in QI programs in primary care. For example, technologies such as EHR systems will bring benefits for tasks like QI measurement reporting. Respectful negotiations and transparent communication between practice facilitators and practice staff can foster “win-win” results. Although we applied the framework in a small primary practice and focused on QI interventions for cardiovascular care, this framework may be helpful for a wide variety of QI initiatives, practice settings, and health care systems [52,53].

Primary Care Quality Improvement

For this case study, which was an extension of the H3 study, the selected practice provided lessons that may be generalizable to a broader range of primary care practices. From the practice leader’s perspective, notable barriers included patients’ social determinants of health and a lack of staff and time, but there were also outstanding enablers, such as staff buy-in, effective practice facilitation strategies, and shared complementary resources from similar ongoing programs [54]. The practice staff thought the competing programs created a burden on their engagement and routine care. However, taking advantage of the resources from similar ongoing programs could have provided additional support, which may have helped accelerate improvement in the QI initiative. From the practice facilitator’s perspective, the key enablers were the practice’s capacity to make change and the practice culture, while notable barriers included unsystematic facilitation resources. Finally, practice leaders and staff reported benefiting from targeted assistance, such as EHR documentation guidance and connections to reporting tools, resources, and training activities. Practice facilitators, however, reported that limited engagement, busy schedules, and patient characteristics led to challenges.

Application of the Framework

Leveraging the TITO framework, we identified contextual factors and strategies for practice facilitation in primary care quality improvement in 4 domains: task, individual, technology, and organization. Overall, a successful QI program should fit well within a practice’s existing strategies and mission to enable organization-level improvement and provide appropriate assistance and resources for changes in task-level improvement [55]. In the H3 initiative, most interventions were offered based on the interests of practices in the study and what they were likely to be capable of implementing. Practice facilitation works best when the practice leader and staff actively engage with the practice facilitator, recognize the importance of the study, and agree with the implementation strategies. Effective collaboration and communication among the 3 stakeholders are essential for the successful implementation of practice facilitation and QI intervention.

For small primary care practices, the lack of staff is a major problem [56]. Our findings from this case study suggest that one way to navigate this issue is to focus efforts, implement interventions one at a time, and use resources from other ongoing programs to complement the activity. In addition, HIT can introduce benefits with the right support [57]. An EHR system with effective reporting functionality in combination with technical support from the vendor resulted in clinical-quality-measure reports that were valuable for assessing the success of QI interventions. With a solid technology foundation, sustainable quality improvement efforts, as well as the regular collection and review of clinical measures, were readily achieved. The features illuminated by this case study may be helpful to other small primary care practices seeking to improve clinical performance.

TITO also emphasizes the individual domain; successful interventions in patient populations with health disparities may require adaptation [58]. In some instances, the primary care providers could not provide patients with appropriate care due to challenging engagement issues (eg, transportation, time, and language). This led the practice in this case study to take several actions: (1) emphasize health equity and make every effort to address any patient concerns during their clinical visits; (2) recruit volunteers who could speak the same language as the patients to reach out to individuals that had higher risks; and (3) ensure that health care providers made full use of their time during each patient visit, such as by doing all the necessary clinical care that was applicable during the visit [59]. Although patients typically are not involved in practice facilitation, it would be worthwhile to consider working with patient representatives or using a community engagement process to gather feedback on ways the QI program might best address their needs [55].

Practice facilitators are key liaisons during QI practice facilitation. They must earn trust and buy-in from the practice leader and staff from the beginning of a QI program. Developing effective communication styles and skills will help practice facilitators establish and reinforce a collaborative relationship within which they can implement and foster sustainability of the QI intervention. A commitment to collaboration with humility will go a long way in supporting practices and achieving success [55]. Practice facilitators can use motivational approaches to conduct coaching activities with clinical champions, help the practice initiate QI, facilitate the application of knowledge and QI tools to improve clinical practice, provide informational resources, and motivate practice members to engage in teamwork. Clinical staff may exhibit varying levels of acceptance of program guidelines; the practice facilitator should respect their opinions and invest in time for relationship building to understand their perspectives. In addition, the practice facilitator should use tailored strategies to manage diverse resources and ensure that materials are organized, structured, and accessible for use when needed [60] to increase the efficiency of their approach.

The TITO framework introduces “organization” as an important factor, because this could be where key differences between different sites and settings lie, especially for primary care. The presence of a practice culture with a positive attitude toward change and the absence of a disruptive level of organizational stress can be effective contributors to success. The practice should be open to change and interested in improving and...
offering better services to patients, regardless of whether there are financial incentives in place. Engagement in QI initiatives is more likely to be productive when practice members actively decide to participate because the QI efforts align with their fundamental values and norms—that is, viewing targeted QI efforts as a way to provide better care to their patients—not just another revenue stream for the practice or a bothersome bureaucratic burden [60]. All the staff should be flexible, open to new ideas, and unified in their commitment to a mission to address health disparities, and practice leaders should provide strong support. With such a culture, sustainable improvement can be maintained regardless of workforce turnover.

Limitations
There are some limitations to this study. First, the interviews with the practice leader and practice facilitator were conducted during the H3 study, while interviews with staff were conducted after the initiative was completed, which may have introduced recall bias. Even so, we followed up with the practice facilitator, discussed our findings, and resolved discrepancies. Because of the timing of this investigation, we were also able to examine the sustainability of the QI initiative in this practice. Second, since this case study was focused on a single primary care practice, the study observations, results, and conclusions may not be generalizable to a wider group of practices, and the codes and categories generated from our grounded theory approach may be limited in scope. Nevertheless, this practice was selected because it had the same characteristics as most of the other practices in the H3 study, and it could have thus provided valuable lessons and implications for practices within or outside the H3 study. Third, because of the nature of case studies, it was impossible to determine causal relationships; however, our findings could suggest hypotheses for future studies as to what contextual factors are related to success.

Conclusion
In this study, we designed and developed the TITO framework to identify contextual factors and strategies that impact practice facilitation, clinical measure performance, and implementation of QI interventions. The practice leader, staff, and practice facilitator all saw value in the QI initiative; however, they faced different challenges and used different strategies during the practice facilitation. These challenges and strategies could be clearly defined using the TITO framework. The TITO framework also supports a better understanding of the contextual factors and strategies for practice facilitation and therefore may enable better-prepared and more-successful QI programs in primary care. With the uptake of implementation science and informatics thinking, the TITO framework may facilitate interdisciplinary research in these two fields. The TITO framework will also be a useful and generalizable guideline for future practice facilitation projects, QI initiatives, and health care intervention implementation studies to organize and analyze the complex, multilevel factors that impact the success of the program.
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Abstract

Background: Several tools have been developed for health care professionals to monitor the physical activity of their patients, but most of these tools have been considering only the needs of users in North American and European countries and applicable for only specific analytic tasks. To our knowledge, no research study has utilized the participatory design (PD) approach in the Middle East region to develop such tools, involving all the stakeholders in the product development phases, and no clear use cases have been derived from such studies that could serve future development in the field.

Objective: This study aims to develop an interactive visualization tool (ActiVis) to support local health care professionals in monitoring the physical activity of their patients measured through wearable sensors, with the overall objective of improving the health of the Qatari population.

Methods: We used PD and user-centered design methodologies to develop ActiVis, including persona development, brainwriting, and heuristic walkthrough as part of user evaluation workshops; and use cases, heuristic walkthrough, interface walkthrough, and survey as part of expert evaluation sessions.

Results: We derived and validated 6 data analysis use cases targeted at specific health care professionals from a collaborative design workshop and an expert user study. These use cases led to improving the design of the ActiVis tool to support the monitoring of patients’ physical activity by nurses and family doctors. The ActiVis research prototype (RP) compared favorably with the Fitbit Dashboard, showing the importance of design tools specific to end users’ needs rather than relying on repurposing existing tools designed for other types of users. The use cases we derived happen to be culturally agnostic, despite our assumption that the local Muslim and Arabic culture could impact the design of such visualization tools. At last, taking a step back, we reflect on running collaborative design sessions in a multicultural environment and oil-based economy.

Conclusions: Beyond the development of the ActiVis tool, this study can serve other visualization and human–computer interaction designers in the region to prepare their design projects and encourage health care professionals to engage with designers and engineers to improve the tools they use for supporting their daily routine. The development of the ActiVis tool for nurses, and other visualization tools specific to family doctors and clinician researchers, is still ongoing and we plan to integrate them into an operational platform for health care professionals in Qatar in the near future.

https://humanfactors.jmir.org/2022/2/e25880
participatory design; user-centered design; visualization; health care professional; persona; brainwriting; heuristic walkthrough; use case; interface walkthrough

Introduction

According to the World Health Organization (WHO) report of 2018 [1,2], lack of physical activity is the fourth leading risk factor for mortality. Physical activity reduces the risk of coronary heart disease, stroke, hypertension, depression, type 2 diabetes, and several types of cancer. Unfortunately, physical activity across many countries is declining. In the context of Qatar, researchers at Weill Cornell Medicine - Qatar (WCM-Q) conducted a study among elementary school children between ages 7 and 12 [3]. The authors found that 42.1% of these children were either obese or overweight, and their sleep was significantly shorter than children with a healthy weight. In another study on prevalent health issues among Qatari citizens and long-term residents [4], the authors found that 83% of the population undertook little to no physical activity, and almost half of the population did not do any physical exercise. Hence, there is a need to increase the physical activity of the Qatar population to reduce the risk of related diseases as mentioned in the WHO 2018 report. Many behavioral modification programs have been developed for more than 2 decades to reduce physical inactivity [5-8]. Nowadays, technologies allow continuous recording of individual physical activity over several days. Moreover, the use of smartphones and wearable devices (smartwatches, wristbands, etc) among children, adults, or older adults has increased in the last decade. Smartphones and wearable devices are then actively used to record, measure, and monitor body movement and activities performed by an individual using global positioning system and accelerometer installed on these devices [1,9-11]. The visualization of the recorded activity data can then show the time when an individual was the most or least active throughout the day [12] and support monitoring and exploration of such activities. We focus on the design of such visualization tools in this work.

There is a growing trend in visualization studies to explore ways to represent wearable data for self-monitoring sleep [13], analyze data by health coaches [14] or researchers [15], evaluate performance dashboard for sport [16], or evaluate time-based activity graphical representations on mobile phones [17]. Some other studies explored the best approach to visualizing the data to support behavior change [18,19] or provided a visualization dashboard to help patients understand their longitudinal health data [20]. Still, the visualization of wearable data is an active research area. A natural approach to start with is to repurpose existing visualization tools such as the Fitbit Dashboard to visualize data in a health care setting, but the actual needs of health care professionals may depart substantially from the ones of the general public self-tracking their physical activities. To the best of our knowledge, there is no visualization tool specifically designed to support the health care professionals in monitoring and analyzing physical activities of patients through their wearable actigraph data. We also could not find a set of use cases and user roles covering such needs.

Moreover, several studies [21-23] have demonstrated the importance of the cultural, social, and local context when designing medical or health care technological solutions. Despite this view, the literature on technology acceptance mostly concentrates on highly developed North American and European countries, and little is known about health technology use and data visualization in the Arab world, including the Gulf countries [24-29] such as Qatar [3,4]. Arab countries share lots of similarities, such as cultural and religious values, language, and lifestyle [30,31], and are quite different from North American and European countries. Salgado et al [32] has highlighted that culture plays a vital role from the investigation to the design or development of new methods, theories, techniques, and systems. Hence, cultural specificities were expected when we started this project and we decided to follow a participatory design (PD) approach to collect the potentially culturally specific needs of end users.

Alabdulqader et al [33] highlighted a need to reduce the cultural gap between technology designers and users by using a PD approach. PD aims to design solutions that consider the local context and culture and has been used effectively in the health/medical domain [34-44]. PD allows researchers to involve potential users of a product or technological solution in the ideation, design, development, or appropriation of the solution [35]. Kanstrup et al [35], as a part of their review, found that workshop/group sessions/focus groups, interviews, and prototyping have been more commonly used in PD sessions of health information technology. We followed this approach in our studies.

The use of opportunistic research and sampling is commonly used in health care research as it allows researchers to use the available participants or research instruments to perform research chores [45-49]. To the best of our knowledge, there is no interactive tool that has considered the needs of local health care professionals in Qatar in their regular activities. These activities include understanding and monitoring their patients and helping/assisting them to improve their physical activity, sleep, and eventually reduce obesity. Results from a previous study [4], informal discussion with the authors [3], and an approach of opportunistic research were used as a basis to design the first prototype of an interactive tool (ActiVis) to support the mentioned needs of the local health care professionals.

This paper reports on the PD and summative evaluation of a second version of the ActiVis prototype to visualize activity data from wearable devices, which meets the needs of local health care professionals for monitoring the physical activity of their patients, to improve the physical activity of the Qatar population. We use methodologies from user-centered design
and PD for the first time to design eHealth data visualization in Qatar.

**Methods**

**Research Protocol and User Studies**

**Overview**

The users and their needs increased over time as studies were conducted as a part of this research and ActiVis was accordingly modified and reported in different sections of this research. The development of any technological solution is not an easy task. It requires gathering and analysis of considerable data from the ideation to the design, development, evaluation, and deployment of the technology. It becomes even more challenging when the local context needs to be considered and incorporated into the technology. The data collection and analysis methods vary from one study to another due to various constraints such as the availability of the target users and the initial uncertainty in the direction of the project, which is refined progressively through the development cycles.

Figure 1 shows the timeline of this work, the studies conducted with their target audience, the methods used, and the venues where they took place. The RPs developed and the user studies (UX) conducted are reported in Textbox 1.

**Figure 1.** Research Prototypes (RP) designed and developed, and User Studies (UX) conducted throughout the project. HMC-Q: Hamad Medical Corporation - Qatar; WCM-Q: Weill Cornell Medicine - Qatar; QCRI: Qatar Computing Research Institute.

**Textbox 1.** Research protocols and user studies conducted.

- **RP1:** The first research protocol (RP) of ActiVis was developed out of a previous design expert analysis of the requirements not reported here.
- **UX1:** The first user study (UX) was a workshop conducted with nurses at Hamad Medical Corporation (the largest public health care provider in Qatar) to gather detailed requirements, personas, and usage scenarios, to design and develop the second RP of ActiVis (RP2) together with a set of 6 use cases targeting health care professionals.
- **RP2:** A total of 3 UX (UX2.1-UX2.3) were conducted to evaluate RP2 on 3 of these use cases. Each study was targeted at 1 type of user as follows:
  - **UX2.1:** First, an expert evaluation was conducted with clinical researchers at Weill Cornell Medicine - Qatar (WCM-Q). UX2.1 supported improving the descriptions of the use cases, determining which type of health care professional users among nurses, family doctors, and clinician researchers were the actual targets, and evaluating RP2 based on the use cases targeted at nurses and family doctors. Usability issues were also identified as a part of that study.
  - **UX2.2:** Then, an expert evaluation was conducted with a family doctor visiting Qatar Computing Research Institute (QCRI) to evaluate the second prototype RP2 based on use cases specific to that role as identified from UX2.1.
  - **UX2.3:** Lastly, a workshop was conducted with nurses from Hamad Medical Corporation. The purpose was to evaluate RP2 on the use case specifically targeted at nurses and to compare RP2 with the Fitbit Dashboard as it provided similar functionalities. The study would allow researchers to understand the differences between both dashboards from the participants’ perspective and improve ActiVis based on their feedback. In this study, Fitbit was used as a comparison because it has a well-thought design [59,60] with similar functionalities required to support the user tasks, and it was the leading wearable technology in the consumer market at the time of the study [61].
- **RP3:** These studies (UX2.1-UX2.3) led to the design specifications for a third RP not reported here.

The protocol of the studies is described in the remaining subsections, while the results of each study are presented in the “Results” section.

**RP1: Visual Analytic Tool for Actigraphy Sensor Data**

In 2016, one of the authors (MA) started working on a visualization dashboard of wearable data for clinical decision making by health care professionals. This dashboard is aimed at supporting patients to move toward a healthier lifestyle based on their physical activity data. Figure 2 shows parts from the different screens of the initial visualization dashboard (ActiVis) developed as an RP (RP1) based on extensive discussions with health care professionals having expertise in childhood obesity and diabetes in Qatar. The data and initial user needs to be used to design the first prototype were collected as a part of a previous research project [62,63]. The details of RP1 reported in this paper are presented in the “RP1” subsection of the “Results” section.
UX1: Users’ Evaluation Workshop 1 With Nurses

Overview
A first user experiment (UX1) was conducted with the nursing staff of Hamad Medical Corporation on May 2, 2018. The workshop was conducted to gather some of the potential users to generate ideas for the prototype taking the local needs into account. The objective of the workshop was to learn about nurses’ perception of how visual analytics may enable them to promote lifestyle change and provide better advice to patients based on the activity data that would be collected from the patient’s wearable (smartwatch). The session was focused on patients with type 2 diabetes. It included a presentation followed by a brainwriting [64] session, where nurses in groups provided their input on desired information and computer technology solutions to support patient lifestyle changes.

Findings
Our analysis of the data collected from this study led to the design of 6 use cases, and the corresponding user tasks led to the technical specifications of the visualization design that we implemented in the second prototype (RP2) of ActiVis. It is to be noted that use cases were developed from the perspective of nurses who are one of the potential users of the ActiVis tool. However, it was not clear if the description of each use case was adequate or required some improvement, and if all the use cases would need to be implemented in the ActiVis tool, justifying the needs for another set of UX (UX2.1).

Participants
A total of 45 male and female participants, which included nurses as well as nursinginformatics professionals working at Hamad Medical Corporation-Qatar (HMC-Q), attended the workshop.

Study Protocol
The nursing staff working at HMC-Q were recruited through an announcement by the chairperson of the nursing department, inviting them into the workshop as shown in Figure 3 to contribute to the development of the health care solution. The participants were split into 4 groups (10-12 members in each) for the brainwriting activities. Each group was provided with a flipchart and markers in addition to in-house designed templates and gamification cards to stimulate creativity and support groups in the brainwriting process. The brainwriting process involved 4 stages:

• Stage 1: Define a “Persona”—either a nurse or a patient with diabetes. The definition must include a short biography, goals, and objectives of the persona, as well as challenges and frustrations.
• Stage 2: Describe a typical scenario, either a single encounter for the nurse or a day in the patient’s life, highlighting issues and problems.
• Stage 3: Imagine the technologies that can help resolve the problems in the scenario considering the defined characteristics of the persona. Group members then vote for the best resolution.
• Stage 4: Rewrite the scenario in stage 2 including the best technology voted for in stage 3.
The design of the second version of the ActiVis RP (RP2) was built on the use cases developed from the first user experiment UX1. Figure 4 shows parts from the different screens of the RP2 separated by a horizontal line while the details of RP2 are presented in the “Results” section.

UX1. Figure 4 shows parts from the different screens of the RP2 separated by a horizontal line while the details of RP2 are presented in the “Results” section.

RP2: Research Prototype 2
The design of the second version of the ActiVis RP (RP2) was built on the use cases developed from the first user experiment UX1. Figure 4 shows parts from the different screens of the RP2 separated by a horizontal line while the details of RP2 are presented in the “Results” section.

UX1. Figure 4 shows parts from the different screens of the RP2 separated by a horizontal line while the details of RP2 are presented in the “Results” section.

UX2.1: Expert Evaluation 1
Overview
An expert review [65] study (UX2.1) of the second prototype (RP2) was conducted at WCQ-M. The expert review study included use cases, surveys, questionnaires, and heuristic walkthroughs. The WCM-Q group were invited for 2 studies.

UX2.1: Study 1
The participants went through the use cases [66,67] developed by the designers after analysis of the personas and usage scenarios from the first workshop (UX1) conducted with the nursing staff at HMC. Each participant was also asked to follow a think-aloud protocol when performing the task described in the use cases with the RP2 interface. Additional suggestions were provided toward the end of the evaluation in the survey questionnaire. The target users of the use cases were refined based on the suggestions from the participants.
UX2.1.2: Study 2

We used the heuristic walkthrough technique [68] to get participants’ suggestions and improve the prototype further. The participants completed pre- and poststudy questionnaires as well. The identified usability problems were fixed before the updated version of the prototype was further evaluated in the following user experiments (UX2.2).

Participants

The participants were working in the area of diabetes research at WCM-Q. The demographic information of the participants is shown in Table 1.

Study Protocol

The study protocol used was as follows:

- Participants were invited via email to be a part of the study. In the email, they were informed that the study would be conducted in-person at the campus for their ease.
- On the day of the study, the participants were briefed about the purpose of the study. The participants were informed that notes would be taken during the discussion.
- They were asked to sign a consent form before starting the study. Once signed, they were asked to complete the demographic information as part of the prestudy questionnaire (I2.1).
- The participants were asked to read through the use cases and provide suggestions on how to improve them. For each use case in the questionnaire (I2.2), the participants were asked to choose their most relevant target user, followed by a descriptive comment justifying their choice. The comments would help in making necessary changes to the use cases based on the recommendations when the use case is relevant. Additionally, they were asked 3 closed-ended questions and 1 open-ended question. The participants had to choose the best option based on the 5-point Likert scale (1 for “strongly disagree” to 5 for “strongly agree”) for each closed-ended question. The open-ended question was to provide comments for the use case. The closed-ended use case questions (UCQs) are reported in Table 2.

Study Protocol

The study protocol used was as follows:

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age (years)</th>
<th>Position</th>
<th>Experience (years)</th>
<th>Highest degree or level of school</th>
<th>Competency level in computer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>50-59</td>
<td>Physician</td>
<td>24</td>
<td>Doctorate</td>
<td>Advanced</td>
</tr>
<tr>
<td>Female</td>
<td>30-39</td>
<td>Associate Director, Clinical Research</td>
<td>14</td>
<td>Doctorate</td>
<td>Intermediate</td>
</tr>
<tr>
<td>Male</td>
<td>30-39</td>
<td>Clinical trial Statistician</td>
<td>10</td>
<td>Masters</td>
<td>Advanced</td>
</tr>
</tbody>
</table>

*aUX: user study.

Instruments Used

Overview

A total of 4 instruments were used in this study, including a prestudy questionnaire (I2.1), a use case questionnaire (I2.2), a usability problem reporting template (I2.3), and a poststudy questionnaire (I2.4). The details of each instrument and the questions included are provided in the following subsections.

I2.1: Prestudy Questionnaire

The prestudy questionnaire gathered basic information on demographic and computer skills from the participants. The questions were about gender, age, job position, university/institution/company (if a student/employed), years of experience, nationality, highest degree, and competency level of the computer.

I2.2: Use Case Questionnaire

For each use case, the participants were asked to choose the most relevant target user among 3 possible options, that is, “nurse”, “clinician,” and “not relevant”. The participants were further asked to write a descriptive comment justifying their choice. They were also asked 3 closed-ended questions followed by 1 open-ended question. The participants had to choose the best option based on the 5-point Likert scale (1 for “strongly disagree” to 5 for “strongly agree”) for each close-ended question. The open-ended question was to provide comments for the use case. The closed-ended use case questions (UCQs) are reported in Table 2.
Table 2. Closed-ended questionnaires I2.2 and I2.4.

<table>
<thead>
<tr>
<th>Category and code</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I2.2 (Use cases)</strong></td>
<td></td>
</tr>
<tr>
<td>UCQ1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>It was simple to use this system</td>
</tr>
<tr>
<td>UCQ2</td>
<td>I could effectively complete the tasks using this system</td>
</tr>
<tr>
<td>UCQ3</td>
<td>I was able to complete the tasks quickly using this system</td>
</tr>
<tr>
<td><strong>I2.4 (Overall system)</strong></td>
<td></td>
</tr>
<tr>
<td>OSQ1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Overall, it was easy to use this system</td>
</tr>
<tr>
<td>OSQ2</td>
<td>It was simple to use this system</td>
</tr>
<tr>
<td><strong>I2.4 (Usability)</strong></td>
<td></td>
</tr>
<tr>
<td>USBQ1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>It was easy to learn to use this system</td>
</tr>
<tr>
<td>USBQ2</td>
<td>The information provided with this system was clear and easy to understand starting from a search query, navigating by tree keyword levels, up to getting a website description with a link to the targeted website</td>
</tr>
<tr>
<td>USBQ3</td>
<td>It was easy to find the information I needed</td>
</tr>
<tr>
<td>USBQ4</td>
<td>The information was effective in helping me complete the tasks</td>
</tr>
<tr>
<td>USBQ5</td>
<td>The organization of information on the system screens was clear</td>
</tr>
<tr>
<td>USBQ6</td>
<td>I liked using the interface of this system</td>
</tr>
<tr>
<td><strong>I2.4 (Usefulness)</strong></td>
<td></td>
</tr>
<tr>
<td>USFQ1&lt;sup&gt;d&lt;/sup&gt;</td>
<td>This system has all the functions and capabilities I expect it to have, and</td>
</tr>
<tr>
<td>USFQ2</td>
<td>Overall, I am satisfied with this system performance</td>
</tr>
</tbody>
</table>

<sup>a</sup>UCQ: use case question.
<sup>b</sup>OSQ: overall system question.
<sup>c</sup>USB: usability question.
<sup>d</sup>USF: usefulness question.

I2.3: Usability Problems Reporting Template

The template provided the participants with an opportunity to report usability problems that need to be fixed in the prototype. For each usability problem, they were asked to provide a solution/recommendation from their perspective. They were also asked to add a severity rating of the problem as 0 for no problem, 1 for cosmetic, 2 for minor, 3 for major, and lastly 4 for catastrophe.

I2.4: Poststudy Questionnaire

The questionnaire contained 2 closed-ended and 1 open-ended question about the overall system usage, 6 closed-ended questions for usability, and 2 closed-ended questions on the usefulness of ActiVis. For the closed-ended questions, participants had to choose 1 option based on the 5-point Likert scale (1 for “strongly disagree” to 5 for “strongly agree”). The closed-ended questions in the 3 said categories along with the codes assigned to each question are shown in Table 2.

UX2.2: Expert Evaluation 2

Overview

A family doctor was invited to evaluate the second prototype (RP2) to realize the tasks of use cases corresponding to that role from the list refined in UX2.1.1. We followed a subset of the protocol used in UX2.1.2.

Participant

The study involved a Spanish family doctor visiting Qatar Computing Research Institute (QCRI) during October 2018, as part of his collaboration with a former investigator on this project to give feedback on QCRI’s ongoing research projects in the area of medical/health informatics. This physician was from southern Spain where a large proportion of the population are migrants from the Middle East and North Africa (ie, having Arabic origins).

Study Protocol

- The family physician was contacted through email. The participant was invited to take part in the study to share his experience and knowledge, and give feedback on the ActiVis user interface based on 3 use cases refined after UX2.1 that corresponded to the family doctor role (use cases 1, 2, and 5 were selected in Table 3). The participant acknowledged and agreed to be part of the study.
- During the study, the participant was briefed about the purpose of conducting this research and its objectives, and then introduced to the ActiVis user interface. The participant was allowed to have an informal discussion with the researcher to resolve any issues or seek any clarification before they begin the study. Written consent was also taken to be part of the evaluation.
- The participant was informed that notes would be taken throughout the study, the discussion would be
audio-recorded, the interaction during the user interface walkthrough of ActiVis would be recorded through a screen recorder application for the analysis as a backup if any point is missed while taking notes.

- The participant was informed to use a think-aloud protocol while exploring ActiVis based on the use cases. This allowed them to say out loud whatever they were thinking about how to perform a task described in each use case on ActiVis.

### Table 3. Use cases (UX2.1).

<table>
<thead>
<tr>
<th>Use case</th>
<th>Initial description resulting from the analysis of UX1 by the designers and evaluated in UX2.1.1</th>
<th>Target user resulting from UX2.1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use case 1 (Check activity level of a patient): Nurse is at her office; she gets an alert regarding patient sleep quality. Nurse accesses data of the patient; she visualizes the sleep pattern over consecutive days to check how regular it is. She detects irregular sleep time and duration with additional naps on certain days. In particular, she discovers the sleep duration is often short, and the quality of sleep is often poor. She also discovers patient activity is low to moderate.</td>
<td>Nurse/family doctor/clinician researcher</td>
<td></td>
</tr>
<tr>
<td>Use case 2 (Comparing activity between weekdays and weekends): Nurse wants to compare the average activity of the patient across weekdays and on weekends. She wants to identify irregular sleep patterns that could cause more fatigue. She discovers longer sleep duration during weekends. Also, notes that naps mostly occur around 4 PM during weekdays and around 12 PM during weekends.</td>
<td>Family doctor/clinician researcher</td>
<td></td>
</tr>
<tr>
<td>Use case 3 (Comparing 1 individual before and after intervention): Nurse compares the average activity of the patient at different periods, before and after the intervention, to assess the effectiveness of the intervention. She can see the more regular sleep pattern both during weekdays and weekends after the intervention than before it. She can also compare biometrics such as the normalized BMI and weight, between the 2 periods, and she can identify a loss of weight and decrease of BMI.</td>
<td>Family doctor/clinician researcher</td>
<td></td>
</tr>
<tr>
<td>Use case 4 (Comparing 2 individuals [siblings] over a long period): The nurse wants to compare the body metrics and sleep quality of Patient 1 aged 8 years and Patient 2 aged 10 years who are siblings, over a long period to detect a potential family lifestyle issue. The nurse compares the average activity level on weekdays and weekends, and BMI of Patient 1 and Patient 2. She observes that both follow a similar but abnormal pattern of BMI consistent with the average activity level of the corresponding periods, leading to the conclusion that it is a family lifestyle issue.</td>
<td>Clinician researcher</td>
<td></td>
</tr>
<tr>
<td>Use case 5 (Comparing an individual to a group): Nurse compares the average level of activity of the patient with the peer group of the same gender. She can see that the patient is among the overweight subgroup, although her average activity level is similar to one of the normal subgroups, leading her to conclude that the patient may have an unbalanced diet or another health issue affecting her weight.</td>
<td>Family doctor/clinician researcher</td>
<td></td>
</tr>
<tr>
<td>Use case 6 (Comparing males and females of a group before and after intervention): Nurse compares the average level of activity of 2 subgroups of different genders from a group before and after intervention to assess the effectiveness of the intervention. She can see that males increase their activity level after school during weekdays, while females increased their sleep quality, having a more stable bedtime, especially during weekends. She can also compare biometrics such as the normalized BMI and weight, between the 2 periods and she can identify a loss of weight and decrease of BMI more important for the male group.</td>
<td>Clinician researcher</td>
<td></td>
</tr>
</tbody>
</table>

*aUX: user study.

### Instruments Used

This expert evaluation study used 2 of the instruments (I2.1 and I2.2) described in UX2.1.2.

### UX2.3: Users’ Evaluation Workshop 2 With Nurses

#### Overview

The methods used to conduct this workshop were the same as for UX1. This workshop was conducted with the nursing informatics staff at HMC-Q to evaluate the second prototype (RP2). The workshop was also conducted with the same department and at the same venue as in UX1. It was expected that some of the staff would be the same who attended the first workshop.

The purpose of conducting this workshop was to perform a summative evaluation of the latest version of the prototype and compare it with the Fitbit Dashboard, gather their qualitative feedback, and further improve the user interface.

#### Participants

The recruitment process of the nursing staff was the same as for UX1. A total of 45 participants, including nurses as well as nursing informatics professionals, attended the workshop.

#### Study Protocol

The staff of the nursing informatics department was assigned at random to 1 of 4 tables, where each table could accommodate a maximum of 10 participants. Two groups were randomly chosen and assigned to work with the Fitbit Dashboard, while the remaining 2 groups were assigned to work with the ActiVis Dashboard. All the groups were provided a laptop to explore the assigned dashboard in a web browser using temporary credentials to log-on to the dashboard. Each group was instructed to appoint 1 participant as a group representative who would lead the evaluation and inform them about the tasks to be performed. Each group was also instructed to nominate 1 participant as a group secretary who would document the entire discussion and problem found as a part of the evaluation. Each group was also given a task-driven walkthrough template.
Instruments Used

Two instruments were used in this study. These include (1) task-driven walkthrough template, and (2) heuristic evaluation of the dashboard (RP2). The details of each instrument and the questions included are provided in the following subsections. Heuristic evaluation is a usability inspection method that uses evaluators to identify and assess the usability problems in a user interface as a part of the iterative design process. This method relies on the expertise of the domain experts to identify the usability problem in a user interface that needs to be fixed, categorize each identified problem in the heuristics, and rate its severity. The set of 10 heuristics by Nielsen [69] (Figure 5) is the most commonly used in the industry.

Figure 5. UX Check chrome extension [70] showing Nielsen’s 10 heuristics [69]. UX: User study.
I4.1: Task-Driven Walkthrough Template

The template contained the following 3 tasks. These 3 tasks were derived from use case 1 (Table 3) proposed after analysis by the designers of the results of the collaborative workshop with nurses (UX1) and validated as a result of UX2.1 with clinicians. Use case 1 is targeted specifically at nurses. These task numbers would be referred to in the results of UX2.3.

- Task 1: Search for the average number of steps for last week.
- Task 2: Search for average active minutes for last month.
- Task 3: Search and describe sleep patterns from May 20 to July 31, 2015.

Each group was asked to brainstorm about the steps needed to complete the task. To guide on how to come up with concrete steps, the following steps were required to complete the first task.

- Enter Patient’s Name/Search in dropdown
- Navigate to Charts
- Observe the particular chart

For each step, the group was asked to answer the following questions:

- Will the user realistically be trying to do this action?
- Is the action visible?
- Will the user recognize the action as being the correct one?
- Will the user understand the feedback/Is the feedback appropriate?

I4.2: Heuristic Evaluation of the Dashboard

For the heuristic evaluation, each group was instructed to download and add the “UX Check” [70] extension in the Google Chrome browser. This extension allows an interactive way to identify and describe the usability problems found on the web page. Opening the extension while staying on any page will show the UX Check panel on the left side of the browser as shown in Figure 5.

The extension will create the necessary regions that can be selected using a single click of the mouse. Users first need to identify any region that contains the usability problem. Clicking on the region will pop-up the dialog as shown in Figure 6. The pop-up allows users to add the heuristic problem, problem description in the form of notes, possible recommendations to fix the problem from their perspective, and lastly the severity rating. The numbers and associated description of the rating are discussed in the “Results” section. Users can save the problem for reporting or cancel their actions. The extension provides a facility for users to view all the identified problems by clicking on the “View progress” link in the pop-up shown on the left side of the web browser. They can export all the problems identified to a Microsoft Word Document by clicking on the “Export” link.

Figure 6. Problems description and recommendation with UX Check [70].

Ethics Approval

The ethical approval was sought from the Qatar Biomedical Research Institute Institutional Review Board of Hamad Bin Khalifa University, Qatar, before conducting this research (QBRI-IRB 2018-019). The health care professionals as potential users were involved in all the studies as part of this research. Following the cycles of user-centered design, each study on a prototype with health care professionals provided feedback, which was used as a requirement to design an improved version as the next prototype.
Results

RP1: Visual Analytic Tool for Actigraphy Sensor Data

We developed 2 versions of the ActiVis interface. The first version (RP1) is shown in Figure 7 and was used in UX1. It was the result of the previous analysis not reported in this study. We proposed a visualization focused on 2 generic tasks: patient overview and comparison, inspired from the discussion with a previous “obesity camp” project participants, and based on the available data [62,63].

Data are body metrics (e.g., BMI, weight, height) measured at regular intervals during the obesity camp, together with minute-based activity recordings from wearable accelerometers. The interface supports an overview and comparison between the data of 2 patients, or 1 patient and a group of patients. The left panel allows selecting the patient and the body metrics features to be displayed. The right panel shows multiple line charts coding for each of the selected features through time coded on the horizontal axis. Color of the line (orange or purple) represents the selected patient or group (Figure 8). The top and bottom rows show bar charts representing the breakdown of activity levels averaged per day for the corresponding patient or group (orange or purple color of the frame; see details in Figure 9). The rightmost views show bar charts averaging the activity level per hour across the selected time window, during weekdays (first and fourth rows) and weekend days (second and third rows). The selection is done by a range selection on the central bar charts and all charts are cross-linked to focus on the same period.

Figure 7. First version (RP1) of the ActiVis tool: the left panel is used for patient and group data selection, and filtering on body metrics and activity features; the right panel shows the resulting display for overview and patient/patient and patient/group comparison.

Figure 8. Details of the line chart: this chart shows the evolution of the body metric of interest (vertical axis) through time (horizontal axis) for a single patient (blue line), and a group of patients showing its minimum (orange bottom line), maximum (orange top line), and average (red line) values.
UX1: Users’ Evaluation Workshop 1 With Nurses

Nurses have various goals, challenges, and frustrations; however, the results showed that they are mainly concerned about patients’ awareness of their health condition and ways to monitor patients between visits. They particularly need to keep track of patients’ metrics, activity levels, and dietary habits so that they can contact the patients to guide them or remind them about what they have to do as per their activity prescription. Regarding the use of technology, some nurses raised literacy issues and others highlighted accessibility and security concerns.

Nurses highlighted that mobile health (mHealth) apps are an effective means to influence patients’ lifestyles. The most desirable functionalities are activity tracking, dietary advice, and patient education. Including a chat service to facilitate patient-nurse communication is also a viable functionality. Social networking with family and friends is crucial to encourage patients to improve their lifestyles. Interactivity features such as gamification and rewarding achievements were identified as potential ways to motivate patients. Enabling interaction with the app and eliciting patients’ feedback facilitate tailoring contents to suit patient needs.

Outcomes of the workshop showed that recent developments in mHealth apps meet the needs and expectations of their potential users. This is consistent with the latest research findings that confirmed the popularity of mHealth apps (eg, [36]).

The analysis of the workshop usage scenarios led us to design 6 use cases reported in the left-side column of Table 3.

RP2: Research Prototype 2

Figures 10-12 show the resulting interface to support the use cases detailed in Table 3. The interface now has 3 different views to support detailed activity analysis of a patient (use case 1) in Figure 10, qualitative comparison of average activities between patients and groups of patients (use cases 2-6) in Figure 11, and quantitative analysis of the same cases in Figure 12.

Figure 10. This view supports Use Case 1: Check activity level of a patient. It shows the weekly activity of a patient broken down by day. Each row is a day, and the x-axis shows the hours from noon to noon to focus on weekly patterns of sleep (blue). The user can switch the view (top radio button) to span from midnight-to-midnight range and focus on daily activity level (reddish color). This view gives more details of each day and night, allows a side-by-side comparison, and supports the user in detecting activity patterns across several days.
Figure 11. This view supports the qualitative pattern analysis described in Use Cases 2, 3, 4, 5, and 6. It shows a filter (top) to enable the comparison of average weekly activity between a patient or a group (left column) to another patient or a reference group (right).
UX2.1: Expert Evaluation 1

**UX2.1.1: Study 1: Use Case Questionnaire**

None of the participants selected an option of “Not relevant,” so all the use cases were retained and modified based on the participants’ recommendations.

Table 3 presents 6 use cases resulting from our analysis of UX1, and their reassignment to the correct target user based on the feedback of the participants in UX2.1.1.

The discussion of the results with the participants led us to further distinguish between nurses (use case 1), family doctors (use cases 1, 2, 3, and 5), and clinician researchers (all use cases) types of users. Indeed, the role of a nurse is to observe that a prescribed activity level is correctly followed by the patients to give them reminders if needed, and to notice possible anomalies to report to the doctor, both tasks falling under use case 1. The role of a family doctor is to recommend treatment to the patient.

In addition to realizing the tasks assigned to a nurse, the doctor can compare activities or biometrics of a patient between 2 periods (use case 2) to spot differences and recommend a corrective intervention to the patient. The doctors can also control the effect of their prescribed intervention by comparing activity levels and other biometrics before and after it took place (use case 3). At last, the family doctor can compare the patient with statistics derived from groups of patients with similar attributes (age, gender, BMI, or health condition; use case 5). Both nurses and doctors are focused on a single patient at a time. Finally, the clinician researcher focuses on observing trends and patterns within and between cohorts of patients (use case 6), generating knowledge that can guide the family doctors to address the health issue of a specific patient. The clinician researcher can also study more specific cases comparing them over a long period (use case 4) and in general conduct all the other tasks assigned to doctors and nurses for specific patients.
Following this refined assignment, we selected use cases 1, 2, and 5 for further summative evaluation in UX2.1.2 and UX2.2 with the family doctor, because use cases 2 and 3 involved similar tasks. We also focused strictly on use case 1 for the summative evaluation with nurses in UX2.3 as it was the only use case targeted to them.

Table 4 presents the cumulative responses related to the use case questionnaire (I2.2). The first column presents the 3 use cases used in the expert evaluation study (see Table 3 for the full forms of mentioned use cases), the short-form of 3 questions asked for each use case is presented in the subcolumn (see I2.2 and Table 2 for the full form of each question), while the remaining columns contain the cumulative responses in terms of “strongly disagree”, “disagree”, “neutral”, “agree”, and “strongly agree.” Because 3 participants took part in the study, the maximum number of responses is less than or equal to 3. For each use case, the participants found that they were able to effectively, quickly, and efficiently complete the tasks using RP2.

### Table 4. Cumulative responses of the participants for use cases 1, 2, and 5.

<table>
<thead>
<tr>
<th>Use case and usability criterion</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>UCQ1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCQ2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>UCQ3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>UCQ1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCQ2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>UCQ3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>UCQ1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCQ2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>UCQ3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

*aUCQ: user case question.

### UX2.1.2: Study 2

#### Usability Problems Reporting

The descriptive comments provided by the participants as part of open-ended questions are presented in Multimedia Appendix 1. It is to be noted that minor changes were incorporated in the user interface of RP2 based on the participants’ comments; therefore, no new RP was produced.

#### Poststudy Questionnaire

Table 5 presents the cumulative responses of the overall system, usability, and usefulness from the participant’s point of view as a part of the poststudy questionnaire (see I2.4 for the questions based on the codes used in the subcolumn) using a “clustered column chart.” The format of Table 5 is similar to that of Table 4.

Table 5 shows the usefulness of the system from the participants’ point of view. The participants found that the system had all the functions and capabilities they expected it to have, and they were satisfied with the performance of this system.

In terms of the overall system, Table 5 shows that the participants found that the system was easy and simple to use.

In terms of the usability of the system, Table 5 shows that the participants found that the system was easy to learn, the information provided was clear and easy to understand, the information needed was easy to find, information was effective to complete the tasks, organization of information across the screens was clear, and lastly, they liked using the interface of this system.
Table 5. Cumulative responses of the participants UX2.1.2.

<table>
<thead>
<tr>
<th>Category and code</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall system</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSQ1(^a)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>OSQ2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USBQ1(^b)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>USBQ2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>USBQ3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>USBQ4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>USBQ5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>USBQ6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USFQ1(^c)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>USFQ2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)OSQ: overall system question.
\(^b\)USB: usability question.
\(^c\)USF: usefulness question.

UX2.2: Expert Evaluation 2

The audio-taped RP2 interface walkthrough was analyzed. The problems identified and the recommendations provided by the participant evaluation based on the given use cases are presented in Multimedia Appendix 2. Both problems and recommendations were communicated to the engineers to incorporate necessary changes in ActiVis RP2, leading to minor changes in the user interface of ActiVis RP2 used for the UX2.3.

UX2.3: Users’ Evaluation Workshop 2 With Nurses

**Fitbit Dashboard**

**Overview**

Table 6 shows the cumulative number of “yes” and “no” against each question for all the steps required to complete tasks 1, 2, and 3 (see I4.1 for the task details) by all the groups using the Fitbit Dashboard. If the answer to any question is “yes,” then it means the group mutually agreed to the statement; however, if an answer to any question is “no,” then it shows the disagreement. In the latter case, they were instructed to add more description so that the problem can be rectified in the user interface. However, during the analysis of the filled templates returned by the groups, it was found that some of the groups also commented when their answer was “yes.” Such comments mainly reflected the minor changes recommended by the group despite an agreement to the question.

Table 6. Cumulative number of responses against each question for all the steps required to complete tasks using the Fitbit Dashboard.

<table>
<thead>
<tr>
<th>Fitbit Questions</th>
<th>Task 1: 6 steps</th>
<th>Task 2: 4 steps</th>
<th>Task 3: 4 steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Will the user realistically be trying to do this action?</td>
<td>Yes 6 No 0</td>
<td>Yes 4 No 0</td>
<td>Yes 4 No 0</td>
</tr>
<tr>
<td>Q2: Is the action visible?</td>
<td>Yes 5 No 1</td>
<td>Yes 4 No 0</td>
<td>Yes 4 No 0</td>
</tr>
<tr>
<td>Q3: Will user recognize the action as being the correct one?</td>
<td>Yes 5 No 1</td>
<td>Yes 4 No 0</td>
<td>Yes 4 No 0</td>
</tr>
<tr>
<td>Q4: Will the user understand the feedback/is the feedback appropriate?</td>
<td>Yes 4 No 2</td>
<td>Yes 4 No 0</td>
<td>Yes 4 No 0</td>
</tr>
</tbody>
</table>

The results for each task are as follows:

**Task 1**

For all the steps in Q1, the participants were willing to perform an action. For most of the steps (5/6) in Q2 and Q3, the participants found that the action was visible, and they could recognize that the action performed was the correct one. For 4/6 steps in Q4, the participants found that they were able to understand the feedback, or that the feedback was appropriate.

https://humanfactors.jmir.org/2022/2/e25880
### Tasks 2 and 3
For all the steps (4/4), the participants were willing to perform an action, found that the action was visible, that they recognized that the action performed was the correct one, and that the feedback given toward the end of the task was understandable or appropriate.

### ActiVis Dashboard

#### Overview

Table 7 shows the cumulative number of “yes” and “no” against each question for all the steps required to complete tasks 1, 2, and 3 by all the groups using the ActiVis Dashboard.

The format of Table 7 is similar to that of Table 6. The results for each task are as described in the following sections.

#### Table 7. Cumulative number of responses against each question for all the steps required to complete tasks using the ActiVis Dashboard.

<table>
<thead>
<tr>
<th>ActiVis</th>
<th>Questions</th>
<th>Yes</th>
<th>No</th>
<th>Yes</th>
<th>No</th>
<th>Yes</th>
<th>No</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Will the user realistically be trying to do this action?</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Q2: Is the action visible?</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Q3: Will user recognize the action as being the correct one?</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Q4: Will the user understand the feedback/Is the feedback appropriate?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Task 1

For most of the steps (5/6) in Q1, the participants were willing to perform an action, for all the steps (6/6) in Q2, the participants found that the action was visible. For 4/6 steps in Q3, the participants were able to recognize that the action performed was the correct one. However, for 3/6 steps in Q4, the participants had mixed opinions; for half of the steps, they found that they were either unable to understand the feedback, or that the feedback was inappropriate, while for the remaining steps, they found that they were able to understand the feedback, or that the feedback was appropriate.

#### Task 2

For most of the steps (3/4) in Q1, the participants were willing to perform an action; however, for 3/5 steps in Q2, the participants found that the action was not visible. For 2/4 steps in Q3, the participants had mixed opinions. For half of the steps, some participants found that they were able to recognize the action performed, while the other participants found that they were unable to recognize the action performed. Similarly, a mixed opinion was also found for Q4 (2/4 steps). For half of the steps, some participants found that they were able to understand the feedback given toward the end of the task, while the other participants found that they were unable to understand the feedback given at the end of the task.

#### Task 3

For 3/5 steps in Q1, the participants were willing to perform an action, for 4/5 steps in Q2 and Q3 each, the participants found that the action was visible and that they recognized that action performed was the correct one. For all the steps, the participants found that the feedback given after the task was performed was understandable or appropriate.

#### Heuristic Evaluation of the Interfaces

Figure 13 shows the number of usability problems found and the average severity ratings of the identified problems in the Fitbit Dashboard and the ActiVis Dashboard, respectively, using Nielsen’s 10 heuristics. The “stacked columns” represent the “number of usability problems” (left vertical scale), whereas the “line with markers” represents the “average severity rating of the identified problems” (right vertical scale). Each stack column shows the number of usability problems found based on the 4 severity ratings, that is, cosmetic, minor, major, and catastrophic. The axis on the left-hand side is known as the primary axis and is related to the “stacked columns,” whereas the axis on the right-hand side is known as the secondary axis and is related to the “line with markers.”

A total of 11 usability problems were identified in each of the 2 dashboards (ie, Fitbit and ActiVis). The analysis of the results in terms of the number of usability problems found in Fitbit shows that the recognition heuristic (n=4) was the more commonly broken heuristic, followed by the visibility and control heuristics (n=2 each). Similarly, the analysis of the results in terms of the number of usability problems found in ActiVis shows that the control heuristic (n=4) was the more commonly broken heuristic, followed by the visibility, match, and recognition heuristics (n=2 each).

The analysis of the results in terms of the average severity rating shows that the majority of problems identified are minor. The number of usability problems identified and their severity rating provided by the participants for the Fitbit Dashboard and the ActiVis Dashboard were the same. However, the Fitbit Dashboard has more severe issues than the ActiVis Dashboard in terms of visibility, recognition, error, and documentation. Still, ActiVis needs improvement compared with Fitbit in terms of control and match, and to solve the catastrophic visibility issue identified.
The work on this project is still ongoing. The 3 UX (UX2.1, UX2.2, and UX2.3) of the second ActiVis prototype (RP2) led to new and updated requirements for RP3. Since the last study, the work on this interface has been organized in 2 different branches. The research effort specific to the visualization interface has been split between the different types of users (nurses described in use case 1; family doctors in use cases 2, 3, and 5; and clinician researchers in use cases 4 and 6) with specific charts and interactions but with a common core of data processing functions. The developed visualization prototypes are planned to be integrated into a platform able to read data from different wearable devices available on the market, and integrated into a clinic environment. User evaluations will continue as part of the user-centered design and PD cycles.

Discussion

Principal Findings

The key finding from these PD studies is the derivation from post hoc analysis of nurses’ workshop, and the validation by 2 physicians, 1 clinician researcher, and 1 clinician statisticians of the 6 use cases to analyze wearable data for health care professionals. These use cases are assigned to specific user roles: nurses, family doctors, and clinician researchers. They will facilitate the design and development of new data analytics and visualization interfaces to support the particular needs of these users.

UX1

During the PD workshop with nurses evoking their work and relations with patients and other health care professionals, we could not identify specific cultural needs in terms of the visualization of wearable data for health care professionals. Some of the persona and usage scenarios were obviously representative of the local Arabic culture by design, and it is also well-known that particular customs such as prayer times and fasting during the Ramadan Holy month can impact people’s patterns of physical activities, sleep, and diet, but none of these aspects finally influenced the more technical use cases we derived from these discussions. The use cases we propose ended up being culturally agnostic (Table 3).

UX2.3

The final evaluation comparing Fitbit and ActiVis dashboards showed there is ample room for improvement even in existing interfaces such as Fitbit, widely available for the general public. We only evaluated use case 1 specific to nurses and already identified some major and catastrophic problems, with severe ratings being more frequent with Fitbit than with ActiVis. Although Fitbit was not necessarily designed to support this use case, it shows that we cannot simply reuse available interfaces to support end users in the best way. Supporting statistical and visual analyses of wearable data from cohorts of patients as stated in use cases targeted at clinician researchers are not optimal or even possible with existing visualization tools and will deserve further investigations.

In general, this project also showed how conducting PD is necessary but still challenging. It has been difficult to plan several of the studies in advance. The use of the opportunistic approach allowed us to use the available local health care professionals throughout the design, development, and validation of RPs presented in this paper. Qatar is a country where 90% of the population are expatriates mixing Western, Asian, and Muslim cultures. Because of the heterogeneous culture and origin of the population, it is challenging to study the levels of health awareness in Qatar [71]. Nevertheless, this is crucial to understand to develop efficient health-targeted visualizations. The population diversity also allowed us to get feedback from non-Qatari, non-Muslim users too. Opening to a wide range of cultures in the same place is of interest to understand what is common or specific to these end users. Although the interface for health care professionals is not impacted by local culture, we know from a previous study [72] that the interfaces involving the patients themselves will need specific care of their local particular health conditions (eg, diabetes or obesity) and Muslim culture (Ramadan Holy month effect on diet, sleep, and physical activity).

Limitations

The study has several limitations. First, a specific set of methods from the user-centered design and PD methodologies was used. Second, the studies were conducted with a selected list of institutions and their experts as participants. Third, several participants were used in each study that was mainly dependent on multiple factors, including availability based on their routine clinical appointments, meetings, and teaching. Fourth, Nielsen’s...
heuristics were used to diagnose user problems in the prototype that need to be fixed. All these constraints could affect the generalizability of the results. For future studies, we seek higher diversity and a higher number of participants, and domain-specific heuristics to get more generalizable findings.

Conclusion

This paper shows how the use of PD and user-centered design allowed the development of a visualization interface supporting the real needs of health care professionals in Qatar. Although Qatar is an oil-based economy that nurtures a rich multicultural environment, the use cases we derived from the PD studies happen to be culturally agnostic. We hope these use cases will serve to design future visualization and analytic systems optimized to support the needs specific to nurses, family doctors, and clinician researchers, beyond existing dashboards designed primarily for the general public. This work is still ongoing. A cluster project has now started that is funded under the Qatar National Research Fund [73] and will support further development and integration of these visualizations in a clinical setting to help clinician researchers, doctors, and nurses improve the health of Qatari citizens and residents.
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Abstract

Background: Advances in digital technology and the use of multimedia platforms to deliver information provide clinicians with a unique opportunity to develop innovative ways to consistently provide high-quality, accessible, and evidence-based information to support patient participation. Introducing new technologies into everyday acute care clinical practice can be difficult.

Objective: The aim of this paper was to provide a description of an implementation strategy and the subsequent evaluation undertaken to examine the contextual factors important to the successful adoption of new technology by nurses in the context of acute postoperative care.

Methods: Implementation of the intervention and process evaluation was undertaken in 3 phases: phase 1, preimplementation stakeholder engagement and identification of barriers and enablers to implementation; phase 2, supported implementation of the intervention; and phase 3, evaluation of uptake, usability, and acceptability of the intervention in clinical practice.

Results: The outcomes of the implementation of the multimedia intervention in the context of acute postoperative care were positive. Of the 104 patients in the intervention group, 103 (99%) received the intervention. All 103 patients completed the 8-item intervention questionnaire and 93.3% (97/103) were interviewed on day 3 to evaluate usability, uptake, and acceptability. Of these 97 patients, almost all (n=94, 91%) found the program easy to use and most (n=64, 62%) could view the MyStay Total Knee Replacement program as often as they wanted. The findings also suggest that the time to implement the program was minimal (5-10 minutes). Collaboration with nurses and patients before and during implementation to identify potential barriers to successful implementation of the intervention was essential to develop timely strategies to overcome these barriers. To ensure end-user engagement, careful consideration was given to nurses’ views on who was responsible for facilitating this intervention.

Conclusions: The findings provide evidence that the structured implementation of the multimedia intervention was robust and successful in terms of patient participant recruitment and application; however, it was difficult to assess the level of engagement by nurse clinicians with the program.

Trial Registration: Australian New Zealand Clinical Trials Registry (ANZCTR) ACTRN12614000340639; https://anzctr.org.au/Trial/Registration/TrialReview.aspx?ACTRN=12614000340639

https://humanfactors.jmir.org/2022/2/e36959
A novel multimedia intervention, *MyStay Total Knee Replacement* (*MyStay TKR*), was developed specifically for use by patients after undergoing total knee replacement by Enlighten Health, a medical multimedia production company specializing in validated content for patient and clinical education. *MyStay TKR* was developed using an iterative, multi-method approach aimed at ensuring that program content was valid and reflected an optimal balance among procedure-specific best evidence, current clinical practice, and patient preferences. *MyStay TKR* was designed to be both nurse-facilitated and patient self-directed; that is, accessed and used independently by patients as a stand-alone program packaged for iPad (Apple Inc) presentation [16]. The intervention has two interacting components: (1) information tailored to each day of recovery to enhance patients’ understanding of their goals of recovery and (2) explicit information outlining how to achieve their recovery goals. Multimedia through iPad technology was selected as the intervention most likely to be effective in influencing patient participation in the context of acute postoperative recovery because it places minimal burden on nurses and patients, has continuous availability, and is intuitive and easy to use [17]. The multimedia intervention was designed to deliver information that was explicit, actionable, nonambiguous, and tailored specifically to the daily goals that support patient recovery after total knee replacement surgery (Figures 1-3).

Figure 1. MyStay Total Knee Replacement landing page examples.
Objectives
This paper reports an implementation strategy and evaluation undertaken to examine the contextual factors important to the successful adoption of MyStay TKR by nurses and patients in the context of acute postoperative care. A cluster randomized controlled trial was conducted to test the effectiveness of the intervention and is reported elsewhere [16]. The implementation strategy and evaluation reported here were designed to assess the degree to which each element of the program was implemented. The specific objectives of this evaluation were to determine the following:

1. The system or environmental factors that may have had an impact on the implementation of the intervention.
2. Patient usability, uptake, and acceptability of the multimedia intervention in the context of acute recovery after surgery.

Methods
Implementation and Process Evaluation
A prospective concurrent implementation evaluation of the MyStay TKR intervention was undertaken. The intervention was implemented using a structured standardized approach with boundaries established to limit variation [18]. Consistent evidence-based implementation processes were used on the wards and involved multiple methods [19]. The implementation and process evaluation were undertaken in 3 phases: phase 1, preimplementation stakeholder engagement and identification of barriers and enablers to implementation; phase 2, supported implementation of the MyStay TKR intervention; and phase 3, evaluation of patient usability, uptake, and acceptability of the MyStay TKR multimedia tool in clinical practice. The implementation strategies used and data collected to measure the effectiveness of the implementation process in each phase of the study are summarized in Table 1.
Table 1. Methods and data collection across 3 stages of the MyStay Total Knee Replacement (MyStay TKR) trial implementation.

<table>
<thead>
<tr>
<th>Trial phase</th>
<th>Implementation strategies used</th>
<th>Evaluation methods</th>
</tr>
</thead>
</table>
| Phase 1: preimplementation (nurses) | • Purposive group interview
• Ward meetings and in-service education
• Flyers and handouts
• Email correspondence                                      | Analysis of interview and meeting data            |
| Phase 2: implementation (nurses and patients) | • Daily ward visits (intervention and control wards)
• Daily field observations
• One-to-one and ward meetings
• Handouts and flyers
• Correspondence through patients’ bedside whiteboards | Analysis of meeting notes and observation field notes using qualitative content analysis |
| Phase 3: evaluation |                                                                                               |                                                   |
|                      | Nurses                                                                                          | Analysis of field notes                           |
|                      | • Observations of clinical practice and incidental staff feedback                               |                                                   |
|                      | Patients                                                                                       | Analysis of interview data and descriptive statistics using SPSS software (version 23; IBM Corp) |
|                      | • Uptake and use of the MyStay TKR intervention by patients                                      |                                                   |
|                      | • Patient self-reported questionnaires                                                          |                                                   |

Phase 1: Stakeholder Engagement

*Leadership Engagement*

Before implementation of the MyStay TKR intervention, nurses (n=4) were purposively sampled to participate in a group interview. All 4 participants were permanent staff employed on the orthopedic ward and included 1 (25%) educator, 2 (50%) senior registered nurses, and 1 (25%) graduate nurse. The focus of the discussion was how best to embed the multimedia intervention into nurses’ everyday practice and to identify strategies to mitigate nurses’ perceived barriers to successful implementation.

*Staff Education Sessions*

A range of activities were undertaken before the commencement of the trial to support successful implementation of the MyStay TKR intervention; these included informing all surgeons, nurses, and physiotherapists about the study and expectations of their involvement, as well as ensuring that the clinicians were exposed to the intervention and familiar with content and navigating the program on the iPads. At ward and in-service meetings, the project was described in detail along with a demonstration of the animation intervention designed for patients and any questions were addressed. In total, 3 formal ward meetings were conducted before implementing the program on each ward, and additional in-service meetings were held on each ward until >80% of the ward nursing staff had received training in using the MyStay TKR tools. In addition to the daily meetings, 1 night meeting was held on each ward to ensure that the permanent night staff were also well informed about the study. Orthopedic surgeons and physiotherapists were also involved in information sessions related to the study to ensure their support for the study.

*Development of Promotional Materials*

Handouts and flyers were developed and placed at the nurses’ stations and in break rooms to engage nurses and inform them of the study. On each flyer the researchers’ contact details were provided to invite questions or suggestions. Nurse unit managers, physiotherapists, and ward nursing staff were sent regular emails to provide updates on the stages of the study throughout the trial period.

Phase 1: Data Collection

The semistructured interview with key clinical nurse leaders was recorded and transcribed for later analysis to identify barriers and facilitators to implementation of the MyStay TKR intervention. During the staff education sessions, field notes captured reports of barriers and the suggested strategies identified during each of these encounters.

Phase 2: Supported Implementation of the MyStay TKR Intervention

*Overview*

Application of the intervention procedure involved a structured process that included promotion and awareness raising, patient engagement, and development of tailored solutions to implementation barriers. These processes are outlined in Table 2.
Table 2. Application of the intervention procedure.

<table>
<thead>
<tr>
<th>Key process</th>
<th>Procedure</th>
</tr>
</thead>
</table>
| Identification of patients enrolled in the trial     | • At the beginning of each day shift, nurse unit managers, and associate nurse unit managers were informed of the following:  
  • The researcher presence on the ward  
  • A list of patients enrolled in the trial on their ward identifying the “day” after surgery  
  • The exact number of iPads required per ward per day and ensure that they were charged and ready for use |
| Application of intervention procedure                 | • Identify the nurse responsible for the care of patient participants  
  • Confirm with the nurse that the patient is enrolled in the study and will need to view the iPad animation  
  • Identify day 1 patients and provide and secure the iPad and explain how to use the device and navigate the program  
  • Patients instructed to watch the animation on the iPad and call their nurse once they have finished to discuss the content  
  • The nurse will confirm and clarify any questions the patients may have regarding the information  
  • The iPads remain with the patient for the duration of their stay  
  • Laminated flyer attached to the patients’ medical record and note on the individual patients’ communication board were used to remind clinical staff that the patient was in the study  
  • Patients’ nurses are responsible for ensuring that the iPad is charged overnight  
  • Telephone call to the wards nightly at 10 to remind them to charge the iPads |
| Strategies used throughout the trial to maintain engagement by nursing staff | • One-to-one discussions among ward nurses, physiotherapists, surgeons, and the nurse researcher that they remind staff to charge the iPads overnight  
  • Telephone calls to associate nurse unit managers on afternoon shifts at 8 PM each day to ask that they remind staff to charge the iPads overnight  
  • Regular attendance at ward meetings by the nurse researcher where questions could be answered and strategies discussed to assist with the implementation  
  • Laminated cards were placed in patient notes, and a sign was placed on the whiteboard above the patient bed area  
  • Patients themselves reminded staff to attend to the iPad; for example, to plug in the iPad for charging overnight |

Promotion and Awareness Raising

To support successful implementation of the MyStay TKR intervention, the researcher (JM) conducted daily ward visits for the duration of the trial. The intent of these visits was to promote uptake of the MyStay TKR intervention and to support adherence to key processes of care. At these ward visits, the researcher ensured that any casual staff were familiar with the trial, placed flyers in patients’ notes and on bedside whiteboards to alert clinical staff that the patient was enrolled in the trial, obtained ongoing feedback from the health care team about any barriers to implementation of the intervention, and observed practices related to implementation and usability of the intervention (patient and clinician engagement).

Patient Engagement and Facilitation of Patient Participation

During the implementation phase, patients together with the researcher navigated the MyStay TKR animation on the iPad. Each section of the program was explained until patients were comfortable with access and could follow the program. This introduction to the program took 5 to 10 minutes, depending on the patient’s familiarity with the iPad. The iPad was then left with the patients, who were informed that they could use the program as often as they wished. Patients were also instructed to call their nurse to inform them that they had finished watching the program. The nurse would then clarify any questions the patient may have regarding the information provided, and it was anticipated that a discussion regarding the goals of the day would ensue. Physiotherapists are crucial in mobilizing patients after surgery and restoring mobility in the knee joint. As such, physiotherapists were involved in the development of MyStay TKR content through the Delphi process and reviewing of the exercise components of the multimedia, as well as subsequently during implementation of MyStay TKR. During implementation, physiotherapists encouraged patients to view the MyStay TKR modules on the iPads. This was achieved during their initial visit on day 1 with patients and also throughout the patients’ stay during follow-up visits. Physiotherapists asked patients to watch the exercise component of MyStay TKR in their absence.

Tailored Solutions

During the implementation phase, the researcher obtained ongoing feedback from staff and patients regarding barriers and facilitators to implementation and use of the MyStay TKR intervention. To support successful implementation of MyStay TKR, the researcher worked with the nursing team based on the ward to identify time-sensitive solutions to these barriers.

Phase 3: Usability, Uptake, and Acceptability of the MyStay TKR Intervention

The effectiveness of the implementation strategy was evaluated using data on the uptake and use of the MyStay TKR by patients as well as by obtaining patient feedback about the uptake, usability, and acceptability of using the program to support their
recovery. All patients who were randomized to an intervention ward were given the MyStay TKR evaluation questionnaire, an 8-item self-report tool specific to the intervention. This questionnaire was designed to uncover the ease of use, satisfaction with, and effectiveness of the multimedia program to aid in the patients’ recovery.

Data Analysis
The Theoretical Domains Framework was used to inform the identification of barriers and facilitators to practice and behavior change with regard to both clinicians and patients [20].

There were three components to the analysis of the study data:

1. Qualitative content analysis was performed to identify key themes that emerged from the focus group discussion and the staff education sessions. The transcripts were independently reviewed for factual content by 2 researchers (JM and MB), who formed agreement on key emergent codes for thematic analysis. The codes were then grouped to identify key themes and subthemes. All members of the research team reviewed the identified themes and subthemes, and the thematic structure was determined by consensus.

2. Throughout the implementation phase the researcher collected field notes describing these communications, and any observations made by the researcher related to implementation of the intervention were transcribed in a field diary. These notes were coded for recurring themes in terms of barriers and facilitators.

3. Descriptive statistics were used to analyze the uptake and use of MyStay TKR as well as patient responses to the MyStay TKR evaluation questionnaire.

Ethics Approval
The cluster randomized controlled trial and the implementation evaluation were approved by the health service and university institutional ethics committees (Epworth HealthCare Human Research and Ethics Committee, 598-13, and Deakin University Human Research Ethics Committee, 2013-195).

Results
The study results are described in 3 sections to reflect each phase of the implementation evaluation.

Outcomes of Phase 1
Overview
In total, 3 themes were derived from the analysis of the transcripts of the clinician group interview, ward meetings, and one-to-one communications with nurses, and these were used to inform how to embed the intervention into everyday practice on the wards. The themes were as follows: (1) the potential burden of introducing the intervention for staff, (2) perceived difficulties associated with the age of patients and ease of use of technology, and (3) concerns about safety and security of the iPad within the ward (Table 3). There were no concerns raised by physiotherapists or surgeons regarding application of the intervention in the preimplementation stage.
Table 3. Perceived barriers to implementation and strategies used to address these barriers.

<table>
<thead>
<tr>
<th>Barrier or concerns identified by nurses</th>
<th>Illustrative quote</th>
<th>Strategies used to address concerns or barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential burden of introducing the intervention for nursing staff</td>
<td>• “Can you guarantee this [iPad intervention] will not increase our already busy workload? I mean, if we have to spend time going through this iPad [intervention] then it’s going to make it harder for us isn’t it…I mean, we just don’t have the time.” [Nurse ID 2]</td>
<td>• Implementation of the intervention on day 1 of patients’ recovery was carried out by the researcher to ensure that patients could use the iPad and navigate the program.</td>
</tr>
<tr>
<td></td>
<td>• “I don’t know, I think there’s a lot going on in the morning…we [the nurses] are busy and flat out. First thing it is probably easier if someone else does it [goes through the program with the patient] and not leave it up to the nurses?” [Nurse ID 2]</td>
<td>• Patients who were classified as postoperative day 1 received an explanation of the iPad and navigation after handover and before breakfast, at approximately 8 AM each day.</td>
</tr>
<tr>
<td>The age of patients and ease of use of technology</td>
<td>• “With the older patients we may have to teach them how to use the iPad [intervention] or they may not be able to use it at all. Do you think this is very realistic, I mean for them to use it?” [Nurse ID 3]</td>
<td>• A flyer to assist patients to navigate the program themselves was provided to all patients.</td>
</tr>
<tr>
<td></td>
<td>• “Yes, some of them have other comorbidities, you know, such as arthritis, it may be harder for them…we will have to push it for them? If that’s the case, I don’t think we will have the time.” [Nurse ID 4]</td>
<td>• Once patients were familiar with the iPad the nurses felt that they were able to focus on the content of the program.</td>
</tr>
<tr>
<td>Security and safety of the equipment and infection control</td>
<td>• “So where are you going to put it [iPad intervention]? You don’t want it to get in the way. There’s not much room anyway with all their [patients] stuff. Perhaps it could be put on the bedside tables so we can get it out of the way if we need to?…What about keeping it clean, what do you think?…Have you thought about the cross contamination?” [Nurse ID 1]</td>
<td>• To address security concerns, the iPad was secured to each patient’s movable bedside table with a locked cable.</td>
</tr>
<tr>
<td></td>
<td>• “Yes, you have to make sure it doesn’t walk either…if it’s not secure, things walk here, how will you make sure it stays with the patient? And what about if it gets dropped they are very sensitive these iPads…what will happen there…do you have lots of replacements?” [Nurse ID 3]</td>
<td>• Each iPad was secured inside a locked tough case that was drop-, smash-, and splash-proof.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The infection control nurse approved the cleaning protocol for each iPad before transfer to another patient. Wiping the iPad and all associated material (cords, case, etc) with an alcohol-impregnated cloth was approved as sufficient cleaning between patients.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cleaning occurred on collection of the iPad when a participating patient was discharged from hospital.</td>
</tr>
</tbody>
</table>

### Potential Burden of Introducing the Intervention for Nursing Staff

Nurses expressed concern that they may need to facilitate the use of the iPad and assist patients to navigate the program the first time they were exposed to MyStay TKR. They thought that this would take a significant amount of time, particularly during the busy morning period that includes clinical handover and patient assessment. There was also worry that there may be an additional burden on nursing staff during the patients’ stay where they may have to reintroduce and reiterate aspects of the MyStay TKR content with patients each day, thus increasing their workload.

### The Age of Patients and Ease of Use of Technology

There were mixed attitudes regarding the age of the patients and their ability (physical and mental) to use the iPad. Some (2/4, 50%) of the nurses indicated that older patients may be unfamiliar with portable devices or unable to use them.

### Safety and Storage of Equipment

Nurses were worried about the physical location of the iPad in patients’ rooms and stated that the device could add to existing clutter and be removed or stolen or dropped and broken. The potential for cross-contamination and risk of infection was also raised.

### Outcomes of Phase 2

#### Overview

Table 4 outlines the patient participant characteristics at baseline. During the implementation phase, the strategies outlined in Table 3 were applied to address the potential barriers to successful implementation.
Table 4. Patient participant baseline characteristics (N=104).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.25 (9.77)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40 (38.5)</td>
</tr>
<tr>
<td>Female</td>
<td>64 (61.5)</td>
</tr>
<tr>
<td>Living arrangements, n (%)</td>
<td></td>
</tr>
<tr>
<td>Living communally</td>
<td>88 (84.6)</td>
</tr>
<tr>
<td>Living alone</td>
<td>16 (15.4)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>84 (80.8)</td>
</tr>
<tr>
<td>Not partnered</td>
<td>10 (9.6)</td>
</tr>
<tr>
<td>Widowed</td>
<td>10 (9.6)</td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>76 (73.1)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>11 (10.6)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (7.7)</td>
</tr>
<tr>
<td>Europe</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Asia</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Language spoken at home (primary), n (%)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>102 (98)</td>
</tr>
<tr>
<td>Italian</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Employment status (preadmission), n (%)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>52 (50)</td>
</tr>
<tr>
<td>Full time</td>
<td>24 (23.1)</td>
</tr>
<tr>
<td>Part time or casual</td>
<td>16 (15.4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (6.7)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (4.8)</td>
</tr>
</tbody>
</table>

Of the 104 participants recruited for the intervention group, only 1 (0.9%) patient was unable to receive the multimedia intervention in the trial. This deviation was due to factors outside the control of the study: the patient had a serious postoperative complication and therefore was unable to receive the intervention. In total, 94.2% (97/103) of the patient participants were interviewed on day 3. Reasons for participants not interviewed were as follows: too unwell, not available on the ward at the time, or declined to be interviewed. Interview duration ranged from 12 to 75 minutes. Most (94/97, 97%) of the interviews were conducted between 9 AM and 2 PM at the patients’ bedside; the rest (3/97, 3%) of the interviews were conducted at a later time (after 5 PM) at the patients’ request.

During the interviews, patients reported a range of structural, clinician-related, and patient-related barriers to use of the MyStay TKR program. These barriers were addressed as they were identified as described in the following sections.

**Structural Factors**

The physical location of the iPads presented a problem when trying to ensure that the program was always available for patients when they wanted to access it. Because of physical constraints of space, several options were tested until agreement was reached about the ideal location. Initially, the iPads were secured to the patients’ bedside trolleys to enable the iPad to be moved around if patients decided to sit out of bed; however, this caused problems for the food services staff who found it difficult to find room to place patients’ food trays. The decision to move the iPads to the patient’s bedside locker was made in consultation with the patients as well as food services and nursing staff. The cord that tethered the iPad to the bedside table was long enough for the iPad to be placed on the bed should patients decide to sit out of bed and view the presentations. On several occasions nurses and the services staff moved the patients’ iPads to the back wall “to keep it out of the way.”
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then prevented patients from watching the iPad as they could not reach it. These prohibitive behaviors were fed back to the nurses caring for the patient on the day.

**Clinician-Related Factors**

Nurses’ attitudes toward the program were critical to its successful implementation. In the third week after commencement of the project, 3% (3/97) of the patients commented that nurses (n=2) had stated that they were “sick of these iPads” and “these iPads just get in the way.” These comments can influence patients to question the use of the program and can negatively affect their confidence to ask nurses questions related to the program. To address these issues, group and one-to-one discussions were held with the nursing staff to determine what strategies might be implemented to overcome these perceptions. Field notes revealed that of the 103 iPads used over a period of 14 months, there were 17 (16.5%) with flat batteries; however, the majority (n=13, 76.5%) of these were in the initial rollout phase. Reasons for the flat batteries outlined by nursing staff were “forgot to put on charge,” “no charger available,” “needed the charging plug for another appliance,” and “unable to charge” (2/103, 1.9% of iPads were missing the charging adapter). Throughout the trial period this practice improved, with only 3.9% (4/103) of the iPads noted with flat batteries after approximately 1 month following commencement of the trial.

**Patient-Related Factors**

Difficulties encountered by patients in using the iPad included being unable to watch the entire program because of sleepiness or tiredness, difficulty remembering to watch the program, and being too unwell to watch because of pain or other complications. Strategies were discussed with each patient and their nurse during the daily visit, and methods to overcome barriers to use were agreed. For example, the patients who were too tired to watch all of the program at once were directed to watch only small clips at a time and nurses would remind them to watch more throughout the day. If patients were in pain, they were reminded by nurses to watch the program later in the day. No barriers were identified by patients in relation to the information delivery using the iPad.

### Outcomes of Phase 3: Uptake, Usability, and Acceptability of the MyStay TKR Intervention

Of the 104 recruited participants, only 1 (0.9%) randomized patient was unable to receive the multimedia intervention in the trial because they experienced a serious postoperative complication (cerebrovascular accident) and were therefore unable to receive the intervention.

Almost all (94/103, 91.3%) patients found the program easy to use. In total, 62.1% (64/103) of the patients reported that they had viewed the iPad program more than once in the previous 24 hours, 29.1% (30/103) had viewed the program once, and 4.8% (5/103) reported that they had not viewed the program in the previous 24 hours. Reasons for not viewing the iPad program were as follows: watched the entire program on days 1 and 2 after the surgery, unable to view because of illness, too tired to watch at the time, and they planned to watch the program later in the day.

### Table 5. Patients’ reasons for not viewing the program on the iPad as often as they wanted (some patients indicated multiple reasons; N=39, 38%).

<table>
<thead>
<tr>
<th>Reason stated for not viewing the program on the iPad as often as they wanted</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too tired (including visitors)</td>
<td>12 (36)</td>
</tr>
<tr>
<td>Too unwell (predominately nausea)</td>
<td>12 (36)</td>
</tr>
<tr>
<td>iPad did not work properly when I had the opportunity to watch (battery flat)</td>
<td>11 (33)</td>
</tr>
<tr>
<td>No time, (patient) too busy</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Pain too severe</td>
<td>6 (18)</td>
</tr>
<tr>
<td>iPad not available when I had the opportunity (not in reach)</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Forgot about watching it</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Did not understand the content</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

As the intervention was designed to be nurse-facilitated, patients were asked on day 3 whether the nurses responsible for their care had discussed the program with them in the previous 24 hours. Only 21.4% (22/103) of the patients reported that nurses had discussed the program with them in the previous 24 hours.

Patients’ reported satisfaction with the intervention was high, as reflected in a mean score of 8.63 (SD 2.05) out of 10. No problems with navigation of the program on the iPad were reported.

### Discussion

**Principal Findings**

This evaluation of whether a multimedia intervention delivered through an iPad could be successfully implemented on acute orthopedic wards established that most (94/103, 91.3%) of the patients found the program easy to use, with their reported satisfaction with the intervention being high (mean score of 8.63, SD 2.05, out of 10), and the program required minimal time for orientation. Collaboration with clinicians and patients
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before and during implementation to identify potential barriers to successful implementation of the intervention was essential to develop timely strategies to overcome these barriers. To ensure end-user engagement, careful consideration was given to nurses’ views on who was responsible for facilitating this intervention. Several methods were adopted to ensure that nurses had the opportunity to discuss concerns and express their opinions about embedding the implementation into their everyday clinical practice. The effects on nursing staff workload, the physical location of the iPad, and the safety and security of the device were identified as key areas of concern and were addressed in the implementation plan.

The intervention was implemented using a structured, standardized, and evidence-based approach [18,19]. The intervention was designed to be delivered in the context of usual care delivery; however, nurses were reluctant to perform the initial orientation with patients because of concerns that instructing patients on the use and navigation of the iPads would be time consuming and would interfere with the provision of patient care.

On day 3 after the surgery, patients reported low levels of nurse engagement with the intervention. There are several possible explanations for this: it is possible that nurses were satisfied that patients were engaging sufficiently with the intervention or that there had been higher levels of interaction during the previous postoperative days. It is possible that nurses were not engaging with the MyStay TKR program and did not see it as a tool to set goals of care with patients to assist them with their recovery. The challenge for future studies is to demonstrate to nurses that these types of interventions will not have an impact on their workloads [18]. In fact, the time needed to explain the program to patients was very brief and could easily be incorporated into everyday clinical practice.

Embedding interventions into clinical practice has been reported to be challenging, particularly in the acute care setting where work is often fast paced, with nurses caring for patients who are acutely ill after surgery [20]. Implementation of the intervention in this study required nurses to facilitate interactions among themselves, the multimedia program, and patients to create opportunities for patients to discuss their goals of recovery and negotiate pain management. This element required a patient-centered approach [21-23], which can be difficult to achieve in practice when nurses perceive that their workload is already high. Several acute care studies have reported that nurses spend only a small amount of time with each patient [24-27], and the acuity levels of the patients in the postoperative context also result in some patients being allocated more time than others [28].

As with any new technology designed for patients in the clinical setting, ease of use is a primary design consideration. Most (64/103, 62.1%) of the patients reported that they were able to view the program as often as they liked without restriction. Patients also successfully navigated the program independently, and all (103/103, 100%) patients interacted with the program at least once a day. However, the patients’ acuity levels did limit their level of interaction. These findings are consistent with those of other studies that have evaluated the implementation of a multimedia intervention in acute care [17,29-31].

Reasons stated by patients for not interacting with the MyStay program were predominately related to the acuity of their illness rather than the program itself, suggesting that usability was not a problem. Consistent with the findings of Cook et al [29], the major barrier for patients in engaging with the MyStay program was tiredness and nausea, both common symptoms in the acute postoperative period. An advantage of the program being available 24 hours a day was that patients could access the program when it suited them. In previous studies where patients had limited access to interventions, usability was compromised [12]. A study by Chu et al [32] reported that 71% of patient time in hospital was considered downtime; that is, patients were not occupied with diagnostic tests or other activities. This suggests that there is ample opportunity for patients to engage with an intervention program throughout the day if there is flexibility in availability. An additional advantage of the multimedia platform is that patients’ families could also view these programs during their visits to help to reinforce the goals of recovery.

Nurses’ concerns that older age may hinder patients’ ability to use the iPad technology was not identified as a limiting factor in this study. Of the 103 patients, only 2 (2%) stated that they were computer illiterate and that this was a reason why the program was not easy to use. Advanced age was not identified as a factor affecting usability; indeed, a patient aged 95 years found the iPad so usable that he indicated he would purchase one when he was discharged. Our findings are similar to those of Cook et al [29] who found that patients can in fact interact with a multimedia device, regardless of age: 91.3% (94/103) of the patients reported it to be easy to use; reasons for the patients (9/103, 8.7%) who indicated difficulty included flat battery, lack of concentration because of health, or the sound was poor. The majority of these factors were rectified during the trial.

Creating an opportunity for patient participation without placing an additional burden on clinicians and patients was considered critical in this study. The MyStay TKR intervention was designed to be easily navigated by patients and nurses in the acute care environment [33]. Time spent by the researcher orientating patients to the technology was 5 to 10 minutes initially and then 2 to 5 minutes per day with individual patients. It is concluded therefore that the MyStay TKR intervention can be incorporated into everyday routine care, despite the acuity of the environment and the time required for nurses to allocate in applying (not facilitating) the program is low and feasible [32]. These findings are consistent with those of other studies that have implemented multimedia interventions for patients in hospital [17,34,35].

Conclusions

Implementation of a nurse-led multimedia intervention to increase patient participation in recovery after total knee replacement was achievable. The findings demonstrated that the implementation of the MyStay TKR multimedia intervention was robust and structured and successful in terms of patient participant recruitment and application; however, it was difficult to assess the level of engagement by nurse clinicians with the program. Furthermore, the findings indicate that a multimedia
program designed as a platform to promote patient participation within acute care environments that can present challenges to engagement is feasible and is associated with high patient satisfaction.
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Abstract

Background: Children with cancer who have to undergo radiotherapy can experience fear, because they have no prior knowledge of the treatment. One way of teaching children about the treatment and reducing their fear is to prepare them for it through serious games. Involvement of the end user in the design process within medicine is a way of ensuring that the product being developed will fit the intended user.

Objective: The aim was to outline the contributions made by children and their parents through participatory action research when designing a serious game about radiotherapy.

Methods: By means of participatory action research, children and their parents participated in the development of a serious game about radiotherapy. Nine children (7-10 years old) were included, each with an accompanying parent. A qualitative approach was used that included interviews and participant observation. Six rounds of iterative development process were used with the children and their parents. Meetings with the children were held either face-to-face or online. Each round resulted in a list of suggestions for changes to the game. A thematic analysis was performed based on the list of proposed changes, underpinned by all gathered data, to highlight how the children’s participation changed the game.

Results: Two main themes were identified. The first theme was “The children’s participation was affected by their health and treatment” and included the following subthemes: “an opportunity to share emotions and perceptions of radiotherapy” and “the possibility to participate was affected by the severity of the disease.” The second theme was “participation allowed becoming an active part of game development” and included the following subthemes: “the opportunity to express sentiments about the game,” “the emergence of a playable game through the children’s contributions,” and “the necessity of understanding the text.”

Conclusions: The method used in this study made the children active participants, and our results suggest that this method can be used by health care researchers to cocreate serious games with children. It is necessary to inform the children involved that the process takes time, and that the process can be altered to allow as much participation as possible without placing a burden on them. The children’s illness affected their possibility to take part; thus, it is crucial to accommodate the children’s needs when conducting similar studies. The parents’ participation facilitated the meetings for their children, even though their involvement in the game design was negligible.

(JMIR Hum Factors 2022;9(2):e34476) doi:10.2196/34476
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Parental and Child Participation in the Development of a Serious Game About Radiotherapy: A Participatory Action Research Approach

Introduction

Children with cancer face many challenges and distressing events [1]. The procedures that the children have to undergo when receiving treatment are previously unknown to them and often cause fear [2,3]. Fear of the unknown has been described as a fundamental fear, and in situations with unknown elements, patients should be provided with tools to increase their ability to cope [4]. Radiotherapy (RT) is one of the major treatment modalities that can cure or alleviate cancer, depending on the cancer diagnosis [5]. For children, it can be difficult to receive RT since they must remain in a fixed position without moving, and they are left in the treatment room by themselves [6]. Some children need daily anesthesia to cope with the procedure, lasting for several weeks and accompanied by fasting periods; this is suboptimal for a growing body [6]. It has been suggested that with the right preparation children may have a greater chance of coping with the RT procedure, allowing them to receive the treatment without sedation [7-9].

The current project is based on previous research conducted by Engvall et al [10], who developed a digital story describing the RT procedure that was delivered as an application on a tablet designed for children. The participating children suggested that the application could have been more interactive if it had been designed as a game [10]. When designing serious games such as these, there are several aspects that need to be considered, such as the purpose of the game, the end users, the stakeholders in the project, and how the game can engage the players [11-13]. Serious games are a way to learn and are meant to solve real world problems; in the best case, they are enjoyable and entertaining [14,15]. Involving the end user in development has become common practice when developing games and interactive applications for children in medical facilities [16,17], as this is considered to increase the chances of creating a successful game [18]. Participatory action research (PAR) involves children as cocreators in the research process, allowing them to contribute and take part at different levels of the study [19]. Thus, PAR can strengthen study findings and the interventions being researched [20]. To our knowledge, no serious games have yet been developed to prepare children for the RT procedure. Further, researchers of serious game design have highlighted the significance of describing and reporting the involvement of end users in the design process and in research during the design process [21]. This paper is not primarily meant to point out the relevance of participatory design. Rather, it is meant to show how PAR can be used to bring about changes, using RT as an example. We wanted to create a serious game about RT in collaboration with children with experience of RT, to promote knowledge of the procedure in children who will receive RT in the future. The aim was to outline the contributions made by children and their parents through PAR when designing a serious game about RT.

Methods

Study Design

The present study describes the development of a serious game for RT as part of a larger project to reduce RT-related anxiety. The development of the game used PAR by involving children that had undergone RT, their parents, an expert team of health care professionals, game designers, and a research team. A qualitative approach was used that included interviews and participant observation.

Recruitment of Participants

A nurse at a pediatric oncology center contacted parents with a child who had received or was receiving RT to introduce the study. The inclusion criteria were that the child had received or was receiving RT, was fluent in Swedish, and was between 6 and 15 years old. A total of 14 families were approached, of whom 5 declined to participate. Explanations given for declining included lack of interest in a game project, not having time, and prioritizing school; some families gave no explanation.

Ethical Approval

Informed and written consent was given by parents on their child’s behalf and by the parents on their own behalf. Written assent was given by the children participating in the study. The study design was approved by the Regional Ethical Review Board in Uppsala, Sweden (2018/264).

Data Collection

Before each meeting, the parents were contacted with appointment suggestions. Meetings were scheduled at times that most of the children could attend and were held in 2 towns to shorten the traveling distance for the families, meaning the participants were divided into 2 groups. The families were reimbursed for their travel expenses.

The game development was performed as an iterative process [22]. The children met at play meetings where they played and commented on a prototype of the game. The children were observed while playing the game prototype and their gameplay was recorded on a computer. The children were asked questions about elements in the game to further understand how they interpreted them. After the game testing, a semistructured interview with follow-up questions was conducted in a group or individually; these interviews were audiotaped (an interview guide is included in Multimedia Appendix 1).

In the first round, the children and accompanying parents met at the research venue and were offered refreshments. The children discussed their experiences of RT, what games they preferred playing, and talked freely about what they thought should be in the game that was going to be developed. Two investigators were present; one was active and interacted with the children, while the other observed and took notes. In an effort to make the children more comfortable and not feel inferior in the situation, the decision was made to limit the number of adults by not having the design team present. This also solved a logistical problem: the design team was located in a city several hours away from where the study was conducted. In the second round, the children played a prototype of the game in groups of 2 or individually. After the second iteration, a change was made due to COVID-19 to minimize potential infection. The families were given options to meet with one investigator and one other family, meet with only the investigator, or to have a virtual meeting with one investigator.
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over the internet. However, the rounds still had the same structure: the children played the game prototype, sometimes showed their parents the game, and talked about it with their parents if they wanted to. The parents were asked in the later rounds to provide their thoughts and experiences of the game.

**Analysis and Game Design Process**

The material analyzed from each round with the children and their accompanying parents consisted of 1) screen recordings of gameplay, 2) observational field notes taken during gameplay, 3) summary notes made after each round, and 4) audio recordings of the subsequent interviews. The screen recordings were viewed multiple times; inductive coding was performed immediately after each round. In this way, 3 main coding categories emerged. These were audiovisual cues, game mechanics, and narrative. Therefore, coding of the early rounds informed later rounds. The material from later rounds was coded into the discovered categories. A similar approach was then used to identify codes for the field notes, summary notes, and interviews. All 4 data sets were compared to find commonalities between the children’s play. Codes were also grouped, revealing design suggestions. The suggestions were then prioritized into a list of proposed changes that was presented to the design team within 1 to 2 weeks after each round. After discussions on feasibility and time, the design team made as many of the changes as possible within the given timeframe. The new changes to the game prototype were observed at the next iteration (Figure 1). The iterative procedure with the children was repeated 6 times over a period of 8 months during 2020. None of the children took part in the analysis or the processing of the material.

![Figure 1. The iteration process. RT: radiotherapy.](image)

A thematic analysis based on the content from the list of proposed changes underpinned by all the gathered data was later performed to capture the children’s and parents’ participation in changes made to the game. Data were analyzed through a thematic analysis inspired by Braun and Clark [23]. Codes were identified and grouped and themes and subthemes were formulated, discussed with coauthors, and revised when necessary until consensus was obtained. Finally, quotations and figures were added to illustrate the content.

**Description of the Game**

The design team that was assembled to build the game consisted of students from the Department of Game Design at the University of Uppsala and a lecturer who provided supervision. The first version of the game prototype came about after a workshop with the expert team, research team, and design team identified problems, chose the technological platform, and identified the end users. The workshop was held at the clinic that was later portrayed in the game. The first version included rooms depicting an RT room, a monitoring room, and a bedroom, as well as mini games not related to the main puzzle. The game was played as a linear loop. The final version of the game came about after the sixth round with the participants and included rooms depicting a reception area, an RT room, a monitoring room (Figure 2 and Figure 3), a narcosis room, a practice room for RT, a kitchen, and a bedroom, which included hidden scenes of a wardrobe and an outdoor environment. The need to complete tasks to be able to progress within the game had been removed, and the game was now played as a “doll-house” style game [24]. The rooms were connected through a game map and all were already accessible from the beginning of play. Every room or environment depicted in the game actually existed at the hospital, apart from the practice room. Some of the mini games corresponded to the RT procedure, while others did not. Some components not relevant to the RT procedure were included in the game to encourage the player to play for a longer time, to encourage engagement with the RT scenes, and to promote understanding of the RT procedure.
Results

Description of the Data

Iteration of the game design took place over 6 rounds, each of which included testing with the children, and each of which resulted in a new version of the prototype. Each round included multiple meetings held at different times depending on when the children could attend. The study included 8 children in the first round, and later, 1 additional participant was recruited. Table 1 shows information on how many children participated in each round. All the children had a single parent with them during each round, except for 1 child whose parents took turns accompanying the child. At the time they participated, the children were between 7 and 10 years old and included 1 boy and 8 girls. No child was 9 years old at the start of the project. The children had various diagnoses, including brain tumor, rhabdomyosarcoma, spinal cord cancer, and Ewing sarcoma. Two children chose to leave the study in the fourth round.

Two main themes were revealed by the analysis: (1) the children’s participation was affected by their health and treatment, and (2) participation allowed becoming an active part of game development. Each theme had subthemes that described aspects of the cocreative process.
Table 1. Number of participating children in each round and meeting (N=9).

<table>
<thead>
<tr>
<th>Number of participating children in each meeting, n</th>
<th>Round number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Round 1</td>
</tr>
<tr>
<td>Meeting 1</td>
<td>3</td>
</tr>
<tr>
<td>Meeting 2</td>
<td>4</td>
</tr>
<tr>
<td>Meeting 3</td>
<td>0</td>
</tr>
<tr>
<td>Meeting 4</td>
<td>0</td>
</tr>
<tr>
<td>Meeting 5</td>
<td>0</td>
</tr>
<tr>
<td>Meeting 6</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
</tr>
</tbody>
</table>

<sup>a</sup>Round included newly recruited participant.
<sup>b</sup>Round/meeting was conducted online.

The Children’s Participation Was Affected by Their Health and Treatment
The children and parents shared how they felt and what it was like when they received RT. Their stories became subthemes: (1) how the meetings provided an opportunity to share emotions and perceptions of RT, and (2) how the possibility to participate was affected by the severity of the disease.

An Opportunity to Share Emotions and Perceptions of RT
The children described by means of emotion cards how they felt about receiving RT. When talking about RT, a few said that they had been happy, but they did not know how it worked when they received their first treatment. However, most of the children said that they had been worried before receiving RT, because they were not sure what would happen or how it would feel (Figure 4). Hence, the game needed to capture the essence of the RT procedure from a child’s point of view.

Figure 4. A child’s chosen emotion cards for the emotions the child felt during the first radiotherapy treatment. The cards were printed with the approval of St Luke’s Innovative Resources.

The Possibility to Participate Was Affected by the Severity of the Disease
Due to the children’s illness, some of them showed signs of fatigue or lack of strength. Some children had to undergo treatment at the hospital in the morning before coming to a meeting, and some children had to choose between going to school or participating in the study, because they did not have the strength to do both. If they found the testing interesting,

One parent expressed that they had felt that their child looked vulnerable due to the number of staff around the child when preparing for RT. After checking with the expert team regarding how many people were usually present, additional personnel were added in the game’s RT room in accordance with the input from the parents.
they stayed, even though they sometimes showed tiredness. The audio recording of one of the meetings in round 1 with 4 children has audible yawning more than once toward the end. The meeting lasted for a little over an hour. Therefore, the day and length of the meetings were modified and adapted to meet the children’s ability to participate. The families could choose to have the meetings online or could choose a date within a certain week that worked for them.

Participation Allowed Becoming an Active Part of Game Development

Three subthemes were identified within the main theme: (1) the opportunity to express sentiments about the game; (2) the emergence of a playable game through the children’s contributions; and (3) the necessity of understanding the text. Examples are given below of how the children actively contributed to the game design process.

The Opportunity to Express Sentiments About the Game

During the first meeting, the children discussed other games they liked to play and explained features they thought should be developed in our game. They reported contrasting gaming habits. Some were used to playing very advanced video games while others hardly played at all. The children agreed that the main purpose of the game was to explain how RT worked, to follow the character through the procedure, and to give the character medication. However, they added that the game should be fun and exciting. Their input led to the first prototype of the game being scrapped due to its long introduction. The game was reconstructed to start with RT. After playing the game, the 10-year-old children and their parents thought that the appearance of the game was similar to the real RT setting, but that the game was boring and childish with too little explanation of how the RT procedure worked. One child said that they wanted a scene that showed what happened when you were sedated for RT. In response to these comments, more information was added to the RT room and an extra scene was added. A narcotics room was also added, as well as a practice room where the player could encounter different elements of RT through comic strips. However, we did not obtain ideas on how to make the game more interesting or amusing. Some of the children who were 7 to 8 years old were under anesthesia during RT; so they could not comment on the accuracy of the portrayal, although they enjoyed the interactions that were in the game for amusement and creative play, especially the mini games. One child said they really enjoyed the game.

The children were shown a map of the game on paper and asked what they thought about it. They gave no opinion as to whether they considered the map good or bad, but when it was implemented in the game, thereby removing the game’s linearity, the children spontaneously used it and understood its function. One of the 10-year-old children was asked in the last round why they returned to the kitchen in the game, even though nothing new had been implemented there, and they answered: “Because it is fun there.” When asked why, they replied, “Because I can pick tomatoes.” Another child, in the 7- to 8-year-old age group, also stated that they thought the game was fun to play because of particular scenes and interactivity.

The same child had earlier in the iteration process exclaimed that they thought the game was boring and stupid.

A major feature of the game was teaching the player strategies on how to cope with the RT procedure. However, in the interviews, the children pointed out that one of these coping strategies was incorrectly portrayed. Children that undergo RT are sometimes given a string to hold on to; a parent, in an adjacent room, holds the other end and can pull the string so that the child feels the tug. In the game, the child character was shown holding onto a string, and to visualize the tug, the character’s hand was shown moving. However, the children explained that in fact, they were not allowed to move at all during RT, so the mini game was removed and replaced with a comic strip explaining the strategy.

When discussing what the children did to keep themselves occupied during RT, they said that they often thought about things they would do later that day. One child explained that they thought about food they would like to eat. These accounts from the children led to their specific coping strategies being added to the game’s RT room.

The Emergence of a Playable Game Through the Children’s Contributions

The children sometimes had trouble with movement in the game, while at other times, they misunderstood the game environment and missed gameplay elements that were intended to give clues on how the game worked. We therefore added a visual aid to indicate the location of items and how to advance the story. These additions allowed the children to play autonomously. Some children had problems using a mouse to control the game, which sometimes irritated them, since it meant that they could not, for example, pick up an item. To facilitate their understanding of how to play and interact with the game, we added an introductory scene as a tutorial, set in a reception area. After reading the tutorial, the children said they understood how to maneuver through the game, but when we asked them how to do it, we realized that they still had some problems. The children’s feedback on the tutorial scene was that it looked like the clinic. Some children asked what they were meant to do when introduced to new scenes during play. The game already featured some scenes with telephones that informed the player what they could do in that scene, so we added them to every scene. Some children found that the sound effects in the game were too loud, especially when playing online with headphones. Therefore, the sound effects were modified and a function was added that let the player turn the music and sound effects off and on and read the text in the game aloud.

Some elements of linearity were kept in the game. For example, the RT procedure in the RT room ran on a loop. The parents questioned this, arguing that the player should not have to sit through the loop before leaving the room. Furthermore, one child in the recordings could be heard saying, “Okay, I’ll play through this part,” only because they wanted to get through it to reach the next part of the game. Hence, the game was changed to let the player exit the RT room via the map, giving them the choice to play the loop or skip it.
A kitchen scene had a tap that started to dance and make elephant noises when the player clicked it. Two of the 7- to 8-year-old children, who were playing together, clicked on the tap several times and talked about it. One of them showed it to their parent and said, “You need to wash your hands,” and then laughed happily and called it funny. Even the older 10-year-old children laughed at the tap. Inspired by this, we added back, in random, hidden places, scenes that had previously been deleted.

Figure 5. Clicking on the paw symbol on the closet reveals a hidden scene.

Figure 6. A hidden scene (a walk-in closet) revealed by the interaction in Figure 5.

When the children encountered these hidden scenes, they showed them either to each other or to their parents and talked about them. When one child played the game, they commented, “This room is so cool!” explaining, “But the closet is so small, and then all of this shows up.” The interaction consisted of a changing room that was hidden within a closet (Figure 5 and Figure 6). Children who found these hidden scenes started to search other scenes more carefully.

A practice room was added to give more information about RT. One of the 7- to 8-year-old children showed particular interest in a prototype of a timer that allowed visualizing how to be still for a length of time. When asked what they were doing, the child replied, “I am practicing to see how long I can be still.”

This apparent interest in the timer inspired us to portray more elements of RT in a way that would create value. This led us to develop the idea of using comic strips to explain certain elements of the RT procedure (Figure 7).
In the last round, the children showed awareness that the game had changed extensively from the first time they played it and agreed that it gave a valid introduction to RT while including elements for amusement. In all, numerous changes had been made to the game due to the children’s participation. Examples of some, but not all, of these changes are included in Multimedia Appendix 2.

**The Necessity of Understanding the Text**

A significant number of the learning goals in the game were delivered through text snippets, and understanding these snippets was consequently an integral part of the player experience. Some children struggled with the amount of text; this proved most difficult for the 7- to 8-year-old children, due to their lack of reading skills. When a researcher offered to read the text, almost all the children in this age group preferred this. Reading the text gave us instant feedback about how well it worked, and allowed us to revise the text with every new version to better accommodate the 7- to 8-year-old players. The game’s final version included audio of the text that the player could activate.

We also implemented comic strips with explanatory text to increase understanding of what RT is like and what can happen when receiving RT. All these comics used metaphors for various elements of the treatment (Figure 7). The comics also used relatable, real-life analogies to describe and create an understanding of what could happen when receiving RT.

The children that read the comic strips were asked about them. Some children asked questions while reading them. These questions were often about the text; the children were sometimes confused when the text did not correspond to the picture or when the same text was used for a different picture. However, when they read the entire comic strip, they seemed to understand its overall purpose. For example, the comics used a metaphor of “monsters under the bed” that the children related to and thought could be added to the game (Figure 7).

**Discussion**

**Summary**

Our findings represent a thorough description of how children were part of the development of a serious game aimed at increasing knowledge about RT and decreasing anxiety related to the procedure. We performed a thematic analysis that revealed two main themes and several subthemes. The main themes were that the children’s participation was affected by their health and treatment, and that participation allowed becoming an active part of game development. The children’s participation influenced development of the game and led to changes to the game’s narrative, mechanics, and aesthetics. The game became more of a “doll-house” style experience, focusing on exploration and discovery, with the addition of a map that made it possible to move freely between the rooms [25]. With the exception of mini games, winning conditions were removed to make space for free, unstructured play. To ensure that the younger, 7- to 8-year-old children could manage to play, their input on game mechanics was prioritized, because they are more often in need of anesthesia and therefore more likely to be the end users. The participation of the 10-year-old children added knowledge about the RT procedure and the depiction of the game environment. The parents’ participation did not lead to more than a few changes, but their participation facilitated the meetings for the children.

**Principal Findings of Participation**

**Severe Illness Affects the Possibility to Participate**

It proved to be crucial to modify the meetings to accommodate the children’s need for rest due to their illness and treatment, so that they could continue their participation. Discussing a meeting’s time and place with the parents and the participants prior to the meeting was a way to adjust the requirements. To include participants in the decisions on when, where, and for how long to hold the meetings enabled the participants to be part of the development of the game, as well as the design of the study [26]. This change was primarily made due to COVID-19, rather than the children’s illnesses as such, but it nevertheless facilitated participation. This finding is imperative for researchers planning to involve similar children. Children are considered to be a vulnerable group due to their stage of cognitive development; they are often regarded as not being able to fully comprehend the research in which they are taking part. The group in this study was also considered vulnerable due to the severity of their illnesses [27]. Nevertheless, it has been established that including children in the development of future interventions is necessary, because the intervention concerns them as a group [26]. However, since our group could not meet all at once, the children themselves could not reach a consensus on what changes were needed in the game; that had to be established by the lead investigator. Hence, the investigator had to search the children’s game play and interviews for commonalities and differences in the material and then create a list of proposed changes to present to the design team. This is not a common way of working in developmental design, but it might be a plausible way to enable seriously ill 7- to 11-year-old children to be part of the process. Further, when using PAR, children are not only a source of data but a part of development [28] and are partners capable of contributing to the group’s collective understanding of the interventions.

**Appendix 2.**
the results [29]. The children who participated in this study became both stakeholders in the product under development and also the voices of the end users. On Shier’s ladder of participation [30], the children were somewhere between “shared decisions with children” and “child initiated and directed participation.” While the design decisions were made by the research team and game designers, these decisions were highly informed by the children’s and parents’ input.

**Children’s Contributions Led to More Comprehensible Gameplay**

The game needed to be comprehensible to the children, both when it came to how and why to play and also the informational content; the game’s interactivity also relied on knowing how to control it.

The children’s constant feedback on how they thought the game worked allowed us to design the game to be suitable for them. As an example, the children influenced how the coping strategies were presented in the game. They commented on the designer’s mistakes, such as the previously mentioned visualization of hand movement when a parent tugged on a string, when in reality they had to be completely still, and pointed out other coping strategies they had used that were not displayed in the game. The children’s involvement in the design process allowed us to correct mistakes and add new coping strategies to make the game more accurate and provide end users more tools. Exaggerating motions, such as the hand moving to represent the tug of the string, is a common way of presenting this type of movement in animation [31]. However, as the children experienced, and pointed out to us, it was important to not move throughout the treatment, so this exaggeration was something they understood as a problem. As they had personal experience of RT, this issue was visible to them in a way that would be very hard for anyone else to see. While it may seem like an obvious thing, it was not obvious until they pointed it out. Thus, their expertise in being children gave the designers a unique understanding of the situation. With the children’s participation, the designers ensured that the RT process was understandable and correctly displayed from the children’s point of view.

When observing the children playing, the main investigator noticed that the children spent more time on, for example, a dancing kitchen tap than on RT-related issues. This demonstrated that the children enjoyed the random nature of the interaction, and therefore obtained value from it; this is similar to an observation made by Howard-Jones and Demetriou [32], who found that players were more likely to prefer unpredicted rewards over ones they had foreseen. This gave us the idea to add previously unused scenes as hidden objects to create surprise and implement and test the addition. It may seem unconventional to depict an important procedure, like RT, in a playful way. However, as Clark [33] pointed out, resilient families and their ill children use imagination and humor as a way to cope with difficult situations. The amusement provided by the game did not directly contribute to education, but even if the learning aspects of the game became side impressions, the players still came in contact with them and learned from them. Mader et al [34] recommend that game designers focus on entertainment and fun when designing serious games to even out the medical details. It needs to be noted that children and their parents preparing for RT are highly motivated to understand the procedure, or at least, not to be afraid of it. This creates a multi-faceted situation that is harder than usual to address with a serious game, whose function can normally be viewed as a process of convincing.

**Learning Through Text**

Using text as the means of learning in a serious game proved to have a roughly similar outcome as learning through game mechanics, as when using the latter, the player could misinterpret the message if they did not understand it correctly [35]. The use of metaphors to help children understand medical instructions in games has previously been tested, and the results show that children prefer different metaphors for practice [36]. In the current game, each medical phenomenon was explained by a single corresponding metaphor. The children said they understood the metaphors, but if the game is redesigned in the future, more metaphors might be added to further increase the children’s ability to understand.

**Limitations**

Of the 14 families contacted, 9 chose to participate, including only 1 boy. While the data collected was rich, additional boys in the group could perhaps have provided additional information. One reason for the lack of boys was that at the time of inclusion, there were more girls than boys being treated with RT at the center. Two of the initial child participants left the study, one of whom said it was because they felt the game was more suited for younger children and one of whom did not give a reason. The data collection lasted for 8 months; thus, the procedure was time-consuming. However, since the children had different gaming backgrounds, they had different levels of background knowledge of computer and web games; this added richness to the way they comprehended the game under development that the investigators found more valuable than gender diversity. Further, these differences in gaming habits did not change when some of the children left the study. As suggested by Maheu-Cadotte et al [37], researchers should involve end users with varying gaming habits and use different methods to prompt their input when developing serious games. Using a qualitative method with several methods of data collection provided rich findings that strengthened the credibility of our conclusions and increased their transferability to similar areas under investigation [38]. Researchers use thematic analysis to develop themes that provide insight into the research question. It may be noted that the frequent concurrency of the ideas behind the themes in our data set has not been evaluated [39]; these data merely provide insight into individual experiences.

**Future Research**

Further evaluation of the game is warranted to determine whether it can increase knowledge of the procedure and thereby decrease anxiety. Thus, we are currently inviting children between 5 and 14 who are scheduled to undergo RT to evaluate the game.

**Conclusion**

Having children be part of the cocreation process through PAR resulted in several changes to the game. More importantly, the
methods used here made the children active participants; therefore, this method can be used by health care researchers to develop cocreated serious games together with children. When children participate in research, the study framework needs revision throughout the process, due to unforeseen circumstances and in order to facilitate participation. It is necessary to inform the child participants that the process takes time, and that it can be revised to facilitate their participation as much as possible to avoid placing a burden on them.

Acknowledgments

We would like to acknowledge all the work performed by the game design team lead by Jakob Berglund Rogert at the Department of Game Design, Uppsala University. The authors warmly thank all the participating children and parents for the time and effort they put into the project. This project was funded by the Swedish Childhood Cancer Foundation.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Semistructured interview guide.

Multimedia Appendix 2

Listed changes made to the game.

References


18. Verschuieren S, Buffel C, Vander Stichele G. Developing Theory-Driven, Evidence-Based Serious Games for Health: Framework Based on Research Community Insights. JMIR Serious Games 2019 May 02;7(2):e11565 [FREE Full text] [doi: 10.2196/11565] [Medline: 31045496]


Abbreviations

PAR: participatory action research
RT: radiotherapy

©Catarina Cederved, Jon Back, Charlotte Ångström-Brännström, Gustaf Ljungman, Gunn Engvall. Originally published in JMIR Human Factors (https://humanfactors.jmir.org), 31.05.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Human Factors, is properly cited. The complete bibliographic information, a link to the original publication on https://humanfactors.jmir.org, as well as this copyright and license information must be included.
Development of a Digital Tool for People With a Long-Term Condition Using Stroke as a Case Example: Participatory Design Approach

Abstract

Background: In patient care, demand is growing for digital health tools to enable remote services and enhance patient involvement. People with chronic conditions often have multiple health problems, and long-term follow-up is recommended to meet their needs and enable access to appropriate support. A digital tool for previsit preparation could enhance time efficiency and guide the conversation during the visit toward the patient’s priorities.

Objective: This study aims to develop a digital previsit tool and explore potential end user’s perceptions, using a participatory approach with stroke as a case example.

Methods: The digital tool was developed and prototyped according to service design principles, informed by qualitative participant data and feedback from an expert panel. All features were processed in workshops with a team that included a patient partner. The resulting tool presented questions about health problems and health information. Study participants were people with stroke recruited from an outpatient clinic and patient organizations in Sweden. Development and data collection were conducted in parallel. For conceptualization, the initial prototype was based on the Post-Stroke Checklist and research. Needs and relevance were explored in focus groups, and we used a web survey and individual interviews to explore perceived utility, ease of use, and acceptance. Data were thematically analyzed following the Framework Method.

Results: The development process included 22 participants (9 women) with a median age of 59 (range 42-83) years and a median of 51 (range 4-228) months since stroke. Participants were satisfied or very satisfied with using the tool and recommended its use in clinical practice. Three main themes were constructed based on focus group data (n=12) and interviews (n=10). First, valuable accessible information illuminated the need for information to confirm experiences, facilitate responses, and invite engagement in their care. Amendments to the information in turn reconfigured their expectations. Second, utility and complexity in answering confirmed that the questions were relevant and comprehensible. Some participants perceived the answer options as limiting and suggested additional space for free text. Third, capturing needs and value of the tool highlighted the tool’s potential to identify health problems and the importance of encouraging further dialog. The resulting digital tool, Strokehalsa [Strokehealth] version 1.0, is now incorporated into a national health platform.

Conclusions: The participatory approach to tool development yielded a previsit digital tool that the study group perceived as useful. The holistic development process used here, which integrated health information, validated questions, and digital functionality, offers an example that could be applicable in the context of other long-term conditions. Beyond its potential to identify care needs, the tool offers information that confirms experiences and supports answering the questions in the tool. The tool is freely shared for adaptation in different contexts.
**Introduction**

The desire to encourage patient involvement [1] and the growing acceptance of digitized health care have contributed to a rising interest in digital health tools [2,3]. For people living with long-term conditions [4] and chronic disability [5], recurrent interventions and health care support are crucial. Stroke, which serves as the context of this study, is a common cause of disability, with more than 101 million cases worldwide in 2019 [6], and is associated with motor impairments and cognitive, emotional, and communication difficulties [5]. Organized systems of care, including follow-up and self-management, are beneficial for people with long-term conditions [4,7], particularly because they can have more difficulty in actively engaging with health services [8-10]. A redesign of health care services to ensure a prepared patient and a proactive health care team is crucial [4]. Digital health solutions may offer tools that can facilitate improved follow-up.

Digitizing has already been shown to speed up the redesign of health care [3] and potentially foster access to health care services [7,11]. In Sweden, the digital platform Healthcare Guide 1177 [12], accessible to registered individuals, is widely used. The platform includes medical information and health tools such as previsit forms. However, regardless of the mode of service delivery, patients need person-centered support [1] and accessible health information [10]. Thus, digital tool design should take into consideration patient need for information [13] and the best ways to promote active engagement of patients in long-term care with their health professionals [2].

The use of previsit tools can make people feel more knowledgeable, better informed, and clearer about their values [14]. Moreover, digital health tools can enhance dialog with health professionals [15] and empower patients to become active partners [2]. A recent randomized clinical trial showed that a previsit digital tool for collecting contextual data from patients had a positive impact on patient-provider communication [16]. However, previsit digital tools often focus on collecting data but do not include health information for the patient [12,16,17], even though information is key to eHealth literacy [10], comprising a patient’s ability to understand, access, and use eHealth technologies. Patients need to be involved in self-management and interactions with health professionals [9,18], and digital solutions must be designed to promote eHealth literacy [10], counteract inequalities [18], and enhance shared decision making [19]. A thorough design process is indispensable to achieving this aim.

Service design is a human-centered approach that focuses on understanding the patient experiences to achieve a holistic view of solutions to complex problems [19,20]. Different methods can be applied, such as a “persona” that represents a member of a future user group, or a set of prototypes that offer alternative solutions for a digital tool [20,21]. Qualitative research often can be used to explore the needs of patients and health care providers before pilot versions of such tools are tested [20] or incorporated into secure health platforms for use. A combination of service design and co-design approaches is beneficial for understanding users’ needs in terms of technologies or processes [22]. In participatory co-design approaches, stakeholders—such as researchers, patients, and health care staff—work together throughout the design process [23]. The Technological Acceptance Model (TAM) [24] illustrates factors influencing adoption of technology and how perceived usefulness and ease of use affect acceptability.

People with long-term conditions need digital tools designed to cover a range of health problems and related information. Although previsit digital tools have been designed for people with various conditions [2,16,17,25], tools related to organized follow-up after stroke are scarce [11]. Furthermore, when digital elements are used, they are commonly part of a comprehensive and complex approach to poststroke follow-up [26,27] and lack a thorough description of the development process including user experiences [26]. Additionally, tools commonly request patient-reported data [16,17] without a combined solution in which patients in turn receive tailored health information. To our knowledge, no user-friendly previsit digital tool is yet available that includes well-validated self-report and health information to prepare people with stroke for a follow-up visit. Our aim was to develop a digital previsit tool and explore potential end user’s perceptions prior to testing it in a clinical setting, using a participatory approach with stroke as a case example.

**Methods**

**Overview**

A participatory [23] and pragmatic approach including mixed methods [28] was used to design a digital tool that meets users’ needs. In a participatory co-design approach, end users are viewed as experts on their experiences, and they can be engaged at different levels, with some becoming partners in the research team [23,29]. To ensure patient involvement, a patient with stroke who was engaged in a support association and had a background in information technology projects became a patient partner and coauthor. Initially, this patient partner (AKA) provided valuable advice regarding recruitment, participant involvement, and how to introduce the prototype. He reviewed the tool content and was involved in workshops with members of the research team (EKK, GC, and KSS). He also reviewed the summaries of the preliminary themes. 
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**Participants and Recruitment**

Participants were included in 2 phases between December 2017 and October 2020. Staff identified eligible individuals in 3 settings: an outpatient unit, Stroke Forum (a center for support and advice after initial care), and a support association. Potential participants were briefly informed about the study, and those who agreed to participate were contacted by a researcher (EKK) via phone to provide detailed information. After purposive sampling with an attempt to achieve heterogeneity in terms of age, sex, communication, and mobility, participants were scheduled for an interview. They also were sent study information by email, including web links to a pilot version of the tool and to a web survey for the amendment phase. The inclusion criterion was having had a stroke. The exclusion criterion was severe communication or cognitive difficulties that made participation impossible, even in a small group discussion or together with next of kin. The sample size was guided by the concept of information power to enhance the richness of data according to the aim [30]. All participants gave their informed consent before data collection.

Members of the expert panel were contacted by the first author throughout the process during 2017-2020. Potential members were purposively recruited to represent different services, including members of the stroke association and health care professionals. Expert panel members received the link to the second pilot version and a separate MS Word document with the text included in the tool. Written feedback on text revisions was collected via email, unless verbal input was preferred. Members of relevant professions then were approached for specific feedback when appropriate. The expert panel (n=11, 3 males) had a median age of 55 years (range 42-70 years) and represented the following competencies: nurse (n=1), occupational therapist (n=3), physician (n=1), physiotherapist (n=1), neuropsychologist (n=1), speech therapist (n=2), service designer (n=1), and patient partner (n=1). Professionals had a median of 20 years (range 10-40 years) of stroke experience with the following education levels: doctoral degree (PhD; n=2), PhD student (n=3), and master’s degree (n=4).

**Development and Data Collection**

The co-design process integrated the development of the tool and the data collection, including user experiences. The process was performed in 2 phases: the conceptualization phase and the amendment phase, including a variety of methods involving different stakeholders (Figure 1).

**Development**

The starting point for the conceptual phase comprised previous research regarding follow-up and suggestions for a patient version of the Post-Stroke Checklist (PSC) [31]. It was specified in advance that a digital previsit tool should be developed based on the PSC. Existing research related to stroke and person-centered care informed this development to ensure an evidence-based tool. The initial prototyping workshops were conducted by a service designer and the first author (EKK). The PSC [31,32], which constituted the basis for mapping the “patient journey” [20], is an easy tool for identifying common health problems and facilitating further actions, such as referrals to health services or patient organizations. It comprises 11 questions within the following areas: secondary prevention, activities of daily living, mobility, spasticity, pain, incontinence, communication, mood, cognition, life after stroke, and relationship with family. One example of a question is, “Since your stroke or last assessment, are you finding it more difficult to communicate with others?” The PSC is available from the World Stroke Organization and free for anyone to use. To foster an understanding of the potential user group, “personas” [20] were developed to represent users of different sexes, ages, personalities, life situations, values, and interests.

---

**Figure 1.** The different sources for input and visualization of prototypes used in the conceptual and amendment phases of the design process.
The content of and amendments to the tool were discussed during formal workshops and in dialogs with the research team, including the patient partner (EKK, GC, KSS, and AKA). These workshops guided the design of new pilot versions, and decisions were taken in consensus. Decisions were based on the data collection, expert panel feedback, and relevant evidence, and addressed, for example, clarification of the language by the addition or removal of text and answer options. All relevant data were combined into a single document before being systematically discussed in the workshops.

**Data Collection: User Needs and Experiences**

During the conceptualization phase from December 2017 to March 2019, focus group discussions [33] were conducted within each location to explore user needs and the perceived relevance of an early prototype, known as pilot 1. Participants tested the pilot in their home environment before the focus group took place. In all groups, an interview guide [33] with open-ended questions was used (Multimedia Appendix 1), and the moderator gave a summary at the end, leaving open the possibility of correcting potential misunderstandings. Each focus group was conducted face-to-face, lasted approximately 60-90 minutes, and was audio recorded and transcribed verbatim. The focus group data and field notes informed further amendments and prototyping.

In the amendment phase from September to October 2020, pilot versions 2 and 3 were tested before data collection. Participants completed a web survey, followed by an individual interview, to explore perceived usefulness, ease of use, and acceptability, as inspired by the TAM [24]. The survey included previous web habits, demographic data, and satisfaction ratings, as follows: very satisfied, satisfied, dissatisfied, very dissatisfied, and don’t know. Along with the interview, self-reported characteristics were collected, including stroke type, time since stroke, and level of dependence in activities of daily living. The interviews were conducted by the first author (EKK) via phone, who followed an interview guide (Multimedia Appendix 1). During the interview, participants did “think aloud” [34] as they were using the tool. Support from next of kin was allowed during data collection.

**Analysis**

Substantive cross-sectional data analysis was performed, in line with the Framework Method [35]. In accordance with this pragmatic approach, the analysis combined data from focus groups and individual interviews and involved 5 steps, performed mainly by the first author (EKK) in cooperation with the last author (GC). In the first step, all transcribed interviews were read to achieve familiarization and get an overview of the content. In the second step, an initial framework was constructed based on the different parts of the tool (ie, information and answering), which was then revised after the first interviews. In the third step, the transcribed data were indexed according to “codes” and sorted based on the initial framework. NVivo 11 software was used for data management. In the fourth step, the data extracts were reviewed together to ensure that similar content was sorted together and to determine whether the theme titles should be adapted. In the fifth step, data were summarized and displayed in a matrix in an MS Word file. Each subtheme was summarized based on the codes and raw data. The individual interviews, combined, were handled as one case and each focus group as separate cases. Data from each case was summarized separately before all cases were merged. The systematic data management using NVivo enabled easy access back to the initial subthemes and interview transcripts. Finally, the patient partner and coauthors read the summaries and were involved in refining the themes. Throughout the process, memos were written to summarize reflections, alternative interpretations, and potential amendments. Data collected from the web survey and self-reported characteristics were analyzed using descriptive statistics and are presented as numbers or medians and ranges. Analyses were performed using SPSS version 24 (IBM, Inc.).

**Ethical Approval**

The study was approved by the Swedish Ethical Review Authority (no. 556-17 and 2020-03324).

**Results**

**Design**

The participatory design process grounded in user experiences resulted in a digital previsit tool. The following description of participants, the process for development, and user experiences provide insights into the rationale for amendments that were made.

**Participants**

The study included a total of 22 individuals with stroke (9 women), with a median age of 59 (range 42-83) years, and a median of 51 (range 4-228) months since stroke onset. Together, the participants represented a wide range of individual characteristics (Table 1).
Table 1. Characteristics of participants included in the study.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Focus group 1 (n=3)</th>
<th>Focus group 2 (n=4)</th>
<th>Focus group 3 (n=5)</th>
<th>Interview, survey (n=10)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, median (range)</td>
<td>67 (64-83)</td>
<td>65 (43-73)</td>
<td>55 (47-70)</td>
<td>54 (42-74)</td>
</tr>
<tr>
<td>Male sex, n</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Education (highest degree), n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mandatory</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>High school</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>University</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Source of income, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Sick leave</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Retirement</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Months since stroke, median (range)</td>
<td>192 (168-228)</td>
<td>126 (72-156)</td>
<td>14 (4-24)</td>
<td>42 (13-144)</td>
</tr>
<tr>
<td>Stroke characteristics (self-report), n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Left</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Posterior</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Communication difficulties (aphasia), n</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Activities of daily living independency, n</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Internet use daily, n</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>

*One participant (male) answered the web survey but did not participate in an interview afterward.

Development

The development process included 3 pilot versions of the tool (Figure 1) and stepwise alterations (Multimedia Appendix 2) before version 1.0 was completed (for visual presentation, see Multimedia Appendix 3).

In the conceptualization phase, the initial prototypes (webpages) were developed in collaboration with the first author and a service designer. During this stage, the focus was on user’s needs rather than fitting into a specific platform. The first digital pilot, version 1, included the following components: a logotype and title Strokehälsa [Strokehealth], introductory information, questions about health problems to be answered with yes or no, explanatory text (linked to “read more”) placed in direct connection with each question, and summary of results. The questions were in accordance with the PSC when applicable. The name Strokehälsa was chosen based on the aim of promoting health and improved life after stroke. The layout was intended to be clean and to avoid overwhelming text while remaining open to the possible addition of more information in the future. The information was layered using “read more” texts, with the aim of adapting the information level to each individual. The explanatory (read more) texts were inspired by existing patient information, such as pamphlets and booklets, as a starting point for gathering opinions.

In the amendment phase, alterations were performed based on preliminary findings from the focus groups and the theoretical framework. The integration between the central components, validated questions, health information, and technical aspects was essential to improve usability. Thus, beyond revising the questions, adding real-life examples in the explanatory text enhanced usability. Important changes in pilot 2 were the inclusion of advisory texts, with brief information about support options and self-management, and a free textbox offering the opportunity to describe “other challenges.” In pilot 3, a general question about rehabilitation and a place for free-text comments were added. This pilot was incorporated into the national platform. However, the platform has some limitations regarding layout options, such as no hidden read more text option and predefined typography and colors. Figure 2 shows a screenshot of the patient view of the tool. The functionality of the platform includes sending the patient an email or SMS text message notification with an invitation to use the tool and to answer the questions before a care visit. Responsible health professionals can send version 1.0 of the tool to patients and view the summary of results (using a staff log-in at the secure platform 1177) before a care visit.
User Needs and Experiences

Results regarding user experiences were based on the satisfaction survey and qualitative interviews.

Satisfaction Survey

Satisfaction with the tool was high (Figure 3). Most participants were satisfied, and all participants in the amendment phase would recommend use of the tool in clinical practice. Participants used different devices, with the majority using their mobile phone (n=16), followed by tablet (n=3), computer (n=2), and more than 1 device (n=1).
Themes Created Based on Focus Groups and Individual Interviews

Overview
Analyses of focus group discussions and individual interviews were combined to clarify the meaning of the users’ experiences with the tool. Experiences were summarized in the overarching theme (A multifaceted digital solution—essential to empower patients before a care visit), main themes, subthemes (Figure 4), and quotes (Table 2).

Figure 4. Themes and subthemes based on user experiences described in focus groups and individual interviews. a: Only data from focus groups; b: only data from individual interviews.
Table 2. Quotes representing the themes in the qualitative analyses based on focus groups and individual interviews.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: Valuable accessible information</strong></td>
<td></td>
</tr>
</tbody>
</table>
| Confirm experiences, give hope, and available support | P1\(^a\): It’s like that  
Moderator: *That you’re not alone - is that what you want to communicate/say?*  
P1: *Very important*  
P2: *Yep*  
Moderator: *(it’s) not just you?*  
P3: *It’s good to know you aren’t alone*  
[Focus group 1, people with communication difficulties] |
| Introductory text evokes expectations and facilitates further use | Yes, I expect that I can find out what I can do for myself to improve my health, as written now (introductory text), it provides an expectation but that wasn’t fulfilled. *(Reads advisory texts).* *(…) Yeah yeah, but I get it, now that I’ve been able to read your link, why what is written there, is written there.*  
P4, woman, 50 years old |
| Explanatory texts clarify the question and confirm experiences | I think that the “read more” gave me enough information to be able to maybe change my answer to yes rather than no.  
P5, Focus group 2 |
| Advisory texts, if accessible, bring recognition and invite engagement | Yes, I see it. Much easier to read *(divided in sections and Strokehälsa layout)* yes, it’s pretty fantastic really but, it’s actually the case, that I found it to be, that it was more interesting to read it that way. Because then you were a bit curious about what was on the next page, otherwise you see all the titles at once and then it’s, it looks like a lot, that this didn’t look like too much.  
P8, man, 66 years old |
| **Theme 2: Utility and complexity in answering** | |
| Relevance and comprehension of the questions | I think that the questions were good, easy to answer, I didn’t think it was a problem for me to answer them. So, I didn’t see any obvious gaps, like “oh this, I didn’t get this or didn’t understand that.”  
P6, man, 42 years old,  
P5: *Yeah, I never got into those questions if I answered no (Activities of daily living).*  
Moderator: Do you think you miss out on people who don’t end up answering the follow up questions if they main questions are too broad?  
P5: *That can happen.*  
P9: *Yes, I think so (too) because I just saw that if you click on yes there are more questions that come up.*  
P10: *And yeah, it’s easy to press no.*  
[Focus group 2] |
| Challenge of answering and interpretation | No, I think that some of the questions could have been so that you only had one choice, I told you a bunch of times that they’re on the edge, that if you could squeeze in a third option, so it’s yes or no, there’s something in between, you heard I was in a grey zone several times *(between yes and no)*, you can maybe put it like that.  
P11, man, 59 years old  
It would be if you could add some kind of comment somewhere. Because if none of the questions are appropriate you could just write something yourself. But that’s usually the problem, that you don’t write anything yourself, just answer yes/no, but the opportunity to write something would be good.  
P12, man, 56 years old |
| **Theme 3: Capturing needs and value of the tool** | |
Themes and subthemes | Quotes
--- | ---
Identification and communication of one’s own needs | P13: It could be a support by prompting certain questions that you maybe hadn’t thought of
P14: Or it prompts the questions that you’d thought of but had kind of just swept under the carpet. (...) Getting these questions and thoughts aired so that you can get your thing moving
P15: You can get answers to questions you maybe didn’t understand or didn’t get answers to.
[Focus group 3]
If it’s there (in the tool), maybe you’ll be brave enough to bring it up (sex), with your doctor. Otherwise, it might be a bit too sensitive to mention it.
[P8, man, 66 years old]

Dialog and making use of the answers | No, it’s enough that you just answer with a yes, if that yes gets some attention at a doctor’s appointment.
[P7, Woman, 53 years old]
I’m not saying that I speak for everyone, but I think that lot of people want to have the possibility, at least, to tell someone how you feel, that meeting people in between is preferable.
[P16, man, 51 years old]

aP: participant.

Valuable Accessible Information

Overview

This theme comprises the perceived value of information to confirm experiences after a stroke episode and to facilitate further use of the tool.

Confirm Experiences, Give Hope, and Available Support

Participants emphasized their need for reliable and targeted information. Participants strongly agreed that they wanted information to confirm that their health problems were common, as well as unique, and related to individual prerequisites (eg, emotional reactions). Furthermore, participants emphasized the nature of information for showing people that they are not alone and for bringing hope. Those who had lived with their condition for several years offered suggestions to encourage people to do something fun, to exercise, to have goals that are important to them, and to not give up. They also mentioned the value of meeting others and the benefits of providing information about patient organizations.

The scope of information was discussed. Some users wanted a lot of information, including web links, access to video clips, and “GPS coordinates” to local services. Others emphasized that information must be brief and easy to read. Participants further identified a risk of disappointment if they found only answers to their questions without getting any solutions. Therefore, they suggested information designed to provide advice related to each question in the tool, for example, information about subsidized dental care and rehabilitation services.

Introductory Text Evokes Expectations and Facilitates Further Use

Overall, the introductory text was seen as concise, simple, and clearly stating the purpose. The layout was considered clean and appealing, with the heart-brain symbol and green leaves. After this positive first impression, participants recognized a gap between the expectations created by the introductory text and the content of the tool. One participant described that she had expected more from the tool about improving health based on the introductory text. Notably, she had not read the advisory texts, and changed her mind when she read these texts during the interview. Several participants came up with suggestions for how the text could be revised to fill this gap.

Explanatory Texts Clarify the Question and Confirm Experiences

In general, the explanatory texts (placed underneath each question) were considered important to facilitate answering and confirm the range of related issues. Participants said that the texts clarified the questions and helped them determine whether they had appropriately interpreted them. This perception was confirmed during the interview, when one participant and her next of kin were “thinking aloud” when answering. Although some people may need help, for example, because of communication difficulties, the scope of the text was perceived as adequate. Participants generally found it valuable to read the explanatory texts, as they confirmed experiences as common and reduced potential feelings of being atypical. In pilot 1, not all participants intuitively recognized the hidden read more texts. However, when they did read them, they perceived these texts as improving their ability to give an informed answer.

In the explanatory texts, the balance between general explanations and specific examples was recognized as important. Some participants wanted more examples, whereas others felt that a general description was better. One participant mentioned that she could pay her bills but still had cognitive difficulties that interfered with her performance, for example, she was easily disturbed. Another issue mentioned was an inconsistency between the question and the provided examples. This inconsistency could be misleading for those who felt that they sufficiently managed specific activities, for example, transfer to a car, but experienced difficulties in situations demanding caution. Suggestions to improve the texts were highlighted, for example, relating to “walk and move,” “pain,” and “fatigue.”

Advisory Texts, If Accessible, Bring Recognition and Invite Engagement

Participants appreciated the tonality of the advisory texts, embracing encouragement to engage in their own care and rehabilitation. The scope and content of the information were
Utility and Complexity of Answering

Overview
This theme comprises the complexity of answering and includes perceptions of the questions, answer options, and interpretation of answers.

Relevance and Comprehension of the Questions
Overall, the health problems included were considered relevant and to encompass a broad range of topics. However, it was reported that some areas could be missed, for example, fatigue, vision, and swallowing. Some felt that the number of questions was just right, but others thought of additional questions to include. Answering questions not relevant to oneself was not considered a problem. In general, the questions were considered easy to comprehend. However, many participants identified the risk that if a person answered “no” to the overall question regarding “activities of daily living,” they would miss the follow-up questions, as constructed in pilot 1. Participants expressed concerns that some headings were hard to understand, particularly secondary prevention. By contrast, others reported that headings, such as cognition and spasticity, contributed to their learning.

Challenges in Answering and Interpretation
Participants discussed potential answer alternatives, such as number of options, grading, and the use of free text. For most participants, answering yes or no in combination with the related explanatory text worked out well. However, participants still expressed their wish to explain their answers—for example, that “yes” means that they are slower to do things. Participants described experiences of frustration when answering, particularly when they only experienced minor health problems. One woman described frustration when she answered “yes” to “Activities of daily living,” but only meant that she had trouble tying her shoelaces. Some argued that multiple answer options would make it easier. By contrast, others saw a risk of complicating things, especially participants with communication difficulties.

Proposals to use free text rather than yes/no were met with counterarguments. Participants who had unsatisfactory experiences using yes and no options said that a combined solution would have improved answering. In later pilot versions, when “other concerns” and free-text boxes were added, participants valued the opportunity to raise additional issues and provide individual comments. Apart from the potential limitations of yes and no, participants acknowledged that these options made answering quick and easy. Other suggestions included using a consistent approach to subsequent questions, and the possibility of having the questions read with sound. Participants thought that the pilot versions incorporated into the platform generally functioned well. However, some failed to submit or thought that it was not easy enough to change their answers, and thus offered suggestions to improve navigability.

Interpretation of the answers was discussed. Some participants were concerned that yes and no options may not provide sufficient information to health professionals. They also felt that the phrase “more difficult after your stroke” could be challenging when they experienced a health problem as more problematic but not more difficult. In particular, participants with minor impairments reported feeling that they did not want to exaggerate the problem. They further described that their abilities were likely to shift over time or to be situation dependent, such that the answers were not unambiguous. Next of kin highlighted that the user’s perception can be opposite to that of his/her relative, indicating different views of the situation, especially several years after the stroke. The tool was viewed as a rough measure.

Capturing Needs and Value of the Tool

Overview
This theme highlights the tool’s potential to identify health problems, and the importance of dialog with a health care professional at the care visit.

Identification and Communication of One’s Own Needs
Most participants expressed that having access to the information and identifying health problems through the tool would have supported them in communicating their needs. Increased knowledge about available support was described as essential for being able to act and seek help. One participant said it would enable people to drive their case forward. Participants recognized that they often forget to bring up issues and acknowledged the benefits of making one’s health problems visible and easier to explain. Some described that insight into health problems as part of the disease picture would have supported them in communicating their needs. Information made him realize that the support he had received was just right, but others thought of additional questions to submit or thought that it was not easy enough to change their answers, and thus offered suggestions to improve navigability.

Participants thought that the pilot versions incorporated into the platform generally functioned well. However, some failed to submit or thought that it was not easy enough to change their answers, and thus offered suggestions to improve navigability.

Interpretation of the answers was discussed. Some participants were concerned that yes and no options may not provide sufficient information to health professionals. They also felt that the phrase “more difficult after your stroke” could be challenging when they experienced a health problem as more problematic but not more difficult. In particular, participants with minor impairments reported feeling that they did not want to exaggerate the problem. They further described that their abilities were likely to shift over time or to be situation dependent, such that the answers were not unambiguous. Next of kin highlighted that the user’s perception can be opposite to that of his/her relative, indicating different views of the situation, especially several years after the stroke. The tool was viewed as a rough measure.
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Participants thought that the pilot versions incorporated into the platform generally functioned well. However, some failed to submit or thought that it was not easy enough to change their answers, and thus offered suggestions to improve navigability.

Interpretation of the answers was discussed. Some participants were concerned that yes and no options may not provide sufficient information to health professionals. They also felt that the phrase “more difficult after your stroke” could be challenging when they experienced a health problem as more problematic but not more difficult. In particular, participants with minor impairments reported feeling that they did not want to exaggerate the problem. They further described that their abilities were likely to shift over time or to be situation dependent, such that the answers were not unambiguous. Next of kin highlighted that the user’s perception can be opposite to that of his/her relative, indicating different views of the situation, especially several years after the stroke. The tool was viewed as a rough measure.
Dialog and Making Use of the Answers

Participants strongly emphasized that use of the tool should be followed by a dialog between the health care professional and the patient. Many described a desire to explain what they meant by their answers. One participant expressed that it was sufficient to answer “yes” in the tool if the “yes” can be elaborated on in a subsequent conversation at the care visit. Another participant felt that meeting with people was preferable, compared with free text or ticking a box; however, he could see value of the combination of both. Some suggested that the use of their answers at the care visit was a fundamental prerequisite for the usefulness of the tool. Although participants considered the answers useful for health care professionals, there were concerns regarding whether they would have the necessary staff resources to fully implement this new digital service and change their ordinary routines.

Discussion

Principal Findings and Comparison With Prior Work

A participatory co-design was used to develop a digital previsit health care tool based on experiences of people with stroke, health professionals, and researchers. Integration of health information, validated questions, and digital functionality contributed to the development of a tool perceived as easy to use. The findings suggest that a condition-specific tool can confirm commonly perceived experiences and give targeted support and that the elements in the tool can be adapted to other health conditions.

This study included discussions about the optimal scope of information and questions in the tool. The theme Valuable accessible information describes needs that can potentially be met by eHealth services [13]. Besides condition-specific information, participants in this study particularly valued information encouraging them to be involved in their care. Accordingly, the information in the tool was created with the goals of preparing patients for active participation and enhancing their involvement in decision making [1]. Nonetheless, given the various levels of eHealth literacy [18] and the different expectations among participants, it was challenging to provide information at an optimal level for the group.

During the conceptualization phase, participants valued reliable information of various kinds, and the amount of information to be included was not yet determined. Of note, on the secure platform, the possibility of including and layering a larger amount of information was restricted, so that only brief information was included. Furthermore, the validated questions in the tool were perceived to cover the most important topics.

These findings reinforce those of a previous study suggesting that the PSC directly or indirectly covers most problems [36]. The risk of health problems (eg, nutrition, sex life, and fatigue) not being covered has been previously discussed [31,37] and was mentioned in this study. A previously reported digital tool developed for long-term conditions included a more comprehensive list of nonvalidated items [17], but its usability in a clinical context remains to be tested.

It is important to reflect on whether adding more questions or measurements counteracts the perceived usability of a tool [24].

When an adapted version of the PSC was employed in combination with other measurements in a digital platform, it was used by only 11.8% of the patients, although they were offered training to use it [26]. However, usability aspects are not provided in detail. In our study, instead of increasing the number of questions, the principal decision was made to adjust the texts and encourage users to use the separate free-text option at the end, when appropriate. The hope was that the design of the tool and mode of information provision would accommodate a large group of people with long-term conditions, among whom eHealth literacy can be low [18]. Evaluation in clinical practice is important to explore whether the scope and level are optimal.

Nevertheless, the level of information and questions in version 1.0 were considered a good starting point for empowering patients to be actively involved in their conversations with health care professionals.

Within the theme Utility and complexity of answering, aspects of reporting perceived needs and health problems were highlighted. Previous findings indicate that identifying unmet needs through self-report is complex for people [38]. Unmet needs are influenced by perceptions and experiences, such as value of independence or insights regarding available services. Participants in this study stated that their abilities were likely to shift over time and because of changing circumstances, which is consistent with previous research [38]. Moreover, people may not be capable of fully understanding and answering the questions in relation to their own situation [9,18].

In this study, a combined solution was used to facilitate answering for a broad range of patients. First, it was considered best to provide the answer options of yes/no/“choose not to answer” together with a free-text option at the end. People seem to take longer to consider the information in a question when a yes/no format is used compared with ticking a box in a list [39]. This format encourages people to think about the question in relation to their own situation, thereby preparing them for shared decision making [1]. Second, the explanatory texts underneath each question were revised as an additional solution. When using the questions at a care visit, the related dialog has been highlighted as important for ensuring that health problems are identified [31]. Similarly, participants described the explanatory texts as an asset when answering, although they did not consider the texts to replace the dialog at a visit. Third, answering was improved by clarifying that patients could explain their answers at the care visit. Overall, it is likely that the complexity of answering was decreased through the combined solutions, including the questions, answer alternatives, and the information in the tool.

Throughout the development process, multifaceted solutions were applied to accommodate limitations revealed in the interviews and to improve usability. The view of shared decision making as a holistic process, including visit preparation and the visit itself, is congruent with the service design approach [19]. Solutions to complex problems can be better solved holistically; for example, a digital tool used as part of a service [20], compared with just fragmented text presented out of its context.
In this study, the true value of the tool was perceived to depend on whether identified health problems would be addressed in the conversation at the care visit. Self-reported measures completed beforehand and received by the provider lead to patients more commonly discussing nonspecific long-term health problems, without prolonging the care visit [40]. However, using checklists [41] and previsit tools alone may not result in benefits for patients [42]. Several components are important for the delivery of effective care, such as infrastructure, people resources [43], and health care professionals’ skills and motivation to provide a person-centered conversation [1,41]. Moreover, successful implementation requires consideration of the meaning value for all users, and how the team can use the tool to change their routines and improve services [44]. However, participants in this study suggested that a tool that included information could empower people to act on their own more readily and seek support.

In our study, the users’ needs were in focus, in line with the service design procedure [20], and in contrast to being restricted by an existing digital system. In recent years, digital maturity in the population has increased [3], and digital health systems have changed dramatically. Therefore, attention has focused on developing a flexible and sustainable solution [28]. Only later in the development process were the core functions in the pilots transferred to a health platform that both patients and providers know and trust. The intention was for the tool to be easy to copy, modify, and connect to other platforms and contexts. Usability for the individual was considered high, as people could go through the tool quickly and find it appropriate in relation to their needs. This easy access means that the tool is more likely to be used [20,24]. Nevertheless, to accommodate patients with low eHealth literacy [10,18], a paper-based version in various languages will be developed. Together with guidelines suggesting digitally based information and support [7], the tool Strokehalsa could contribute to a move toward a more proactive health care team and patient preparedness [4]. Participants’ responses supported the value of the tool and its potential to capture their needs, but both need to be tested in a larger sample in a clinical setting.

Limitations
A strength of this study is the comprehensive participatory approach, including mixed methods, enabling a deep understanding of user experiences. However, some limitations must be addressed. First, despite purposive sampling, selection bias cannot be excluded. Most participants were independent in activities of daily living and used the internet daily. Furthermore, because of COVID-19, people had to connect to the tool digitally on their own device and participate in a phone interview, which may have limited the recruitment of people less familiar with digital tools in the amendment phase. However, support from next of kin was allowed, and the early focus groups were conducted face to face. Of note, the remote data collection worked out better than expected and yielded rich data. Altogether, the use of several sources allowed triangulation of data and a broad range of participants from different settings. The detailed descriptions of participant data analysis strengthen the transferability of the findings to other contexts.

Second, in line with the qualitative approach, attempts were made to sustain rigor and reflexivity, and interpretations were influenced by prior knowledge, for example, about stroke, the PSC, and person-centered care. The members of the research team were part of the co-design process, emphasizing the collective creativity with all stakeholders [23]. Although involvement of the researcher is part of the method, it cannot be excluded that a researcher role could have affected participant statements. However, they were encouraged to speak freely and contribute to improvements in the tool. Suggestions from participants, the expert panel, and the research team were systematically registered along with reflections in memos [35]. If controversies arose during decisions, advice was sought from members of the expert panel. Third, from a co-design perspective, the level of partnership in the study can be discussed. The patient partner was not directly involved in the initial workshop built on previous research. Although interaction on equal terms is the goal, it may not be realistic or possible for the same individual to be involved in all stages, for example, because of cognitive impairment or fatigue [29]. Nevertheless, the patient partner was continuously involved in the co-design and research process. Additionally, feedback was obtained from people with long-term conditions, health professionals providing care, and researchers in different fields. The participatory approach through service design principles led to the creation of a tool based on user needs (updated versions of the tool can be found on a webpage [45]).

Conclusions
The development process with a participatory approach resulted in a previsit digital health care tool viewed as useful for people with stroke. In this process, the integration of health information, validated questions, and digital functionality was essential to overcoming the complexity of responding to the tool’s questions. Even when questions were perceived as easy to comprehend, the additional information supported answering and confirmed patients’ experiences. Moreover, the information encouraged people to develop their answers in dialog with the health care professional. However, larger studies that include evaluation in conjunction with a clinical visit are needed. The tool is freely shared to be adapted and improved in different contexts for ecological validity.
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In “Improving Pelvic Floor Muscle Training Adherence Among Pregnant Women: Validation Study” (JMIR Hum Factors 2022;9(1):e30989), the following errors were noted.

1. Abstract:
In the originally published paper, the first sentence in the abstract was stated as

Mobile health apps, for example, the Tät, have been shown to be potentially effective in improving pelvic floor muscle training (PFMT) among women, but their effectiveness in pregnant women was limited.

This has been corrected to:

Mobile health apps, for example, the Tät, have been shown to be potentially effective in improving pelvic floor muscle training (PFMT) among women, but they have not yet been studied among pregnant women.

2. Methods, Intervention Mapping:
The originally published paper was missing two references for this statement:

The outcomes of the intention are self-efficacy (17 questions) and adherence (6 questions).
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The outcomes of the intention are self-efficacy (17 questions) (41) and adherence (6 questions) (42).

3. Methods, Cross-Sectional Study:
The originally published paper was missing two references for this statement:

The findings from this study provided input for the content of their educational videos and short notes on PFMT, which were captured as frequently asked questions (FAQ).
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The findings from this study provided input for the content of their educational videos and short notes on PFMT (45, 46) which were captured as frequently asked questions (FAQ).

4. Results:
The originally published paper stated the following in row 1, column 2 of Table 5:

1.System credibility-expertise and authority.
2. Primary support-Virtual rehearsal principle
This has been corrected to:
System credibility-expertise and authority

5. Results:
The originally published paper stated the following as the title for the first column of Table 5:
COM-B model and behavioral change techniques incorporated in the mHealth app.
This has been corrected to:
COM-B model and features of the mHealth app.

6. Discussion:
The originally published paper was missing one reference for this statement:
The PSD component of the system’s credibility and trustworthiness, with the expertise involved in the development, may add to the user’s sense of safety and reliability regarding the KEPT app.
This has been corrected to:
The PSD component of the system’s credibility and trustworthiness (55), with the expertise involved in the development, may add to the user’s sense of safety and reliability regarding the KEPT app.
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Abstract

Background: Alcohol use disorder (AUD) carries a huge health and economic cost to society. Effective interventions exist but numerous challenges limit their adoption, especially in a pandemic context. AUD recovery apps (AUDRA) have emerged as a potential complement to in-person interventions. They are easy to access and show promising results in terms of efficacy. However, they rely on individual adoption decisions and remain underused.

Objective: The aim of this survey study is to explore the beliefs that determine the intention to use AUDRA.

Methods: We conducted a cross-sectional survey study of people with AUD. We used the Unified Theory of Acceptance and Use of Technology, which predicts use and behavioral intention to use based on performance expectancy, effort expectancy, social influence, and facilitating conditions. Participants were recruited directly from 2 sources; first, respondents at addiction treatment facilities in Ontario, Canada, were contacted in person, and they filled a paper form; second, members from AUD recovery support groups on social media were contacted and invited to fill an internet-based survey. The survey was conducted between October 2019 and June 2020.

Results: The final sample comprised 159 participants (124 involved in the web-based survey and 35 in the paper-based survey) self-identifying somewhat or very much with AUD. Most participants (n=136, 85.5%) were aware of AUDRA and those participants scored higher on performance expectancy, effort expectancy, and social influence. Overall, the model explains 35.4% of the variance in the behavioral intention to use AUDRA and 11.1% of the variance in use. Social influence (P=.31), especially for women (P=.23), and effort expectancy (P=.25) were key antecedents of behavioral intention. Facilitating conditions were not significant overall but were moderated by age (P=.23), suggesting that it matters for older participants. Performance expectancy did not predict behavioral intention, which is unlike many other technologies but confirms other findings associated with mobile health (mHealth). Open-ended questions suggest that privacy concerns may significantly influence the use of AUDRA.

Conclusions: This study suggests that unlike many other technologies, the adoption of AUDRA is not mainly determined by utilitarian factors such as performance expectancy. Rather, effort expectancy and social influence play a key role in determining the intention to use AUDRA.

(JMIR Hum Factors 2022;9(2):e33493) doi:10.2196/33493
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Introduction

Alcohol causes 3.3 million deaths a year worldwide, close to 6% of all deaths [1]. Many of these deaths are associated with alcohol use disorder (AUD), defined as “a problematic pattern of alcohol use accompanied by clinically significant impairment or distress” [2]. Treatment and engagement with recovery activities, such as brief interventions, motivational enhancements, and cognitive behavior therapies, are integral to avoiding disease progression [3]. They are well accepted and effective. However, they usually require substantial time, money, and resources; moreover, they depend predominantly on the skill of the clinician and can be stigmatizing [3].

With the advent of smartphones, mobile health (mHealth) apps have been developed to address AUD recovery. These apps can provide information and advice on how to address the condition and help users track their behavior. They serve as accessible, widespread, cost-effective, dependable, individualized, and anonymous alternatives or complements to traditional interventions [3]. These apps have also proved invaluable in the context of the COVID-19 pandemic, which has aggravated addiction issues while severely restricting access to in-person support services. In a 2019 literature review on the efficiency of AUD recovery apps (AUDRA), 63% (n=12) of the 19 studies considered found significant evidence of positive outcomes, 32% (n=6) found none, and 5% (n=1) found negative outcomes for some users [1]. Positive outcomes included decreased alcohol consumption, decreased episodes of binge drinking and alcohol-related injuries, and decreased addiction levels. Despite these benefits, evidence from mHealth app studies indeed suggest low adoption rates [4,5], and studies about the acceptance of mental health apps particularly suggest that potential users remain unconvinced of their usefulness.

Methods

Study Design and Survey Instrument

This study is a cross-sectional survey of nonusers or existing users of AUDRA. The survey covered the factors contributing to the behavioral intention to use smartphone AUD recovery apps among participants (it targeted use of AUDRA in general and not of any specific app). The UTAUT framework and model questionnaire items (Figure 1 and Textbox 1) were adapted to measure the constructs, particularly its operationalizations from UTAUT2. UTAUT predicts that the behavioral intention to use a technology depends on four factors: (1) performance expectancy, defined as the degree to which using a technology will provide benefits to consumers in performing certain activities; (2) effort expectancy, defined as the degree of ease associated with consumers’ use of technology; (3) social influence, defined as the extent to which consumers perceive that important others (eg, family and friends) believe they should use a particular technology; and (4) facilitating conditions, defined as consumers’ perceptions of the resources and support available to perform a behavior [6,7].

Figure 1. Unified Theory of Acceptance and Use of Technology research model showing the complete theoretical model with the moderating relationships [6].

The constructs of hedonic motivation, price value, and habit from UTAUT2 were removed. They are not applicable to this study as AUDRA are not primarily designed for enjoyment; almost all AUDRA are free on app stores, and AUDRA are still new and rare, which diminish the importance of habit and experience. Age and gender also moderate these relations. Figure 1 shows the theoretical model with the moderating relationships. The constructs were measured by adapting the 16 corresponding items from UTAUT2 [7] using a 5-point Likert scale ranging
from “strongly disagree” to “strongly agree,” except for behavioral intention that had choices “yes,” “no,” or “maybe” and use, which used a 6-point Likert scale ranging from “everyday” to “at least once a year” (Textbox 1). A follow-up survey was conducted 6 months later to investigate the subsequent usage behavior. The study was approved by Ryerson’s Research Ethics Board (approval reference number: 2019-277).

Textbox 1. Survey items used for each construct.

**Performance expectancy**
1. I find/would find Smartphone Alcohol Use Disorder (AUD) recovery apps useful in complementing the daily activities I do to help me recover.
2. Using Smartphone AUD recovery apps helps/would help me learn recovery skills more quickly.
3. Using Smartphone AUD recovery apps helps/would help me increase the effectiveness of activities I do to help me recover.

**Effort expectancy**
4. Learning how to use Smartphone AUD recovery apps is/would be easy for me.
5. My interaction with Smartphone AUD recovery apps is/would be clear and understandable.
6. I find/would find Smartphone AUD recovery apps addiction recovery apps easy to use.
7. It is/would be easy for me to become skillful at using Smartphone AUD recovery apps.

**Social influence**
8. People who are important to me think that I should use Smartphone AUD recovery apps.
9. Caregivers think that I should use Smartphone AUD recovery apps.
10. People who influence my behavior think that I should use Smartphone AUD recovery apps.
11. People whose opinions that I value prefer that I use Smartphone AUD recovery apps.

**Facilitating conditions**
12. I have the resources necessary to use Smartphone AUD recovery apps.
13. I have the knowledge necessary to use Smartphone AUD recovery apps.
14. Smartphone AUD recovery apps are compatible with other technologies I use.
15. I can get help from others to use Smartphone AUD recovery apps.

**Behavioral intention**
16. Do you intend to use or keep using a Smartphone AUD recovery app(s)?

**Use**
17. If you are using a Smartphone app that assists with recovery AUD, how often do you use it?

**Recruitment**
Participants were aged 18 years and older, self-identified as having an AUD, and owned a smartphone. Data were collected between October 2019 and June 2020. The survey was offered to participants in 2 modalities. The first was in a pen and paper format, with participants recruited from 6 AUD treatment facilities in Ontario, Canada. Second, an internet-based version of the survey was shared on various English-speaking AUD recovery groups. Participants were offered a gift certificate for their participation. A second follow-up survey was conducted to track usage longitudinally, but it was discarded due to an insufficient response rate. In the partial least squares-structural equation model (PLS-SEM), the minimum sample size is 10 times the number of paths targeting a particular construct. In our study, this means a minimum of 40 respondents [10].

**Statistical Analysis**
Internal validity was evaluated using the Cronbach alpha and composite reliability (CR) [11]. Values for the Cronbach alpha and CR are considered satisfactory if they are between 0.7 and 0.9 [12]. Convergent validity was assessed using the outer loadings of the indicators and the values of the average variance extracted (AVE) [11]. To help establish convergent validity on a construct, the outer loadings should be 0.708 or higher and the AVE value must be 0.5 or higher to indicate that the construct explains more than 50% of the variance of its indicators [11]. The heterotrait-monotrait ratio was used to assess the discriminant validity between constructs. When constructs are conceptually more distinct, as is the case with the constructs of UTAUT, a lower conservative threshold of 0.85 is suggested such that values above this threshold indicate a lack of discriminant validity [11]. The results of the survey were analyzed using SPSS Statistics (version 26; IBM Corporation) and SmartPLS 3 (version 3.2.9; SmartPLS GmBH). SPSS Statistics was used for descriptive statistics and chi-square tests were performed to test the associations between variables and differences in the mean scores for variables; their determinants between the 2 groups were assessed using t tests at a 95% CI. As the focus of this
study was on identifying the antecedents of smartphone AUD recovery app adoption, there were no exclusion criteria in place to exempt the responses of those who did not possess prior knowledge about the existence of these apps. PLS-SEM was used to test the research model (Figure 1) for its reliability, convergent validity, and the discriminant validity of the constructs. The structural model was assessed using $R^2$ and bootstrapping tests were conducted to examine the statistical significance (taken at 95% CI) of the path coefficients [11]. For the PLS algorithms and bootstrapping calculations, missing data were treated with mean value replacement. SmartPLS 3 was used to test the theoretical model.

The open-ended questions aimed to determine why the participants used or did not use AUDRA. The comments were analyzed quantitatively by themes [13]. Although the low rate of response for these questions did not allow for deriving meaningful statistics, it was sufficient to identify some recurring themes.

**Results**

**User Statistics**
A total of 1792 surveys were completed. However, most web-based surveys had to be excluded, with 900 excluded for multiple participations, 416 for answering randomly or incompletely, and 317 for not meeting the inclusion criteria (not identifying with AUD or not owning a smartphone). Finally, 159 surveys (124 web-based and 35 paper surveys) could be used.

**Table 1** provides the background characteristics of the respondents. The 159 respondents comprised 111 (69.8%) males, 45 (28.3%) females, and 3 (1.9%) individuals who identified themselves as “other” gender. The average age of the respondents was 36 (SD 10.3) years, with a range of 19 to 65 years and mostly between 19 and 39 years (n=117, 73.6%). More than half (n=94, 59.1%) of the participants disclosed their self-identification with AUD as “Very much like me” and the rest (n=65, 40.9%) disclosed it as “Somewhat like me.” In terms of prior awareness of AUDRA, 94 participants answered “Very much like me” and 65 participants mentioned “Somewhat like me;” prior awareness of AUDRA was exhibited by 136 (85.5%) participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>111</td>
<td>(69.8)</td>
</tr>
<tr>
<td>Female</td>
<td>45</td>
<td>(28.3)</td>
</tr>
<tr>
<td>Other/undisclosed</td>
<td>3</td>
<td>(1.9)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-39</td>
<td>117</td>
<td>(73.6)</td>
</tr>
<tr>
<td>40-65</td>
<td>39</td>
<td>(24.5)</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>3</td>
<td>(1.9)</td>
</tr>
<tr>
<td><strong>Self-identification with AUD</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very much like me</td>
<td>94</td>
<td>(59.1)</td>
</tr>
<tr>
<td>Somewhat like me</td>
<td>65</td>
<td>(40.9)</td>
</tr>
<tr>
<td><strong>Prior awareness of AUDRA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>136</td>
<td>(85.5)</td>
</tr>
<tr>
<td>No</td>
<td>23</td>
<td>(14.5)</td>
</tr>
<tr>
<td>Total</td>
<td>159</td>
<td>(100)</td>
</tr>
</tbody>
</table>

aAUD: alcohol use disorder.
bAUDRA: alcohol use disorder recovery app.

**Reliability and Validity of the Constructs**

**Table 2** describes the reliability and validity of the constructs. Internal validity was evaluated using the Cronbach alpha and CR, with the acceptable range falling between 0.6 and 0.7 [12]. The AVE values for all the constructs, except for facilitating conditions, were above 0.5, thereby indicating convergent validity. Note that the first item, FC1, pertaining to facilitating conditions had to be removed because when FC1 was included along with the other items (FC2, FC3, and FC4), the CR value was very low (0.037). After removing FC1 from facilitating conditions, the CR value improved to 0.621. Therefore, 3 items related to facilitating conditions and all items pertaining to the other constructs were retained.
For the heterotrait-monotrait ratio, all comparisons were well under the recommended threshold of 0.85 and indicated satisfactory discriminant validity between the constructs (Table 2). Then we compared the constructs to investigate differences between respondents. We compared respondents who identified “somewhat like me” and “very much like me” with AUD, as shown in Table 3. The only significant difference was that the “very much like me” group found it slightly easier to use AUDRA. Third, we compared respondents based on their prior awareness of AUDRA (Table 4). Respondents aware of AUDRA scored significantly higher on performance expectancy, effort expectancy, and social influence than respondents who had not.

Table 2. Construct reliability.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Cronbach alpha</th>
<th>Average variance extracted</th>
<th>Composite reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy (PE); loading</td>
<td>.678</td>
<td>0.593</td>
<td>0.812</td>
</tr>
<tr>
<td>PE1; 0.901</td>
<td>PE2; 0.714</td>
<td>PE3; 0.676</td>
<td></td>
</tr>
<tr>
<td>Effort expectancy (EE); loading</td>
<td>.685</td>
<td>0.512</td>
<td>0.806</td>
</tr>
<tr>
<td>EE1; 0.794</td>
<td>EE2; 0.650</td>
<td>EE3; 0.759</td>
<td>EE4; 0.648</td>
</tr>
<tr>
<td>Social influence (SI); loading</td>
<td>.766</td>
<td>0.585</td>
<td>0.849</td>
</tr>
<tr>
<td>SI1; 0.720</td>
<td>SI2; 0.749</td>
<td>SI3; 0.764</td>
<td>SI4; 0.824</td>
</tr>
<tr>
<td>Facilitating conditions (FCs); loading</td>
<td>.412</td>
<td>0.407</td>
<td>0.621</td>
</tr>
<tr>
<td>FC2; 0.395</td>
<td>FC3; 0.976</td>
<td>FC4; 0.335</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Level of identification with alcohol use disorder and participants’ mean scores on Unified Theory of Acceptance and Use of Technology constructs (N=159).

<table>
<thead>
<tr>
<th>UTAUT(^b) constructs</th>
<th>Self-identification with AUD(^b)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average out of 5</td>
<td>Very much like me (n=94)</td>
<td>Somewhat like me (n=65)</td>
</tr>
<tr>
<td>Performance expectancy (3 items)</td>
<td>3.9</td>
<td>4.0</td>
</tr>
<tr>
<td>Effort expectancy (4 items)</td>
<td>4.1</td>
<td>3.9</td>
</tr>
<tr>
<td>Social influence (4 items)</td>
<td>3.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Facilitating conditions (4 items)</td>
<td>4.1</td>
<td>4.1</td>
</tr>
<tr>
<td>Behavioral intention (1 item)</td>
<td>3.5</td>
<td>3.2</td>
</tr>
<tr>
<td>Use behavior (1 item)</td>
<td>2.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

\(^a\)UTAUT: Unified Theory of Acceptance and Use of Technology. 
\(^b\)AUD: alcohol use disorder. 
\(^c\)The italicized P value is statistically significant.
Table 4. Prior awareness of the existence of smartphone alcohol use disorder recovery apps and participants’ mean scores on Unified Theory of Acceptance and Use of Technology constructs (N=159).

<table>
<thead>
<tr>
<th>UTAUT(^a) constructs</th>
<th>Prior awareness of smartphone AUDRA(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=136)</td>
</tr>
<tr>
<td>Performance expectancy (3 items)</td>
<td>4.0</td>
</tr>
<tr>
<td>Effort expectancy (4 items)</td>
<td>4.1</td>
</tr>
<tr>
<td>Social influence (4 items)</td>
<td>3.9</td>
</tr>
<tr>
<td>Facilitating conditions (4 items)</td>
<td>4.1</td>
</tr>
<tr>
<td>Behavioral intention (1 item)</td>
<td>2.8</td>
</tr>
<tr>
<td>Use behavior (1 item)</td>
<td>2.7</td>
</tr>
</tbody>
</table>

\(^a\)UTAUT: Unified Theory of Acceptance and Use of Technology.

\(^b\)AUDRA: alcohol use disorder recovery apps.

\(^c\)The italicized \(P\) value is statistically significant.

Structural Model to Identify the Behavioral Factors

To analyze the model fit, PLS-SEM was used. Figure 2 shows the path coefficients and the statistical significance of the relationships along with the coefficient of determination or the \(R^2\) value.

Effort expectancy and social influence were significant predictors of behavioral intention to use smartphone AUDRA, which itself predicted use. However, performance expectancy had no effect on behavioral intention. Gender moderated the effect of social influence, meaning that the effect of social influence on behavioral intention was more significant in women than in men. Facilitating conditions had no significant effect on use except for older users who were more likely to be influenced by facilitating conditions. Overall, the model explains 35.4% of the variance in behavioral intention and 11.1% of the variance in use behavior.

Figure 2. Complete model showing path coefficients and \(R^2\). Statistical significance of the relationships (path coefficients): \(*P<.05; **P<.01; ***P<.001\). AUD: alcohol use disorder; PE: performance expectancy; EE: effort expectancy; SI: social influence; FC: facilitating conditions.

Open-Ended Questions Regarding AUDRA

Open-ended responses provided further insight into participants’ attitudes to AUDRA. Response rates on the 3 questions were between 35% and 67%. Privacy and security concerns were the most frequently given reasons by participants for not wanting to use AUDRA. One respondent stated that “Privacy would be the only issue regarding using an app to help in recovery,” whereas another pointed out “the potential of data tracking and possibility of using my information for profit.” Other frequently given responses pointed to how “confusing” or “complicated” apps could be. Respondents also expressed their skepticism...
over the efficacy of such apps in helping them with AUD recovery and noted specific user-unfriendly features, such as too many reminders, notifications, or advertisements: “Pop-ups asking me to rate and/or buy a pro version. Unsolicited communications.” The participants were also dissuaded from potential AUDRA use if there were technical glitches, or “bugginess,” with the apps.

In terms of what would make them want to use AUDRA, respondents asked if these apps would help them with abstinence and prevent relapse. Users often mentioned how a tracking feature (“track my days [without alcohol] and money savings”) helped them. On the contrary, many other users complained about the lack of a tracking feature in the apps they were using. Respondents also frequently cited the ability of apps to connect them with others through social networking features and with local resources, such as if they could “find a meeting close by” and “…Access to events happening through local AA chapter,” as major reasons why they would be encouraged to use the app.

Discussion

Principal Results

This study investigated the key antecedents of behavioral intention to use AUDRA among people with AUD. Generally, most of the 159 participants (n=136, 85.5%) were aware of AUDRA. This study confirms the role of effort expectancy and social influence as significant predictors of the intention to use AUDRA, similar to the findings of previous UTAUT studies on mHealth [6,14]. This was confirmed by open-ended answers suggesting that some of the main hurdles to use are technical glitches. However, performance expectancy was not found to significantly predict the intention to use from the final model. This is intriguing because this factor is considered the key determinant of technology usage in general [15-18]. However, it does not appear to apply to mHealth apps [14,19-21]. Other studies have highlighted that despite playing a major role, performance expectancy may not prove salient for mHealth apps when compared to other forms of technology and that effort expectancy plays a much more important role [8].

Facilitating conditions had no direct effect on use, but they were moderated by age. This suggests that facilitating conditions play a more important role as participants age. Other studies conducted with people aged over 60 [20] and 65 years [20,22] have also found a significant influence of facilitating conditions on the use of mHealth apps. Considering that our sample only had 1 participant aged over 60 years, this suggests that the importance of facilitating conditions may start at a younger age.

Participants’ responses to the open-ended questions offer some insights into understanding these results. A major reason given by participants as to why they would not want to use AUDRA was that their privacy, confidentiality, or both could be compromised in any way. This fear has been echoed in many other studies in which respondents cited data privacy concerns as reasons for not using mHealth apps [23-27]. These concerns may have trumped other factors and dampened their intention to use these apps.

Future research should further investigate the factors leading to adoption of mHealth apps, such as concerns regarding privacy. This study also has implications for practitioners. With increased efforts being made to promote the use of AUDRA, designers should first focus on making their apps convenient and easy to use. For app designers, health care professionals, and health care authorities eager to promote the adoption of AUDRA, this study suggests focusing on social influence, ensuring that the use of AUDRA is supported and encouraged by the people who matter to potential users, including their family and general practitioners along with highlighting the positive experiences of other users in their network.

Limitations

This study has some limitations to be considered when interpreting the findings. We did not have enough respondents in the follow-up survey to measure use longitudinally. In addition, respondents self-identified their AUD status, and we could not verify it; however, previous studies, through test-retest validation, have suggested overall reliability with respect to such self-identification [28] associated with AUD. Many responses also had to be discarded. The gift certificate and the ease of access associated with the internet-based survey on the AUD Facebook groups may have attracted participants who were willing to break the survey rules and may explain the high number of surveys that had to be discarded. Finally, the sample size was relatively small, which comes with associated limitations, notably in terms of statistical power.

Conclusions

This study found that performance expectancy was not significant in explaining behavioral intention to use AUDRA. Instead, social influence and effort expectancy seem to be the key factors influencing the use of such apps. As apps extend their influence into highly intimate areas of our lives, the beliefs that determine the use of technology may be shifting away from utilitarian factors such as performance. Researchers and app developers alike should keep this in mind and consider the user environment and possibly privacy concerns when developing apps.
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Abstract

Background: Digital mental health apps are rapidly becoming a common source of accessible support across the world, but their effectiveness is often influenced by limited helpfulness and engagement.

Objective: This study’s primary objective was to analyze feedback content to understand users’ experiences with engaging with a digital mental health app. As a secondary objective, an exploratory analysis captured the types of mental health app users.

Methods: This study utilized a user-led approach to understanding factors for engagement and helpfulness in digital mental health by analyzing feedback (n=7929) reported on Google Play Store about Wysa, a mental health app (1-year period). The analysis of keywords in the user feedback categorized and evaluated the reported user experience into the core domains of acceptability, usability, usefulness, and integration. The study also captured key deficits and strengths of the app and explored salient characteristics of the types of users who benefit from accessible digital mental health support.

Results: The analysis of user feedback found the app to be overwhelmingly positively reviewed (6700/7929, 84.50% 5-star rating). The themes of engaging exercises, interactive interface, and artificial intelligence (AI) conversational ability indicated the acceptability of the app, while the nonjudgmentality and ease of conversation highlighted its usability. The app’s usefulness was portrayed by themes such as improvement in mental health, convenient access, and cognitive restructuring exercises. Themes of privacy and confidentiality underscored users’ preference for the integrated aspects of the app. Further analysis revealed 4 predominant types of individuals who shared app feedback on the store.

Conclusions: Users reported therapeutic elements of a comfortable, safe, and supportive environment through using the digital mental health app. Digital mental health apps may expand mental health access to those unable to access traditional forms of mental health support and treatments.

(JMIR Hum Factors 2022;9(2):e35668) doi:10.2196/35668
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Introduction

The World Health Organization estimates that 450 million people worldwide have a mental disorder and a mental health gap of 1:10,000 worldwide [1]. Another report identified financial constraints and lack of serviceability as structural barriers to treatment [2]. Despite considerable progress in access to resources, the gap in mental health access, especially in industrialized countries, does not appear to have shifted [3,4]. Psychological and structural barriers to accessing mental health care, such as availability, convenience, stigma, and preference for self-care, persist and underscore the increased need for accessibility of mental health resources [5]. Digital mental health tools, such as apps and chatbots, allow for anonymity and convenience and can serve as important alternatives to bridge
the access gap [6]. The increasing availability and usability of mobile devices may create new opportunities for overcoming the existing barriers and limited access of traditional clinical service delivery and provide customized patient-centered interventions. Similarly, smartphones and other mobile technology may have the potential to reach a greater number of users and deliver reliable and effective services, regardless of location [7,8].

For bridging the mental health access gap, understanding user experiences and attitudes toward digital mental health apps is crucial. In the context of digital mental health, the Technology Acceptance Model posits that perceived ease of use and perceived usefulness of a given technology have a positive influence on user engagement, which is required for interventions to be effective [9]. For both patients and providers, Chan et al [10] proposed criteria to use in assessing mental health apps in 4 key domains: usefulness, usability, integration, and infrastructure. In addition, acceptability of a mobile app is defined as the perceived value, usefulness, and desirability [11]. As user engagement often can be suboptimal, users’ attitudes toward the digital technology can reveal important insight into their engagement [9].

To further understand user engagement with artificial intelligence (AI)–guided digital mental health apps, this study aimed to understand user needs for impactful engagement with a digital mental health app (Wysa) by examining their user reviews. As a direct proxy for users’ attitudes toward a digital mental health app, user reviews are typically voluntary, unsolicited, and openly available on a public forum, which may provide helpful evaluations and insights into the users’ experiences and engagement. A previous qualitative analysis of user reviews on mental health apps identified design improvements, user expectations, unmet needs, and utility [12]. These user reviews are regarded as a comprehensive evaluation of the app from the user’s own perspective, which provides rich insights into the app user experience [13,14]. In addition to understanding needs for engagement, this study planned to explore the perceived value, usability, and desirability of the app as a digital mental health tool [15,16].

### Methods

#### App Background

Wysa is an AI-enabled mental health app that leverages evidence-based cognitive-behavioral therapy (CBT) techniques through its conversational interface (chatbot). The app is designed by a team based out of India, the United Kingdom, and the United States. The app is designed to provide a therapeutic virtual space for user-led conversations through AI-guided listening and support, access to self-care tools and techniques (eg, CBT-based tools), as well as one-on-one human support. The app has demonstrated efficacy in building mental resilience and promoting mental well-being through a text-based conversational interface [17]. For the time period considered (1 year), the app received an overall 4.8/5 user rating on the Google Play Store and had been downloaded by more than 2 million people. The app also exists on the Apple App Store with a similar rating of 4.9/5 but with a smaller sample of qualitative reviews. Studies have shown Wysa as having the most evidence-based treatments among other smartphone apps [18], with conversations targeting specific problems and goals [19]. The app is anonymous [20] and safe [21] and rates highly on measures of app quality [22].

#### Study Design

For direct user feedback, the authors examined reviews posted on the Google Play Store between October 2020 and October 2021, during which time, 41,114 user reviews had been received. A duration of 1 year and the use of Google Play reviews were considered to ensure a sufficiently large sample. For the analysis of descriptive feedback (n=7929), the authors codified the reasons shared by the users for their rating. User feedback in languages other than English, blanks, as well as reviews that contained 1-2-word nondescriptive statements (eg, “Really nice!”, “Awesome”, “Not interested”) were excluded (Figure 1).

The study’s primary objective was to analyze feedback content to understand the users’ experiences with engaging with a digital mental health app. As a secondary objective, the types of individuals providing feedback were also explored.
Analysis

Using a consolidated framework created by Chan et al [10], which was based on guidelines suggested by the Healthcare Information and Management Systems Society (HIMSS) and the US Federal Government for evaluating digital health apps, the written reviews were verbally grouped into the domains of the framework and further analyzed for specific themes within each [15]. To understand Wysa’s capacity to currently help and engage users, the thematic analysis examined specific domains of (1) acceptability (eg, satisfaction, matching expectations of capabilities, likelihood to recommend, and level of interactivity), (2) usability (eg, the ease, enjoyment, cultural, and demographic accessibility of use), (3) usefulness (eg, validity, reliability, effectiveness, and time required to obtain a benefit), and (4) integration (eg, security, privacy, data integration, and safety) [10,15].

Each user review was evaluated and categorized into the nonmutually exclusive domains. The domain of acceptability included statements discussing likelihood to recommend the app, frequency of use, impact of use, and reasons for use. For usefulness, mentions of what the app was being used for, specific uses (including tools and techniques), and time of use were included. Usability included mentions of ease of use, convenience, and interface features. Integration primarily consisted of reviews discussing data privacy, security, and anonymity.

The coding also enabled us to capture the emergence of the key characteristics of users who were able to receive mental health support due to increased accessibility.

Results

The reviews analyzed for this study were largely positive, with 6700 reviews (6700/7929, 84.50%) giving the app a 5-star rating and 2676 reviews (2676/7929, 33.75%) explicitly terming the app “helpful” or that it “helped.” Of 7929 reviews, 251 (3.17%) had a less than 3-star rating and were termed as negative reviews. The themes under the evaluation criteria aimed to capture the user experiences (Figure 2).
Acceptability

The acceptability of the app was identified through the themes emerging around engagement of exercises, interactivity of the interface, and conversational ability of AI. The users who reviewed the app rated it positively on acceptability when they found it interactive and conversational. Users reported receiving appropriate responses to user conversations in the tools and techniques was valuable. For instance, a user compared it with other options available for self-care: “The interactive experience helped more than the journaling exercises I’ve done in the past.” Several users reported the variety of exercise-guided meditations, venting spaces, positive thinking exercises, and cognitive restructuring as important in their engagement. Another user commented: “It has such great features such as journaling and helping with anxiety, stress and sleep problems.” Additionally, the user reviews described the exercises as “educational,” “calming,” “relaxing,” and “functional.”

Users said that though “...Initially it felt silly to talk to an AI but it’s extremely well made, tailored for therapy.” Per users, the “warm, friendly, and encouraging” AI helped them recreate an environment of confiding in a friend, without having to confront the intimidation of speaking with a real person. For instance, a user mentioned “It’s really nice and I feel like I’ve been heard when others won’t listen, even if I am only talking to an AI,” and another user said it “made me feel loved and heard during a crisis.” Users also reported finding talking to the AI to be a “fun” experience, perhaps brought out by elements that keep it light and accessible by including jokes, games, bitmap images (ie, GIFs), and other interactive agents.

Users reported the interactiveness of the app as central in keeping them engaged: “The app made me laugh with its silly jokes and play.” They also found the “easy” and “instinctive” interface as a central element in a positive experience of using the app to be “easy” and “instinctive” (Figure 3). Users found it comfortable to use Wysa for numerous aspects of their well-being (Figure 4).

They also mentioned being likely to recommend Wysa to others to help with sleep, managing stress, working through anxiety, as well as to “just talk to someone.” One user said, “it listens to you and helps relieve stress and also has a lot of coping mechanisms. I definitely recommend.” Some users discussed being able to share and rely on something for “regular” support, which further contributed to the acceptability of the app. A user exemplified this by stating:

**Different people may find this app useful in different ways and it doesn’t pressure you to do stuff if you aren’t ready for it (no energy or not the right type). It’s great even just as a sounding board, a place to organize your thoughts or make a to-do list, or a bit of a tiny friend in your pocket that’s not judgmental and won’t be tired of you.**

However, some users did not find it helpful for their specific concerns and suggested further expansion to include these specific requirements. For instance, a user said, “Interesting concept, but it needs to learn to deal with more illnesses.”
Figure 3. Example of interactive interface.
Usability
The usability of the app was presented through emerging themes of nonjudgmentality and ease of conversation. This domain was rated positively by users as they found it to be a “safe” and “nonjudgmental” environment that is easily accessible. This feature of the app was identified from user reviews such as:

*It's nice to talk to someone completely objectively. Even in therapy you feel guilty if all you do is go on and on, as is human conditioning, but being able to talk it out with Wysa is great. No judgment. Don't have to feel weird about anything.*

Reviews indicated that, by conversing with AI, the pressure of performance in front of a therapist was removed, which may allow a user to express themselves more freely. Users commented on the AI interface of the “cute and approachable penguin” as helpful in cultivating a nonthreatening environment: “I love it, it's just amazing, knowing that I can talk about my inner problems to a penguin without judgment … I love that.” In fact, 201 users commented on the “no-judgment space” as a core component in making them feel safe and comfortable.

Usefulness
The app usage experience was also described as “…It feels like I'm talking to a real person … Such a friendly interface.” Users appeared to be willing to adapt their expectation in order to continue benefiting from the app, with one user saying, “a little clunky at first but once you learn how to manage it it's very helpful.”

The most common negative review of the app was for repetition and a lack of comprehension by the chatbot, which made some users feel misunderstood and sometimes want to leave the app. Language limitations felt like a barrier to others who wanted to be understood more. They expressed a want for the app in native languages, including Italian, Spanish, French, and others, with one user saying, “The application is great, but it lacks the addition of other languages … in order to facilitate its use by all layers of society.”

Usefulness
The app's usefulness was portrayed by themes such as impact on mental health, convenience of access, and cognitive restructuring exercises. User feedback discussed that the app provided a safe and open space to challenge one's thoughts and
feelings. The usefulness of the app in this regard is captured by its efficacy in dealing with mental health concerns. A user described their experience:

I have been struggling with depression since I was a child, and was terrified of reaching out for help. Finally a few weeks ago I hit rock bottom worse than ever before. I was really scared for a while. I was seeking some form of comfort or communication but didn't want to go to anyone, not to mention money is tight. This app really helped me when I needed it most. Who knew an AI penguin would cause me to sing again?

Providing a “safe” and “anonymous” place to process one’s thoughts and emotions was identified by 107 users as highly impactful.

In specific clinical utility, users reported positive effects for anxiety (n=805), stress reduction (n=480), and depressed mood (n=400). In addition, 324 users reported app usage for posttraumatic stress disorder (PTSD) symptoms, fear, and sleep issues. Users identified numerous techniques and spaces offered as being especially helpful, such as physical activity exercises, sleep stories, meditations, cognitive restructuring, and reframing exercises. Users also commented on the affordability of the app as a way to bridge mental health access: “This app really helped me especially since I don't have access to any other useful form of therapy.”

The app would seem least useful when the chatbot felt limiting or was unable to fully understand the user. Some users facing a difficult time with the app would state, “Sometimes it's frustrating that an AI can't understand you that well,” and when it couldn’t understand the user’s dilemma, then it felt “empty and generic.”

**Integration**

The integration of the app was illustrated through the themes of privacy and confidentiality.

The app did not ask users to register themselves in any way to use the app and thus did not ask for personal details, such as demographic data. The anonymous and confidential nature of the app was a key reason for positive ratings in integration. Many users reported being satisfied with the privacy practices and finding the app “easy to trust.”

I feel really good knowing that I can talk to something completely private. I was feeling really down and I was pleasantly surprised. It was so simple yet so effective. I most definitely recommend it to someone who wants privacy and a healthy listening ear.

**Characteristics of Users**

The thematic analysis captured the emergence of the types of users who provided reviews in the app on Google Play Store and are also a representation of users who access digital mental health support such as Wysa. They were grouped by salient aspects of their expressed needs and concerns.

We identified 4 key groups: (1) those who self-reported having clinical issues, (2) those who reported being unable or unwilling to open up to a real person, (3) those who are financially conscious, (4) and those who are unable to access mental health professionals. Use of the app for support through self-reported diagnosis and symptoms of depression, anxiety, panic disorders, and PTSD was mentioned by 1856 individuals. They primarily used the CBT techniques and meditations on the app as a form of self-care. Another application of the app is for individuals who feel uncomfortable talking to people in their lives or who don’t have a reliable system with which to share their thoughts. They reported finding the AI-driven app useful in reducing the guilt and burden of opening up to a real person. Users also found the free nature of the app to be beneficial to reduce the burden of financial anxiety when considering mental health support. Numerous users (n=594) also reported using the app at times when they would be unable to access therapists, including when experiencing higher symptoms of depression and anxiety late at night.

**Discussion**

**Principal Findings**

This study represents one of the largest studies in understanding users’ perceptions of a digital mental health app. It looked at the acceptability, usability, usefulness, and integration of a digital mental health app, by analyzing publicly available user feedback and reviews. This approach is unique for several reasons—first, it uses user feedback that was unsolicited by the developers and promoters and is delivered in a public forum, reducing the social desirability bias that could interact in other researcher-administered evaluations. Second, the robust sample size allowed for a deeper dive of user experiences, which was previously unexplored in other studies. This approach helped to recognize the types of users of mental health apps, which helped to identify strengths and weaknesses of digital mental health tools and allowed us to better understand the gaps in services provided.

The most important findings resulting from this study are the factors that contribute to higher engagement and acceptability for a digital mental health app. Users most consistently listed the “active and available listening” element as the key to foster acceptability with the digital mental health experience. The app further cultivated the therapeutic elements via the use of an AI-based chatbot with a friendly penguin user interface. In addition, the perceived nonjudgmentality and friendliness of this interface resulted in high usability and ongoing engagement with the app.

Understanding the user experience is important to ensuring meaningful usage and clinical utility [17]. Users strongly valued the anonymity and confidentiality of the app, which are valuable strengths in any therapeutic relationship [23]. Therapeutic bonds are fostered through trust, acceptance, empathy, and genuineness and are important for their role in the effectiveness of an intervention [23] and, in a digital environment, are created by human dialogue through a conversation agent [24].

With users providing a large majority of positive reviews, the acceptability and effectiveness of Wysa as a digital mental health tool have been established [25]. Digital mental health apps can
provide important benefits, especially for supporting individuals with subclinical psychiatric symptoms [26]. The findings of this study highlighted how digital mental health apps can significantly improve the accessibility and affordability of mental health support. The characteristics of users identified helped outline those who may access and benefit from the presence of mental health apps; for example, individuals managing social anxiety symptoms of speaking face to face can find significant therapeutic value through an AI-enabled tool. In addition, mental health apps may serve as augmenting or transitioning tools during times when traditional mental health services are limited, such as after office hours, in rural settings, or in between appointments and referrals.

Limitations

Limitations to the study include the source of data, as the Apple App Store data were not considered and only the reviews on Google Play Store were addressed in this study. Further, user reviews are taken at a single point in time, and thus evidence of changes in feedback are unavailable for consideration. No demographic information was collected aside from reviews being in English. Clinical scores of users were not identified, which would otherwise have contributed to more direct understanding of the experience with the app in clinical populations. The study is also limited by lack of knowledge on the duration of app use or the rate of attrition among users due to app issues or other reasons.

Conclusions

This study utilized a user-led approach to understanding factors for engagement and helpfulness in digital mental health. User feedback was analyzed on domains of acceptability, usability, usefulness, and integration, and we found the app to be overwhelmingly positively reviewed. A key facet that emerged is the comfort and safe environment created by the nonjudgmental digital mental health tool that provides users with clinical and subclinical support. Further analysis revealed 4 predominant types of individuals who appear to be engaging in digital mental health support and who are infrequent users of face-to-face mental health services. Digital mental health apps can provide a valuable service to those unable to access mental health support. Future directions for digital mental health include improvements within the technology to cater to varied users, increasing its capacity to contribute to clinical utility.
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Designing Tangibles to Support Emotion Logging for Older Adults: Development and Usability Study

Abstract

Background: The global population is aging, leading to shifts in health care needs. In addition to developing technology to support physical health, there is an increasing recognition of the need to consider how technology can support emotional health. This raises the question of how to design devices that older adults can interact with to log their emotions.

Objective: We designed and developed 2 novel tangible devices, inspired by existing paper-based scales of emotions. The findings from a field trial of these devices with older adults are reported.

Methods: Using interviews, field deployment, and fixed logging tasks, we assessed the developed devices.

Results: Our results demonstrate that the tangible devices provided data comparable with standardized psychological scales of emotion. The participants developed their own patterns of use around the devices, and their experience of using the devices uncovered a variety of design considerations. We discuss the difficulty of customizing devices for specific user needs while logging data comparable to psychological scales of emotion. We also highlight the value of reflecting on sparse emotional data.

Conclusions: Our work demonstrates the potential for tangible emotional logging devices. It also supports further research on whether such devices can support the emotional health of older adults by encouraging reflection of their emotional state.

(Keywords: older adults; health; emotion; affect; well-being; tangible interaction; TUI)

Introduction

Background Context

The United Nations predicts that the global population aged 60 years and older will increase from 962 million in 2017 to 2.1 billion in 2050 and 3.1 billion in 2100, making this the fastest growing age group [1]. These demographic changes will significantly impact how we think about supporting the health and well-being of the population. Older people can face long-term disabilities and chronic conditions as well as mental health difficulties [2]. For example, Age UK has noted that the number of over-50s experiencing loneliness is set to reach 2 million by 2025/6. This compares to around 1.4 million in 2016/7—a 49% increase in 10 years. For the purposes of this work, the term “older adults” is used to refer to anyone over the age of 50 years based on the recommendations of Age UK (the main charity working with older adults in the United Kingdom).

This increase in the older population will drive an increase in the need for carers and the costs of health care [3]. This has led to significant amounts of research into how to enable people to...
age in place; “the desire and tendency of older persons to stay in their current dwelling units for as long as possible” [4]. Compared to other forms of care, aging in place is more cost-effective and preferred by many older adults [5]. This is because it can enhance many quality of life factors (eg, identity, autonomy, belonging, privacy, independence, social connections) [6,7].

There have been promising developments in the design of technology to support the physical health of an aging population [8-10]. However, there is increasing recognition of the link between well-being and “successfully” aging, which makes it important to improve the psychological well-being of older adults [11]. This necessitates mechanisms for the detection or logging of the older adult’s emotional state to either ensure that the older adult is happy or provide appropriate support when in emotional turmoil [12-14].

Although a wide variety of digital technologies have been developed for the monitoring of emotions [15-23], there is little work that explores such interfaces specifically for older adults [24]. In a review of apps for successful aging, no apps for monitoring emotions were identified [25]. Given that older adults have distinct cognitive, physical, and technical skills, alongside distinct emotional needs, it is necessary to consider the design of a system for recording the emotional state of older adults at home [12,26].

Many researchers argue that tangible user interfaces (TUIs) are ideal for use in domestic settings by older adults owing to both their acceptability in domestic settings and the comparatively quick learning curve [27-29]. TUIs allow the user to provide input to a digital system by manipulating physical objects (eg, moving them around or stretching and squeezing them). Similarly, output from the TUI interaction could be shown to the user through the manipulation of a physical object. TUIs have also been found to increase engagement with logging emotions, suggesting that this form factor could promote ongoing use [17]. A broad review of the TUI literature for supporting social interactions among older adults highlights that most papers conclude that TUIs are highly usable for older adults [30].

In previous laboratory-based work, we have demonstrated that nonfunctional prototypes of tangible devices allow older adults to log emotions and collect data comparable to validated psychological scales of emotion [31]. We build on this work by developing 2 of these nonfunctional prototype designs into tangible devices that can digitally record the logged emotions. Our field study with adults aged 51-85 years demonstrates the validity of logged data against existing scales of emotion, showing that tangible devices can provide data comparable to standard psychological scales in a home setting. We explored our participants’ experience of using the devices over a 6-week period. This provided an understanding of how users can appropriate the use of the devices as well as how key design characteristics are viewed. Our results highlight the potential of in-home tangible devices for recording the emotions of older adults and for supporting their emotional health through encouraging reflection of their emotional state.

### Background Literature

**By exploring previous approaches to logging emotion, we can identify key design properties that should be embedded in the design of tangible devices for logging emotions. Through exploring the literature on self-report scales of emotion, interfaces of logging emotion, and TUIs for logging emotion, we identify key design decisions and reflect on them when outlining the development of our TUI devices in the section “Designing tangible devices for logging emotions.”**

It is important from the outset to distinguish between emotion and mood. Although both refer to phenomenological states, they differ in 2 key dimensions [32,33]. The first is time; emotions tend to be short-lived, whereas moods are more enduring. The second difference is that emotions are object-driven (ie, they relate to a specific object or experience), while moods are more general. The concepts are related: a person’s mood biases the emotions they experience and a person’s emotions contribute to the mood they are in. Throughout this paper, the term “mood” is used only when it is the term used by other researchers in their work. The terms “emotion” and “affect” are used interchangeably as is common practice [33].

Across all fields interested in emotional experience, there are 3 main approaches to detecting and measuring how people feel: physiological, behavioral cues, and self-report. This research is focused on self-reported measures of emotion. Although self-report measures have shortcomings, they provide the user with a level of control over the disclosure of their emotional state. This is important for older adults in having an active role in their health care needs [34,35]. Self-reporting emotions also has other benefits. From a well-being perspective, there is a rich literature on the benefits to an individual of emotional reflection and recording, which is commonly used as a therapeutic technique [36]. Studies are starting to show how technologically-mediated reflection and recording can improve well-being [37] and promote behavior change [38]. From a methodological perspective, a recent review of ecological momentary assessment of mood highlights the importance of self-reporting due to ecological validity and agency [39].

**Self-report Scales of Emotion**

There are many different measures and scales focused on emotion in the psychology literature. Desmet et al [15] provide an excellent review of this literature. These measures predominantly coalesce around 2 concepts: valence (pleasure) and arousal (strength of feeling). Dominance is a third concept that is also sometimes used [40]. Proponents argue that these 3 dimensions can account for significant variances in people’s emotional experiences and collectively correspond to affect. Russell’s 2D approach to conceptualizing emotion is one of the most popular measures of emotion [41,42]. He models emotion as a spatial distribution across 2 scales (valence and arousal) (see Figure 1). This approach argues that a spatial model provides a conceptual structure for related emotive concepts in such a way that allows the self-reporting of emotions [41]. A related approach uses emotive words to distinguish between related emotive states. One of the first commonly used robust
A variety of pictorial scales have also been developed. The Self-Assessment Manikin (SAM) is a classic example, made up of 3 pictorial scales: for affect (or valence), the pictures range “from a smiling, happy figure to a frowning, unhappy figure;” for arousal, the pictures range “from an excited, wide-eyed figure to a relaxed, sleepy figure;” and for dominance, the change is in the size of the figure, “a large figure indicates maximum control in the situation” [40]. Although SAM is straightforward to conceptualize, it is somewhat complicated to administer, particularly in terms of explaining the dominance dimension. Some have argued that the only intuitive scale is valence (positive vs negative facial expression) [15].

Alternative pictorial scales have aimed for even greater simplicity. For example, the “smileyometer” was developed as a single Likert-scale style set of emotive faces [44], while Desmet et al [15] generated 8 cartoon figures to represent key emotions. A questionnaire-based study with 191 participants suggests that their scale can provide robust and reliable assessments of individuals’ emotions.

All of these scales were designed to be completed on paper. Given that we are designing an interactive technology for the collection of emotional data, we now explore the literature on interfaces for collecting self-reported emotions.

**Interfaces for Logging Emotion**

“A wide range of digital symptom monitoring tools exist, but there is a lack of evidence regarding their effectiveness in a health care context, particularly in the area of mental health” [45]. Much of the evidence that exists focuses on apps with mental health disorders (such as bipolar disorder) [46-51]. The findings from these studies highlight which design properties have led to beneficial results and thereby provide insights into the design properties to utilize in the development of tangible alternatives.

An 8-week randomized trial of a suite of 13 mental health apps by Zhang et al [49] identified 3 distinct user behaviors: learning, goal setting, and self-tracking. Most importantly for our interests, participants who engaged in self-tracking experienced reduced depression symptoms. This is significant, as it suggests that logging affect can lead to improved emotional well-being. Zhang et al [49] also found that “greater amounts of engagement did not necessarily lead to greater reductions in depression.” This is an important design principle as it highlights that the device does not necessarily need to repeatedly harass users to enter data; as long as they engage with the system, they will receive some form of benefit.

True Colours is a digital tool for monitoring mood disorders. Used by over 36,000 individuals, it has formed part of 21 unique research and clinical service settings in the United Kingdom [45]. In addition to providing additional evidence of the efficacy of the digital logging of affect, the authors also note that the technology provides many advantages over hard copy symptom monitoring diaries, including the ability to prompt for input and the ability to easily visualize changes over time [45].

Chandrashkar [50] has reviewed meta-studies of the use of apps for people with depression, anxiety, and schizophrenia. In addition to demonstrating that these apps can have clinical benefits for these conditions, they also established some characteristics of high-efficacy apps. Among other features, providing a simple user interface and minimal usage reminders were highlighted as helping provide benefits to users.
Beyond these apps developed to help people with mental health disorders, there are a variety of interfaces that draw on self-report constructs of emotion to support the logging of emotion based on pictorial scales [15] or Russell’s circumplex model [41,42]. None of these studies involved older adults, and the study focus was on exploring the developed design rather than the efficacy for users.

Fernández et al [52] developed a digital diary, specifically designed for older users. Users were encouraged to complete predefined questions about self-care and emotions answered on a tablet device. Fernández et al [52] focus on the usability elements of their design and field-tested the system with 10 participants aged over 60 years, who used the device for 5 days. Nine of the participants agreed that they would like to continue using the tool, and data collected from the study suggested that the simple act of logging was sufficient to prompt users to reflect about their day and how they were feeling.

Although the use of these interfaces has identified certain design properties as significant, they are not tangible devices. We now explore the sparse literature on TUIs for logging emotion to identify design properties specific to this interaction paradigm.

**TUI for Logging Emotion**

A small number of tangible interfaces has been developed to log emotions. The EmoBall [53] used an LED matrix grid to display “faces” with positive (smiling) or negative (frowning) faces. When the ball is pressed, the display shows a face depicting a different emotion; when the ball is pressed twice, the displayed emotion is logged and the ball vibrates. While evaluated through focus groups with 16 people, the study investigated the usability of EmoBall for people with “low digital competences” rather than its efficacy as a mood logging device.

In a different context, the subtle stone was developed to allow students to privately share their affect with their teacher within a classroom setting [54]. A ribbed rubber ball, the subtle stone contained 6 LEDs, which could display 7 separate colors. Each student could develop their own color/emotion mapping, and an emotion is selected by repeatedly squeezing the ball until the color is shown. This was field-trialed with 15 UK school students (aged 12-13 years) throughout 9 hours of German language lessons, with students reporting that the device “supported reflection on emotional experience by giving them a way of thinking about their emotions.”

The Mood TUI was developed to make mood collection fun and engaging [17]. Designed as a cube with a different emoticon on each face, users select a mood by rotating the cube until the desired emoticon is facing upwards. Evaluated through discussion sessions with 32 participants, Sarzotti [17] concludes that there was interest in the design concept.

Jingar and Lindgren [55] took a design-oriented approach, co-designing TUIs to support the emotional health of older adults. Their interest was in how emotions could be communicated to a digital agent through tangible interactions. The variety of prototypes developed highlights the scope of the design space and the potential of TUIs to support older adults. Analyzing the data from their workshop, Jingar and Lindgren [55] argue that the nature of TUIs means that they may be “intuitive and natural to use, and intrinsic motivation may be promoted” [55].

Our previous work has highlighted the value of TUIs, particularly for those older adults who have arthritis or other musculoskeletal difficulties. Arthritis is a common condition, particularly in later life [56], and musculoskeletal difficulties can limit an individual’s ability to control a graphical user interface [57]. This makes tangible devices extremely suitable for use by older adults.

**Research Objectives**

Although there is substantial literature on developing apps, interfaces, scales, and measures for logging emotion, few are explicitly designed for older adults ([15-23] focus primarily on younger adults). We are specifically interested in designing tools to support older adults to log emotions; therefore, we draw on this work for inspiration. Given that research highlights the potential benefits of designing TUIs for older adults, we specifically focus on designing and developing novel tangible devices. Taking inspiration from existing paper-based scales of emotions, we explore what design properties are valued by older adults in the context of monitoring their emotional state. From the literature in the background section (see Multimedia Appendix 1) [16,17,20,31,45,49-55], the key design considerations that appear to have a significant impact on participants’ use of the devices were to (1) minimize prompting, (2) ensure a clear mapping between the TUI interaction and the mood to be logged, (3) minimize fine grain movement, and (4) ensure that devices had a high-quality finish, suitable for use in a home location.

**Designing Tangible Devices for Logging Emotions**

We build on our earlier work on mood logging [31] to explore (1) whether digital TUIs can log emotional data comparable to validated psychological scales of emotion and (2) whether such devices would engage older adult participants and what their view of particular design characteristics were after using the devices in a home context. Thus, our first design decision was to focus on TUIs and convert the validated nonfunctional prototype designs into digital devices.

**Key Design Decisions**

Stepping back from the intricacies of particular device designs, it is necessary to discuss one of the underlying psychological practices that supports the efficacy of logging data: reflection. Reflection is a key part of all logging behavior. Manual data collection can support the process of reflection in action [58]. In the context of logging emotion, it is well-established that taking the time to consider your emotional state has benefits in itself, particularly in terms of someone deciding to change behavior based on their reflection [34,35,59-62].

Our second design decision was to provide the device users with no access to their recorded data during typical use. Users would only be shown their collected data at the end of the field deployment and if they asked to see it (to promote the transparency of the research). This stands in contrast to many self-logging devices but allows us to explore any benefits of
engagement with the data creation process, without confounding it with the benefits of reflecting on the historical data.

Our third design decision was to require minimal interaction \([63,64]\), a design property that can help reduce the potential high burden of manual tracking. Given the perceived time burden of manual tracking \([60]\), leading to high attrition rates \([65]\), by minimizing the users’ interaction with the device, the potential time burden is also minimized.

**Selecting the Emotion Scale**

The background section highlighted the wide range of available emotion scales. Our previous exploration of nonfunctional prototypes using 3 distinct scales indicated that 2 of the scales should be developed further into digital devices. The prototype based on the emotive words from Russell’s circumplex were liked by users, given the simplicity of interaction and the speed of use. The prototype using the circumplex itself was liked by users, as it supported a more free-flowing process of reflection about their emotional state \([31]\). We decided to use these 2 scales of emotion.

Note that because these 2 scales represent the same conceptualization, analyzing the accuracy of logged data becomes easier. Figure 2 shows how the 2 scales can be considered to be somewhat equivalent. Taking the emotion of “excited,” the blue-highlighted octant can be taken to represent the emotion “excited” in the circumplex, and it is represented by the word “excited.”

**Figure 2.** A representation of how the circumplex of affect \([40]\) and the emotive words from \([40]\) are both representations of the same scale.

We chose to focus on developing devices that can record 8 emotions: happy, excited, nervous, annoyed, sad, bored, calm, and relaxed. These 8 emotions provide wide coverage over the range of potential emotions and are a commonly used subset of representative emotions \([15]\).

**Designing the Devices**

Our previous work \([31]\) focused on the development of nonfunctional prototypes of TUIs, which fulfilled the need to require minimal interactions \([50,63,64]\). As we have previously reported the design and development of these prototypes, here, we focus on the physical and electrical design of translating the nonfunctional paper prototypes into working digital TUIs. The resulting designs were named the Emotion Clock and the Emotion Board. These devices were developed by drawing on the design characteristics highlighted through the papers in the background section, in constant conversation with experts at Age UK to ensure that the resulting designs would be appropriate for use by older adults.

**Emotion Clock**

The Emotion Clock arranges 8 emotive words around a clockface in accordance with Russell’s valence/arousal circumplex \([41,42]\) (see Figure 3). A user selects an emotion by rotating the clock hand to the word describing the emotion they want to convey. The words are engraved into a wooden clock face, with the electronics hidden in a recess behind the clock face. The Emotion Clock has a diameter of 26 cm. Users were not instructed on how to use the hand. Although the clock allows users to record on a continuous scale, leaving the hand between 2 words, for the purposes of analysis, the nearest word to the hand position is recorded.
Figure 3. The Emotion Clock, using a subset of the emotive words in [40]. The emotion is set to Happy.

**Emotion Board**

The Emotion Board is a tangible representation of Russell’s axes [41,42], using the color scheme from Rivera-Pelayo et al [20] (see Figure 4). The axes are labelled High Energy to Low Energy (top to bottom) and Feeling Bad to Feeling Good (left to right). A user moves a magnet around to select a position on the axes and thus represent an emotive state. Framed in wood, there are 2 versions of the electronics behind the Emotion Board. The first version uses a custom piece of eTextiles, which is segmented to represent 16 sections of the axes (a high-arousal and low-arousal area for each of the 8 emotions). The second version uses an array of reed switches to achieve the same result but at a significantly lower cost. The board is approximately 26 square centimeters.

Figure 4. The Emotion Board, based on the Russell axes in [40] using the color scheme from [20]. The emotion is set to Calm.
Logging Behavior

The 2 devices adopted the same approach for how the underlying electronics capture the logged emotion. Both devices were controlled by a custom circuit board that could receive the logged mood from the device and transmit the log to a Raspberry Pi over Wi-Fi using the Message Queuing Telemetry Transport protocol. The Raspberry Pi was connected to the participants’ router and could then send the log to our server using HTTPS.

The devices are powered using AA batteries rather than mains power. This allowed users to place the devices wherever they would like in their homes and improved the aesthetics of the devices by removing trailing wires. New batteries are sufficient to power the devices for at least 3 weeks. During the field trial, none of the participants’ devices ran out of power. One implication of this decision is that the electronics must be low powered so that users do not have to repeatedly replace the batteries. As such, the electronics are programmed to capture the recorded data in a targeted way. Each log is recorded on a central server rather than locally on the device. This allowed us to monitor whether a deployed device was working. It also meant that we could keep an accurate record of the logged data without having to worry about the device being damaged and losing locally stored data.

Both devices “woke up” every 5 minutes to check the position of the clock hand or magnet. If the position had not changed (indicating no new emotion input), the device went back to sleep and nothing was recorded. If the position had changed, the device sent the new emotion to our servers over Wi-Fi and recorded it locally (replacing the previously recorded emotion). The device would try to send the data to the servers up to 10 times before returning to sleep; if it had not successfully sent the emotion, it would attempt to send the locally recorded emotion the next time it woke up—this would continue until the batteries ran out.

Following advice from the literature, the devices prompt users to log their emotions regularly but infrequently to ensure sufficient reflection without placing an undue burden on users [45,49,50]. The devices beeped at noon and 6 PM for 5 seconds irrespective of how many inputs were given by the user for that date. The devices did not beep at any time outside this window. To encourage at least 1 logging action per day, between noon and 6 PM, the device beeped on every hour until a mood was logged. To monitor whether a deployed device was working. It also meant that we could keep an accurate record of the logged data without having to worry about the device being damaged and losing locally stored data.

None of the participants opted to do so. We had 2 key concerns in exploring the value of the developed devices. The first is whether participants could accurately record their emotional state through the prototype. The second concern was to explore how our participants used the devices and their view on the design characteristic embodied within the devices.

Procedure

A field-trial approach was used to evaluate the devices over a period of 6 weeks. This involved each participant taking part in a prestudy session, a midstudy session, and an exit-study session. Each of these sessions took place at a participant’s home and were audio recorded. The sessions lasted between 25 and 54 minutes (mean 28 minutes). Each session was one-to-one between a researcher and participant. Each participant used both devices for 3 weeks. The ordering of which device was used first was counterbalanced between participants as much as possible, although more Emotion Clocks had been manufactured, meaning the majority of participants (n=7) used this device first. The semistructured interview script can be found in Multimedia Appendix 2. The procedure was as follows.

Prestudy Session

Sessions began by the researcher explaining that the purpose of the study was to explore new ways of logging emotion and highlighting that no personal emotional experiences would be logged. Informed consent was then collected. Subsequently, this session comprised the following activities: (1) initial data collection, (2) device orientation, (3) emotion logging calibration, and (4) device setup. Each of these activities is described below.

1. Initial data collection: Some basic demographic information was collected from the participant, as well as conducting a short interview regarding any existing logging behaviors (such as keeping a diary), their use of logging technology (such as a Fitbit), and what prompted the participant to take part in the trial.

2. Device orientation: Participants were given a brief explanation of one of the devices (counterbalanced between participants) and how they represent the 2 dimensions of emotion. The researcher answered any questions the participant had regarding the device.

3. Emotion logging calibration: The main element of the prestudy session was to gather data as to whether participants could log emotions using the selected device with the same accuracy as with the standardized paper-based scales. To ensure coverage across different emotional states, standardized emotive vignettes were used. The Affective Norms for English Text (ANEt) vignettes are linked to known SAM scores, giving us a known emotion associated with each vignette [66] (referred to as the expected vignette emotion). These texts have previously been used in studies of emotional interfaces [16], as well as with our previous nonfunctional prototypes [31]. For each of the 8 emotions (happy, calm, nervous, excited, sad, relaxed, bored, and annoyed), a short vignette with SAM scores corresponding to that emotion was selected. A condition of using the ANEt vignettes is to keep them confidential; so, we are unable to republish them. To illustrate the tone of the

Methods

Ethics Approval

Our study was designed in accordance with our University’s code of ethics and approved by the Open University Human Research Ethics Committee (HREC/3343/Gooch).

Device

Each of the devices was piloted and was found to induce no discomfort. Participants had the right to refuse to use either of the devices, and it was possible for participants to immediately end their use of a device if they experienced any discomfort.
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vignettes, these 2 examples were written by the first author: (1) “You receive a letter informing you that you have won a holiday to the Caribbean in the quiz you entered last week” (excited) (2) “You discover that your best friend has been diagnosed with a serious illness” (sad). Participants were provided with the vignettes in a randomized order. Having read the text, participants were asked which emotion was portrayed by the vignette. This description is referred to as the participant description. For all of the vignettes, all of the participants provided a synonym of one of the 8 emotions (eg, thrilled becomes excited). The participant description allows us to test that the emotion logged by a participant through the prototype matches the emotion the participant wanted to log. Participants were then asked to record the emotion from the vignette through the prototype. The researcher recorded the result for the prototype alongside the time taken by the participant to record the emotion. Completing this exercise prior to setting the device up means that the logged emotions do not include this initial test.

4. Device setup: The prestudy session ended with the researcher setting the device up within the participants’ home for them to log their emotions for 3 weeks. Participants were instructed that they could place the device wherever they wanted within the home. In terms of use, participants were told that “the device will prompt you to input your emotions twice a day. You can provide more inputs if you wish to.”

At the end of the session, participants were provided with contact details and informed that they could contact us at any time if they were experiencing problems or wanted to talk about the study. We could remotely monitor whether the devices were working correctly by checking the server holding the logged emotions.

**Midstudy Session**

The focus of the midstudy session was to swap over the 2 devices at 3 weeks after the prestudy session. The session started with an audio-recorded wrap-up interview for the device the participant had been using for 3 weeks. The interview covered aspects such as exploring whether the participant had noticed an impact on how they felt, what their general thoughts about the device were, and specific questions regarding the prompting, the aesthetics, the difficulty of interaction, and whether they would hypothetically be willing to share the emotion data they had recorded. Having completed the interview, the researcher swapped over the devices and then repeated the prestudy session with the participant for the second device.

**Exit-Study Session**

Three weeks after the midstudy session, the exit-study session concluded the study and compared the experience of using the 2 devices. The session started with a wrap-up interview for the device the participant had been using for 3 weeks, following the same procedure as for the midstudy session. The session concluded by asking participants to complete a short interview, which was audio recorded. Participants were asked about their general thoughts about the idea of recording their emotions, how hard they found each prototype to use, how hard each prototype was to understand, and their opinions about having a similar device in their home. Further questions explored whether participants continued to be interested in logging how they felt; comparing the 2 devices in terms of use, aesthetics, and how hard they found each prototype to use; and any changes the participant could suggest for improving either of the devices. The study ended with a short debrief, during which time participants were thanked. Participants were shown graphs of their mood data for full disclosure of the collected data. Participants were provided with a £30 (US $39) honorarium for taking part in the study.

**Analysis**

In analyzing the data from the study, we had 2 main questions. The first relates to the accuracy of the prototypes: could participants log the emotion they want to log through the prototype devices? The second was to explore our participants’ use of the devices and consider their response to the design characteristics embodied by the devices.

**Accuracy of the Prototypes**

The data from each of the prototypes can be analyzed categorically and ordinally, as outlined previously [31]. As categorical data, there is “ground truth” for each vignette because each vignette is taken from a validated set of emotive texts. Therefore, the emotion the vignette should be provoking in our participants is known (the expected vignette emotion). We also have the participant description, the emotion the participant believes each vignette expresses. To determine whether the prototypes allow participants to log the emotion they wanted to record, Cohen kappa is used to compare the emotion recorded through the prototype against (1) the expected vignette emotion and (2) the participant description. Cohen kappa ranges from no agreement (κ=0) to complete agreement (κ=1) [67].

A problem with treating the data as categorical is that it removes any connection between the different emotions. For example, if a participant records “happy” instead of “excited,” that is a closer match than if they record “sad.” An alternative way of conceptualizing the data is as 2 ordinal scales. Each of the prototypes uses a scale based on Russell’s circumplex of affect (see Figure 2); therefore, each emotion can be represented as a pair of figures ranging from −2 to +2 for both valence and arousal (see Figure 5).
Figure 5. A representation of how the emotions can be given ordinal values on the circumplex of affect.

As an indicator of similarity, it is possible to calculate the Euclidean distance by calculating the distance between 2 matrices (the expected emotional values and the actual emotional values), with each matrix being formed of the valence and arousal values. The distance reflects the size of dissimilarity between the expected emotions and the recorded emotions; the more dissimilar, the greater the distance between them. The Euclidean distance between 2 observations is the length of the line between them. The equation in Figure 6 is used to calculate the distance across all samples. In both the categorical Cohen kappa and the ordinal Euclidean distance, we are not interested in the statistical performance per se. Instead, we are looking for confirmation that the prototypes allowed participants to log the emotion they wished to record.

Figure 6. The equation for calculating Euclidean distance.

$$D_i = \sqrt{\sum_{j=1}^{n} (A_j - B_j)^2}$$

Analyzing Participants’ Views

The interviews were audio recorded and transcribed. An inductive open coding approach was used to identify concepts and themes within the interview transcripts [68]. The transcripts were subjected to a line-by-line analysis by the first author, who had not interviewed any of the participants. Through this initial analysis, concepts were identified and labelled within the data. No codes existed prior to the analysis; they were created through constant comparison of the data and the application of labels to the text.

These codes were subsequently categorized into unifying themes by the first author. These themes were there discussed in conjunction with the 3 authors who had interviewed the participants, to ensure that the developed themes corresponded with their interpretation of the data, informed by the interviews they had participated in.

Results

Recruitment

Eleven participants were recruited to take part in the study. The study was interrupted by the COVID-19 pandemic. This meant participant #9 could not fully complete the study, as it was not possible to switch the devices over and they only used the Emotion Clock. A further 2 participants (participant #10/participant #11) could not start the study owing to difficulties of setting the devices up within their homes. Two other participants were somewhat impacted by the pandemic, with participant #5 and participant #8 using their second device, as the United Kingdom went into lockdown. It is unknown whether this had an impact on their logging behavior. We have full data from 8 participants, and partial data from participant #9.

Participants had to be aged over 50 years, be fluent in English, and to have no significant cognitive impairments. Participants’ ages ranged from 51 to 85 years (mean 69 [SD 11.9] years).
Seven of our 9 participants were females. All 9 participants had English as their first language. None of the participants reported a history of mental health concerns. Participants were recruited through Age UK Exeter (participant #6, participant #7, participant #9) or personal contact with the authors (participant #1-5, participant #8) through word of mouth or previous participation in other studies. None of the participants had disruptive physical difficulties or cognitive impairments. Table 1 shows the demographics of our participants.

We found no differences in our analysis between those participants who received the Emotion Clock first and those who received the Emotion Board first.

Table 1. Demographics of our participants.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Age (years)</th>
<th>Gender</th>
<th>First device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant #1</td>
<td>69</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #2</td>
<td>74</td>
<td>Female</td>
<td>Emotion Board</td>
</tr>
<tr>
<td>Participant #3</td>
<td>69</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #4</td>
<td>51</td>
<td>Male</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #5</td>
<td>54</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #6</td>
<td>85</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #7</td>
<td>60</td>
<td>Male</td>
<td>Emotion Board</td>
</tr>
<tr>
<td>Participant #8</td>
<td>79</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
<tr>
<td>Participant #9</td>
<td>80</td>
<td>Female</td>
<td>Emotion Clock</td>
</tr>
</tbody>
</table>

Accuracy of the Logged Emotions

Using standard ANET vignettes provides baseline data of the emotion associated with the vignette, while the participant description states what emotion the participant wanted to record. Both can then be compared against the emotions recorded through the 2 prototypes.

Table 2. Cohen kappa values for each prototype.

<table>
<thead>
<tr>
<th>Prototype</th>
<th>Expected vignette emotion</th>
<th>Participant description emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion Clock</td>
<td>0.79</td>
<td>0.91</td>
</tr>
<tr>
<td>Emotion Board</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Examining the results as ordinal data, we calculated the Euclidean distance between the valence/arousal values collected through the prototypes and the expected valence/arousal from the vignettes. The Euclidean distance between the values collected through the prototypes and the participant’s description of the vignette was also calculated. Table 3 shows the Euclidean distances for each of the prototypes. To interpret these figures, it is important to note that there are 64 data points (8 vignettes from 8 participants) on 2 scales running from −2 to +2.

Table 3. The Euclidean distance for the valence and arousal data recorded through each interface compared against the expected data from the vignette and the participant description.

<table>
<thead>
<tr>
<th>Prototype</th>
<th>Vignette total distance</th>
<th>Participant description total distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion Clock</td>
<td>21.65</td>
<td>18.35</td>
</tr>
<tr>
<td>Emotion Board</td>
<td>58.45</td>
<td>21.40</td>
</tr>
</tbody>
</table>

To contextualize the data, we also calculated what the Euclidean distance would be if, for a given interface, all participants were 1 emotion out (see Figure 5, eg, the expected emotion was “excited” and the participant records “happy”). Such a scenario provides a Euclidean distance of 90.51. We also calculated what the Euclidean distance would be if, for a given interface, all participants provided the opposite emotion (eg, the expected emotion was “happy” and the participant records “sad”). Such a scenario provides a Euclidean distance of 286.22. Compared against these contextual calculations, our results in Table 3 show strong-to-moderate agreement between the expected emotion and the recorded emotion. This suggests that the disagreements between expected emotions and recorded emotions noted by the Cohen kappa results were not large discrepancies (eg, logging “happy” instead of “sad”) but small (eg, logging “excited” instead of “happy”).

Consistent with the kappa results, these results show a clear difference in the accuracy of the prototype responses with the
emotions logged through the Emotion Clock being the closest to both the vignette and participant description values.

**Participant Use of the Devices**

**Usage Behaviors**

Having established the accuracy of the devices, we considered the ways in which our participants used the prototypes. Our 9 participants recorded 1085 emotions across the 42-day study (see Table 4). The graph in Figure 7 shows the number of emotions recorded by each participant by study week. This shows some indication of novelty effects (with a high peak for most participants in week 1 and then, a general decline), but the number of emotions recorded is relatively consistent over time.

![Figure 7. A graph showing the number of logs made by each participant by study week. P: participant.](image)

Table 4. Number of emotions logged through the prototypes.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Emotion Clock (n=579)</th>
<th>Emotion Board (n=506)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant #1 (n=220)</td>
<td>134</td>
<td>86</td>
</tr>
<tr>
<td>Participant #2 (n=105)</td>
<td>43</td>
<td>62</td>
</tr>
<tr>
<td>Participant #3 (n=91)</td>
<td>31</td>
<td>60</td>
</tr>
<tr>
<td>Participant #4 (n=148)</td>
<td>63</td>
<td>85</td>
</tr>
<tr>
<td>Participant #5 (n=183)</td>
<td>62</td>
<td>121</td>
</tr>
<tr>
<td>Participant #6 (n=40)</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>Participant #7 (n=97)</td>
<td>93</td>
<td>4</td>
</tr>
<tr>
<td>Participant #8 (n=148)</td>
<td>76</td>
<td>72</td>
</tr>
<tr>
<td>Participant #9 (n=53)</td>
<td>53</td>
<td>N/Aa</td>
</tr>
</tbody>
</table>

aN: Not applicable.

In examining the emotions that were logged, there are 3 main groupings, with neutral emotions being logged most frequently (relaxed [n=318], calm [n=276], and bored [n=72]), followed by positive emotions (happy [n=272] and excited [n=76]), with more negative emotions logged rarely (sad [n=31], nervous [n=26], and annoyed [n=14]).

Seven of our participants developed a routine as to when they logged emotions through the devices. Each of these routines was somewhat similar, with all of these participants regularly logging in the morning and evenings, with additional logs throughout the day if seeing the device prompted them to think about logging:

…*I have very low energy in the morning. So I usually changed it in the morning. I'd look at it usually, certainly, in the evening as well because at that point I'd be feeling more energetic and lively. During the day, I think, really if... Most of the time, I’m feeling fairly calm and cheerful.* [Participant #1]
The remaining 2 participants had less of a routine around logging, relying on the prompts from the device or seeing the device as a reminder about logging:

…I don't think there was any specific time. It was when I suddenly thought, “Oh, I haven’t done that yet,” or I’d been out and I think, “I must do that when I get back.” [Participant #2]

All but one of the participants placed the devices in the living room, perhaps the most public area in the home. This decision appeared to be driven by the convenience of using the device in the room most used and where the device would act as a reminder.

For the 8 participants who placed the devices in the living room, there was no concern about their last logged emotion being publicly visible, with their visitors generally being people they would freely discuss their emotions with (friends, family, etc). Instead, the devices acted as a talking point about the purpose of our study, which often led to a discussion of self-reflection:

…I found people were interested in it and often noticed it when they visited, and were interested in the whole idea. I had some friends round, there was quite a long conversation about mood and how you recognize mood. It was a talking point quite a lot of times…when you talked about it, they could recognize that it could be actually quite a clever way of getting you to recognize your mood and to understand how your mood changed. [Participant #1]

The participant who did not publicly display the devices, placed them within their study—a room they spend large amounts of time in (and were thus prompted by seeing the device), without advertising their emotions to visitors.

**Perceived Need to Record Emotion**

Five of our participants saw value in the devices as tools to monitor their own emotions, use that monitoring as a prompt for self-reflection and, if necessary, make changes to improve their emotional state:

…it’s a good idea, because it makes you think about your mood, so therefore, you have to think before you select. So where, normally, I wouldn’t bother—I’d just rush through the day. [Participant #5]

Eight of our participants also saw the monitoring as potentially a useful mechanism for sharing their feelings over time with other people. This was predominantly in the context of well-being and identifying whether family or friends needed to undertake some action as the person monitoring had seen a persistent or severe change in emotion. Of these 8 participants, 5 would have been happy to share their emotions with loved ones:

…I think I would be more open to indicating than saying probably. That might be just a man thing but it’s you know I mean I just feel that I have to be happy and positive all the time. [Participant #7]

The remaining 3 participants indicated that they would be more comfortable with sharing with clinicians (eg, their doctor), would not be comfortable with sharing at all, or could see the value in sharing but did not feel they were at that life stage yet (which did not correspond with participant age). This led us to consider whether participants who were less willing to share had a different profile of logged emotions (eg, whether they had a greater percentage of negative emotions). Comparing the participants’ willingness to share their logged emotions with the emotions that participants had logged through the devices did not establish a clear pattern, with willingness to share more likely related to an individual’s feelings of privacy.

**Use of the Devices**

Having noted that most participants identified a perceived need for the devices, it is necessary to consider what evidence there is that the devices had value to our participants. Five of our participants found that both of the devices helped them reflect on their emotions, with another 2 participants reporting this was only the case for the Emotion Clock and the Emotion Board. The ability to regularly log an emotion was a sufficient prompt to provide a scaffold for all of these participants to reflect on their emotional state:

…I think I thought about my moods quite a bit more, how I was really feeling, you know… Using it has had a positive impact, yes, because I’ve had to really think about how I feel. [Participant #2]

This was particularly the case during significant occasions. For participant #1 over their birthday and for participant #2 when their dog died, they found that the devices were particularly helpful in encouraging them to reflect on how they were feeling.

Most of our participants would like to continue using the devices. When explicitly asked whether they would like to continue monitoring their emotions using our devices, 5 of the participants saw clear value in them and would like to continue using them. None of these participants expressed a preference for only continuing with one of the devices. The remaining 4 participants did not like to continue using the devices, mainly as they did not perceive any derived benefit from their use. This included the 3 participants who did not consider themselves at a life stage of needing such a device; therefore, their disinterest was not a matter of dislike but rather of current lack in perceived need for emotional well-being management.

**Device Preferences**

Although the devices share certain design characteristics, the nature of interaction is significantly different. The clock offers a quick, immediate, and limited choice, while the board offers a more open-ended exploratory wide-ranging selection. It is worth examining how our participants engaged with these distinct designs and what can be learnt from those engagements.

For the Emotion Clock, 7 participants praised the simplicity of design, stating:

“it was easy enough to use.” [Participant #9]

These participants went on to discuss how the specificity of the emotions listed was not necessarily the emotions they wanted to record:

…I am, actually, a very busy person, which is why I say you should have that on there. If you’re busy,
you’re not necessarily relaxed or calm. (Laughter)
You’re just busy. Obviously, ‘lonely’ is not on here.
[Participant #3]

This raises a question of the value of customizability, but in personalizing the words available for participants to select, the link between the device and the underlying psychological scales is removed. In contrast, only 2 participants felt that the Emotion Board (participant #3 and participant #4) was easy to use. Four participants felt that the Emotion Board was relatively difficult to understand, with the open nature of the interaction causing confusion:

…I sometimes found it a bit difficult to quite understand the square. I tended to move the thing round the edges of the square, I wasn’t sure how the middle works and whether that calibrated things differently into the center. [Participant #1]

For some participants, this meant that they did not feel comfortable exploring the range of options through the Emotion Board, thereby reducing the use of the device as they did not understand the continuum nature of the design. However, 5 participants felt that while the Emotion Board was harder to understand, the necessary thought could help provoke further engagement and reflection:

…I had to think about that more... I certainly had to think about it more than with the [Emotion Clock], because it was whether you were feeling up, down, you know, energized, not energized. [Participant #3]

Participant #4 also noted that they related more to associating feelings with colors than they did with words, making the Emotion Board much more meaningful for them.

When our participants were asked which of the devices they preferred, the Emotion Clock was the most popular choice, with 6 of the participants preferring the simplicity of the interaction and the visual design. The other 2 participants, participant #4 and participant #8, preferred the open-ended interaction of the Emotion Board.

Design Characteristics

Having explored the specific design qualities of the individual devices, it is worth considering the design characteristics the devices shared and how they influenced our participants. The 2 devices shared certain design characteristics, particularly a shared aesthetics and a shared prompting system.

Six of our participants discussed the aesthetics of the devices without being prompted. All 6 were positive about the designs, noting that constructing the devices from wood made the devices pleasant to look at and made them blend in to the home environment. This is important as the aesthetics of the devices are likely an important factor as to whether people are likely to use the devices for long-term use; we would argue that if people are pleased by having the device in the house, they are much more likely to engage with the emotion logging in the long term.

As reported earlier, only 2 of our participants relied on the prompts for logging emotions, with the other 7 participants developing their own routine. All of the participants noted that the audio prompting was not annoying and not distracting.

Participant #1 noted that on occasion, the prompt could be useful as an occasional reminder, while participant #2 suggested increasing the frequency to 4 times a day as a more regular prompt. In general, though, our moderate prompting appears to have been appropriate.

Discussion

Value of the Devices

The focus of this work has been in evaluating the value of our tangible emotion logging devices for older adults. Our results demonstrate that our tangible devices can record data comparable to psychological scales of emotion. Such a finding validates the use of TUIs in this context and demonstrates that such devices could hold value for older adults. Furthermore, the level of use of the devices from our participants indicates that the participants saw some value in using the devices. The devices hold certain design properties that supported this use, particularly reflection on sparse data, provision of no data history, and focus on minimal interactions.

These properties are not unique in research into reflective logging technology. The value of reflecting on sparse data with minimal history is attracting increasing attention [70,71]. Further, focusing on minimal interaction is seen as a way for users to log meaningful data without becoming overburdened by the effort of logging [63,64,72]. We have built on this work and demonstrated that these design qualities in a different context—tangible devices for older adults—can support meaningful emotional reflection. Our findings open the design space for further consideration of how tangible devices can support emotional logging and reflection.

More specifically, our work also contributes to 2 ongoing interrelated debates within the field: the role of reflection in designs such as ours and the value of customizability in logging devices.

The Role of Reflection

Along with much of the human-computer interaction field, we have been somewhat imprecise in our treatment of reflection in our work, providing no clear definition or placing it within a theoretical framework [73]. To a certain extent, this was deliberate—our interest has been more on the design and success of the device rather than the mechanism through which users gained value. Although we operate under the assumption that the act of logging an emotional state would prompt users to think about their emotions and more broadly, their well-being in a form of reflection in action [58], we have not attempted to demonstrate that this mechanism is how our users gained value from the devices.

One of the key debates over supporting reflection through interaction design is the process by which reflection occurs. The model from Li et al [74] argues that reflection only happens at 1 stage of the reflection life-cycle, after preparation, collection, and integration, with the reflection leading to an action. This contrasts with the model from Epstein et al [61], which is more cyclical, with reflection taking place during an activity as well as afterwards.
Our research supports work that has demonstrated that people can reflect on relatively sparse data [75]. Our results suggest that a simple interaction, with no recorded history, is sufficient to support some users in reflecting on their emotional state. This is much closer to the Epstein et al.’s [61] model of reflection. None of our participants requested to see their recorded data at any point during the study, further suggesting that focusing on the design of the logging experience rather than on the historical record could be more beneficial to users.

One of the aims of personal informatics is to support behavior change and self-improvement by helping people become more self-aware. Some researchers have proposed that to do this effectively, we should not be constrained by supporting the consideration of past events but provide recommendations for future actions [76]. Such systems involve a combination of different subsystems. These include interfaces and device development, the design of analysis algorithms, and a complex sociotechnical mechanism for supporting the recommended actions.

Instead of attempting to construct all of the elements of such a system, we have focused on a single element (the interface design and device development), with results indicating that well-designed interfaces can be sufficient for some people to derive value from them. It remains an open question for the field as to whether such results can be enhanced by connecting such an interface to a well-designed and validated sociotechnical system for supporting deeper reflective actions. Given the complexity of the necessary “ongoing negotiation of the boundaries and meanings of self within an anxious alliance of knowledge, bodies, devices, and data” that is necessary for effective long-term use of logging technologies [77], we have provided a starting point for exploring the value of tangibles in this alliance.

The Value of Customizability

Some participants noted that they would have liked to have been able to customize the devices so that they were logging emotions more linked to their day-to-day experiences. Although this is perfectly feasible from a design perspective, it does remove the link between the device design and the underlying validated psychological scales being used. Our focus on ensuring the devices are linked to the validated psychological scales comes from the broader context of this work, where the research team is part of a project investigating home-based health monitoring technology. Working with clinicians, there was a focus on ensuring that if the data were later to be shared with clinicians or other stakeholders, it would be possible to understand the data in the context of an established framework.

This dichotomy is representative of a long-standing concern within the personal informatics community, with some researchers exploring better ways of aggregating and analyzing precise quantifiable data [78,79] and others arguing for a switch from a focus on “behavior and its objective data to the self and its subjective meanings” [71].

An alternative approach would be to design around affect labelling. This regulation technique can be described as asking people to put their feelings into words [80], which can help people regulate their emotions [81]. This could prove an interesting route of customization for 2 reasons. First, it would be aggregating the labels in a meaningful way so that the historical record is useful to both the person logging and any related need (eg, with a clinician or carer). If the labels were restricted to a wide (but standardized) set such as Plutchik’s Wheel of Emotions [82] or the Geneva Emotion Wheel [83], this aggregation could still take place automatically. Second, given the value of affect labelling comes from its open-ended nature, this is a design challenge in translating such a technique into a tangible logging tool.

Limitations and Further Work

We are working in an imprecise area of human experience. This means our findings and conclusions must be tempered by known limitations as discussed below.

Our first limitation stems from the design decisions we made. First, the Emotion Board makes strong use of color. Color is an inappropriate prompt for people with color blindness, and we have not accounted for the cultural implications inherent in color. Second, our devices do not cover fleeting emotions, as discussed by 2 of our participants. Third, by focusing on tangible technology suitable for the home, the resulting design was not suitable for logging emotions in outside contexts, as noted by 3 participants. Although we acknowledge these limitations as properties of our designs, they also indicate promising directions for further work.

The study methodology has a limitation in that we are unable to report the extent to which the participants’ accuracy of interpreting the emotion expressed in the ANET vignettes was influenced by their personal ability to understand other people’s emotions or their personal emotional reactions to the stimuli. We decided against screening participants based on their ability to interpret emotions from the vignettes and compensated for this by asking for the participant descriptions.

Additionally, we have no mechanism for comparing the data that participants logged during the field trial and how those participants were actually feeling. Although none of the participants raised this as an issue during the interviews, we cannot be completely certain as to whether participants tended to underlog or overlog particular types of emotions. Methodologically, this remains a challenge.

More broadly, our participant pool is relatively small and further work is needed to explore the generalizability of our results. The size of our study was directly limited by the COVID-19 pandemic, with one study cut short (participant #9) and 2 recruited participants unable to take part (participant #10, participant #11). Given that we were unable to safely distribute the tangible artefacts to a particularly COVID-vulnerable population, we were unable to extend the number of participants within the study. Furthermore, 6 of our participants were recruited through contact with the authors through word of mouth or previous participation in other studies. Although we have no personal relationship with these participants, they are more likely to be engaged in this kind of research and more technically able than the population as a whole. This convenience sampling also led to a gender imbalance among
our participants. While limiting the strength of the evidence, we are not arguing that our results are replicable across the population at large, but we argue that our work provides promising results and indicates further research directions.

**Conclusion and Future Work**

In this paper, we have contributed one of the first empirical investigations into the suitability of using tangible devices based on standardized scales of emotion for older adults to log emotions. We conclude that our devices are sufficiently accurate in collecting emotional data from older adults. Additionally, our work demonstrates the potential for using tangible devices to assist older adults in logging their emotional state to support reflection and emotional well-being. We argue that there is a significant amount of future work needed to extend this work by exploring whether this value holds when using tangibility as a design property of more self-expressive logging technology for older adults. Given the sharp divide between the competing interests of generalizability and customizability, it is clear that designers have to establish what is more important to their user base. They should also ensure that their users have alternative options if their preferences change over time.

We argue that this success highlights the suitability for tangible devices to be used for long-term logging within the home. This study provides foundational support for tangible emotion self-logging devices for older adults and justifies further large-scale field studies exploring the effects of each device type on long-term engagement. In future work, we plan on exploring 2 interrelated aspects: (1) whether tangibility can be developed as a design quality for more self-expressive logging technologies and (2) exploring how to develop resilient sociotechnical support that responds to the data being logged by older adults. In doing so, we will better understand how tangible devices can help older adults wanting to maintain and improve their long-term well-being.
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Abstract

Background: Symptom checker apps are patient-facing decision support systems aimed at providing advice to laypersons on whether, where, and how to seek health care (disposition advice). Such advice can improve laypersons’ self-assessment and ultimately improve medical outcomes. Past research has mainly focused on the accuracy of symptom checker apps’ suggestions. To support decision-making, such apps need to provide not only accurate but also trustworthy advice. To date, only few studies have addressed the question of the extent to which laypersons trust symptom checker app advice or the factors that moderate their trust. Studies on general decision support systems have shown that framing automated systems (anthropomorphic or emphasizing expertise), for example, by using icons symbolizing artificial intelligence (AI), affects users’ trust.

Objective: This study aims to identify the factors influencing laypersons’ trust in the advice provided by symptom checker apps. Primarily, we investigated whether designs using anthropomorphic framing or framing the app as an AI increases users’ trust compared with no such framing.

Methods: Through a web-based survey, we recruited 494 US residents with no professional medical training. The participants had to first appraise the urgency of a fictitious patient description (case vignette). Subsequently, a decision aid (mock symptom checker app) provided disposition advice contradicting the participants’ appraisal, and they had to subsequently reappraise the vignette. Participants were randomized into 3 groups: 2 experimental groups using visual framing (anthropomorphic, 160/494, 32.4%, vs AI, 161/494, 32.6%) and a neutral group without such framing (173/494, 35%).

Results: Most participants (384/494, 77.7%) followed the decision aid’s advice, regardless of its urgency level. Neither anthropomorphic framing (odds ratio 1.120, 95% CI 0.664-1.897) nor framing as AI (odds ratio 0.942, 95% CI 0.565-1.570) increased behavioral or subjective trust (P=.99) compared with the no-frame condition. Even participants who were extremely certain in their own decisions (ie, 100% certain) commonly changed it in favor of the symptom checker’s advice (19/34, 56%). Propensity to trust and eHealth literacy were associated with increased subjective trust in the symptom checker (propensity to trust b=0.25; eHealth literacy b=0.2), whereas sociodemographic variables showed no such link with either subjective or behavioral trust.

Conclusions: Contrary to our expectation, neither the anthropomorphic framing nor the emphasis on AI increased trust in symptom checker advice compared with that of a neutral control condition. However, independent of the interface, most participants trusted the mock app’s advice, even when they were very certain of their own assessment. Thus, the question arises as to whether laypersons use such symptom checkers as substitutes rather than as aids in their own decision-making. With trust in symptom
checkers already high at baseline, the benefit of symptom checkers depends on interface designs that enable users to adequately calibrate their trust levels during usage.

**Trial Registration:** Deutsches Register Klinischer Studien DRKS00028561; https://tinyurl.com/rv4utefb (retrospectively registered).

(JMIR Hum Factors 2022;9(2):e35219) doi:10.2196/35219

**KEYWORDS** symptom checkers; disposition advice; anthropomorphism; artificial intelligence; urgency assessment; patient-centered care; human-computer interaction; consumer health; information technology; IT; mobile phone

**Introduction**

**Background**

Patients are increasingly searching for health information on the web before seeking medical care [1-3]. As an alternative to commercial search engines, patient-facing decision support systems called symptom checkers were developed to provide the first access point to health-related information. These tools are targeted at laypersons and ask users to enter their signs and symptoms before presenting preliminary diagnoses and an assessment of the level of care to seek [4]. The latter assessment, the so-called disposition or urgency advice, is arguably the more important function of symptom checkers, as it could prevent unnecessary visits and direct patients toward the appropriate health care facility, thus reducing the burden on the health care system [5,6].

**Related Work**

Symptom checkers have mostly been investigated in terms of accuracy; user characteristics; and, occasionally, their effect on user care-seeking behavior. We will report on these findings in turn. In non–industry-funded studies, their accuracy appears to be mediocre: Semigran et al [6] found that disposition advice of apps is accurate at 57% on average, Yu et al [7] identified an accuracy between 50% and 74% for emergency cases, and Hill et al [8] found appropriate disposition advice to be provided in 49% of case evaluations on average. Although the symptom checker accuracy in these studies is mediocre, the range is very broad, and some symptom checkers perform well. For example, Ceney et al [9] found a disposition accuracy of up to 90% for a system that performs best in urgency assessment. At the health system level, evidence is still inconclusive whether symptom checkers bear the potential to make patient journeys more efficient and decrease the burden on health care services, with a study on telephone triage suggesting a redistribution rather than a reduction in health care workload [4,10-12]. Given that the current reliability of symptom checkers seems rather low on average, 2 (systematic) reviews advise against using these tools in lieu of current assessment models [13,14].

Concerning user characteristics, research has found that symptom checker users are predominantly female, more often young than old, and more often have a higher than a lower level of education [15,16]. In terms of behavioral effects, one study showed that most users plan to follow the received advice [17]. Another study by Winn et al [18] found that the perceived urgency of symptoms decreased after using a symptom checker. However, the advice given by the symptom checker was not recorded in that study, and it remains unclear whether users are more prone to lower urgency advice or whether they might have overestimated the urgency in their initial assessment. A vignette-based experimental study found that on average, symptom checkers currently do not outperform laypersons in terms of disposition accuracy. However, best-in-class apps seem superior to laypersons [19,20].

In addition to a system’s accuracy, which is well known to affect behavior, subjective trust (ie, self-reported trust in automated systems; see the study by Schaefer et al [21]) is a key factor determining whether humans follow advice from decision aids or rely on automated systems (behavioral trust). Trust in automation has been shown to be influenced by several factors, which can be divided into performance based (eg, reliability) and attribute based (eg, appearance) [21]. Although symptom checker research has so far focused on performance-based factors, studies on the influence of attribute-based factors are mostly missing. In general automation research, anthropomorphism—making the automation appear human-like—has been identified as one of many potential influences [22]. There are several methods for designing human-like systems or framing them as such; however, visual anthropomorphism is the easiest to include in a symptom checker (eg, using a picture of a person on the user interface). The direction of the relationship between visual anthropomorphism and trust seems to vary. In a study by de Visser et al [23], trust was lower for anthropomorphic interfaces compared with technical systems. However, this is only the case when the system’s reliability is high. With decreasing reliability, trust decreased less steeply for the anthropomorphic system than for the technical system, suggesting a resilient influence of anthropomorphism, which could be replicated in another study [24].

In contrast, in a medical decision-making task, Pak et al [25] found that trust and follow rates, with constant reliability of 67%, were higher when the decision support system’s interface included the image of a physician. These contradictory findings might be explained by Hertz and Wiese [26], who found that people preferred assistive agents that were thought to have the greatest expertise for a specific task. For medical decision-making, health care professionals are highly trusted, and patients seem to ascribe greater expertise to physicians than to self-assessment apps, whereas in other use cases, such as analytical and computational tasks, users might find assistance from a nonhuman agent more trustworthy [1,27]. In terms of symptom checkers, anthropomorphic framing could be used to increase expertise perception because of humanization (ie,
making it more human like) or technological framing (eg, artificial intelligence [AI]) because of technologization (ie, emphasizing its technological nature so that it is seen as an expert system). Indeed, some symptom checkers, such as Symptomate [28], have already emphasized using AI algorithms, which are commonly used as a buzzword for machines imitating human intelligence [29]. Although transparent communication of using AI in applications will soon be required by law [30], the design of such systems often hints at displaying AI use to enhance trust because of increased expertise perception [31]. On the basis of these findings, will showing an image of a physician in symptom checkers make them more trustworthy? Could trust also be enhanced by emphasizing that symptom checkers base their recommendations on AI?

**Aim of This Study**

This study aimed to examine the influence of framing effects on subjective trust in symptom checkers and the behavioral consequences of trust (ie, dependence and following behavior), which are strongly related [32]. Higher trust is particularly useful when using highly accurate symptom checkers, as patient outcomes can only be improved by following correct (and safe) advice. However, when a symptom checker does not perform well, high trust can also be dangerous in the case of incorrect advice (eg, recommending self-care while emergency care is required). Thus, our study aimed to identify potential factors influencing users’ trust in these decision aids apart from system accuracy.

As trust in physicians is generally higher than in computerized decision aids [27], we were particularly interested in assessing whether anthropomorphic framing (ie, displaying an image of a physician as a human expert decision maker on the user interface) leads to increased trust in decision aids. Furthermore, we examined whether framing the symptom checker as being based on AI increases users’ trust. We hypothesized that anthropomorphism would increase participants’ subjective trust in the app and the proportion of participants following the app’s advice (behavioral trust). We expected the same effect (higher subjective and behavioral trust) when framing the symptom checker as AI. As Winn et al [18] showed that users commonly decreased their appraised urgency level after symptom checker use, we explored whether users might be more prone to follow a symptom checker when its urgency appraisal is lower than their own. Kopka and colleagues [33] found that most laypersons are certain in their urgency assessment and that in absolute numbers, laypersons make most errors when they are certain of their appraisal. For this reason, we also examined whether users tended to accept advice from such decision aids when they were already certain of their own judgment. We expected that users’ inclination to follow a decision aid’s advice would decrease with higher decisional certainty, as users tend to rely on automation when they are not confident but solve tasks manually when they are confident [34,35]. Finally, we explored the association between demographical and other interindividual variables and trust.

**Methods**

**Ethics Approval and Consent to Participate**

This study was approved by the Ethics Committee of the Department of Psychology and Ergonomics (Institut für Psychologie und Arbeitswissenschaft [IPA]) at Technische Universität Berlin (tracking number: FEU_9_210315). Participants volunteered to participate in the survey, and informed consent was required. On the first page, participants were told about the investigator, the study’s purpose, what data were to be collected during the study, and where and for how long they would be stored. On the second page, participants were informed about the duration of the survey (approximately 5 minutes) and received additional information regarding the scope and use of attention checks.

**Participants**

Yee et al [36] found that the effect size for showing a human in an interface on subjective trust was Cohen’s $d=0.28$. On the basis of an a priori power analysis for independent $t$ tests with an assumed Cronbach $\alpha$ of .05 and a power of $1-\beta=0.80$, we aimed to sample at least 477 ($n=159$, $n=159$, and $n=159$ for the 3 groups, respectively) participants to detect differences between the 3 groups (2 experimental groups and 1 control group). We expected some participants to fail attention checks (items that were embedded in the survey questions and asked participants to select a particular option, eg, “Please select Disagree”); therefore, we oversampled by 10%. To avoid participants’ decisions being influenced by their residential country or ability to understand the scenario, only US residents fluent in English were eligible. They also had to participate in the web-based questionnaire on a desktop device or tablet as the survey’s graphical elements could not be reliably displayed on smartphone devices. Another requirement was not being a medical professional (ie, nurse, paramedic, and physician). We sampled participants using Prolific [37], a platform characterized by high data quality [38], starting on Saturday, May 15, 2021, at 5 PM Eastern Daylight Time and on Sunday, May 16, 2021, at 4 PM Eastern Daylight Time. We chose these days as Casey et al [39] have shown that the samples recruited via the web are more diverse during the weekend than on working days. Following Ho et al [40], participants were compensated £0.70 (US $0.91) for their participation and received an additional £0.18 (US $0.24) as an incentive for the correct decision (ie, selecting self-care in their last appraisal) to increase data quality through attentive participation.

**Design**

We used a 1-factorial experimental design with factor framing and factor levels of anthropomorphic framing and framing as AI along with a control group (allocation ratio 1:1:1). These were manipulated by integrating a picture of a physician, an iconographic representation of AI similar to that displayed by Symptomate [28], or a mock company logo into the mock symptom checker’s advice screen (Figure 1). Participants were automatically randomly assigned (simple randomization) to one of these levels using a randomization tool integrated into the Unipark Enterprise Feedback Suite (EFS) Survey. In every condition, they had to appraise one and the same vignette
by deciding whether the fictitious patient required health care or self-care was sufficient. Although there are other urgency levels in symptom checkers, we chose this binary decision as the question of whether to seek care at all is the first decision patients must make [15,20]. The participants were tasked to appraise the case vignette twice: once before receiving advice from the decision aid (initial stand-alone assessment) and once after receiving the advice. The decision aid’s advice was programmed to always contradict the participant’s stand-alone assessment. The dependent variables were subjective and behavioral trust (ie, whether the participant followed the advice of the decision aid).

**Figure 1.** Interfaces: participants were asked about their initial appraisal and received contrary advice from the results screen of a mock symptom checker. Screens (A), (B), and (C) present advice to seek health care, whereas screens (D), (E), and (F) recommend that self-care is sufficient. Participants were randomized and received advice from a neutral (A) and (D), anthropomorphic (B) and (E), or artificial intelligence-framed (C) and (F) screen.

**Materials**

We chose one specific case vignette, originally used by Hill et al [8] to assess symptom checker accuracy, as it showed a high item variance; that is, participants in an unpublished pretest with 56 participants were about equally split in their appraisal of whether the fictitious patient required health care. Owing to the high item variance, this case vignette allowed us to capture
the potential influence of the advice’s urgency (ie, higher or lower urgency) on users’ trust. The case vignette describes the typical presentation of fungal skin infection (tinea pedis), colloquially known as athlete’s foot; “A 33-year-old male has scaly skin between the toes. The skin is a little itchy and turns soft and white when wetted. The skin has an odour.” According to the gold standard solution for this case vignette assigned by an expert panel [8], proper self-care was sufficient for this case. Although not necessary, we would also consider it appropriate to seek professional health care for the condition, as a physician could educate the patient on proper self-care options. Hence, it is neither negligent in regarding self-care as sufficient nor is it overcautious to deem the health care required when appraising this vignette. As the decision aid always disagreed with the participants’ initial assessment, it either gave higher or lower urgency advice depending on the participant’s initial stand-alone assessment. As most symptom checkers complement their disposition recommendation with a diagnostic assessment, our decision aid aimed a possible diagnosis congruent with the corresponding urgency level: when providing disposition advice more acute than the participant (ie, the symptom checker recommended seeking health care), the symptom checker provided the (made-up) diagnosis of psoriasis vulgaris along with the text, “These symptoms normally require medical evaluation, please see a healthcare professional!” For lower urgency, it returned the (original) diagnostic suggestion of tinea pedis along with the text, “These symptoms can normally be managed at home, self-care is sufficient!” The wording is based on a screening of different symptom checkers and represents a symbiosis between the advice given by Symptomate [28] and Ada [41].

As a decision aid, we created a mock app with a simple result presentation screen using PowerPoint (Microsoft Corporation) [42], Affinity Photo (Serif Ltd) [43], and Vectornator (Linearity) [44]. Participants could not interact with the decision aid to input information as not everyone would have entered the symptoms in the same way, and thus, the decision path would have differed. As this interaction influences trust [45], we tried to eliminate any resulting bias by presenting a results screen only. This design was inspired by Pak et al [25], who assessed anthropomorphism in a decision support system for diabetics using the picture of a physician. We designed our interfaces to include the same diagnoses and disposition advice with a picture of a mock symptom checker logo, a physician, or an icon representing AI (Figure 1). To ensure that the decision aid was displayed in the same way for all participants and that the results were not biased by different presentations on different phones, we placed the interface directly in a mock phone. The simulated phone could then be viewed on a computer or tablet. For the anthropomorphic condition, we chose the depiction of a young male physician based on the findings of a study by Pak et al [46], who found the depictions of a male physician embedded in a decision aid less susceptible to fluctuations in perceptions of trust as a function of the decision aid’s reliability, and depictions of younger agents exhibited fewer age differences in perceived trust than older agents.

Framing manipulation corresponds to the actual visual framing in a widely used symptom checker [28]. Although framing can be manipulated to a greater extent (eg, by presenting videos and stories [23]), we decided to use a picture only to represent currently applied practice. Therefore, the extent of our manipulation is similar to that of other studies that assessed the effects of anthropomorphism on trust in decision aids [25,47].

Survey

A web-based survey was developed using Unipark EFS Survey [48]. All collected data were saved on the platform, and only the authors of this study had access to the data. We evaluated the usability and technical functionality of the questionnaire and then conducted a pilot study in which test participants were asked to provide feedback on any display problems, unclear questions or statements, or other issues that might have occurred. After these were resolved, the questionnaire was rolled out as a voluntary, open survey that was only accessible via the Prolific recruitment platform (initial contact). We did not advertise the survey in any other way than presenting it on the platform. Participants were presented with 1 questionnaire on each page; hence, the items per page ranged from 1 to 13 on a sum of 19 pages. They could return using browser buttons and review their answers, which were checked for completeness using the built-in function of the Unipark EFS Survey. Although the symptom checker interfaces were adapted to the participant’s responses (see the Design section and the Materials section), we did not use adaptive questioning to reduce the number of questions.

Survey visitor numbers were assessed by assigning participants an ID when opening the questionnaire. Most participants accessing the survey completed it (completion rate: 572/607, 94.2%).

Dependent Measures

Subjective trust in the symptom checker app (primary outcome) was measured by adapting the Trust in Automated Systems Survey [49], which uses a 7-point Likert scale with 12 items; as suggested by Gutzwiller et al [50], we randomized the order in which items were presented to avoid a positive bias. Behavioral trust (secondary outcome) was measured using an adapted TNO trust task [51], as previously reported by several authors [23,24,47,52]. First, the participants had to rate the appropriate urgency level on their own. Afterward, they were shown the symptom checker app’s contradicting recommendation and had to make a final decision. We measured whether they changed their decision in favor of the decision aid’s advice and coded behavioral trust at the individual level as Boolean (true or false). We then determined the proportion of participants following the advice (follow rates) as a measure of behavioral trust at the group level.

Procedure

After participants gave consent to participate, we surveyed their age, gender, educational background, and prior medical training. Next, participants were asked about their propensity to trust using the Propensity to Trust in Technology Scale with 6 items on a 5-point Likert scale [53] and their eHealth literacy using the eHealth Literacy Scale with 8 items on a 5-point Likert scale [54].
Afterward, the 2 urgency levels (health care and self-care) between which the participants had to choose when appraising the fictitious case vignette were explained, and participants’ understanding of these definitions was assured with multiple-choice questions (3 rewordings of the urgency level definitions to which participants had to assign the correct urgency level). Next, they were shown the case vignette, and they appraised its urgency and rated their decisional certainty using a visual analogue scale with values from 0 (minimum certainty) to 100 (maximum certainty). They then saw the results screen of the mock decision aid advising the opposite of their assessment with 1 of the 3 different designs (Figure 1) and had to make a final decision on the urgency level and again state their decisional certainty.

Thereafter, they were presented with the Trust in Automated Systems Survey and had the opportunity to provide feedback or any other comments in an open text field. Finally, to ensure that our intervention was successful, participants were asked to specify which image was embedded in the decision aid presented to them previously (manipulation check).

Data Analysis
We cleaned and analyzed the data using base R (version 4.0.5) [55], the tidyverse packages [56], and aod [57]. For inferential analysis of continuous outcomes, we used a 1-way between-subjects ANOVA. For binary outcomes, we used dummy-coded binomial logistic regression and tested the coefficients using Wald chi-square tests. To test demographic and interindividual influences, we used multiple linear regression and multiple binomial logistic regression with standardized coefficients for better comparability. The effect coding scheme and results can be found in Multimedia Appendices 1-6. We used an effect coding scheme to compare each factor level to the mean of all factor levels. Thus, deviations from the mean can be quantified and tested for significance instead of performing group comparisons with a single, consistent reference category (as in dummy coding). For example, the coefficients and P values of gender 1 (Multimedia Appendix 1) represent the differences and significance tests of women compared with the mean of other genders. Similarly, the metrics of education 1 (Multimedia Appendix 2) represent differences between participants with a bachelor’s degree compared with the mean of all other education levels. Finally, we conducted sensitivity power analyses using the R package pwr [58] to estimate the population effect size for selected results that appeared statistically nonsignificant.

Results
Participant Characteristics
The survey was completed in 6 minutes and 19 seconds (Median, IQR 4 minutes, 36 seconds to 8 minutes, 46 seconds). Of the 607 individuals accessing the survey, 35 (5.8%) did not finish the questionnaire, 14 (2.3%) were excluded as they were trained medical professionals, 27 (4.4%) were excluded as they took part on a mobile phone, and 37 (6.1%) failed at least one of the attention checks. Therefore, of the 607 individuals, the total sample size was 494 (81.4%). Distributions of age, gender, level of education, propensity to trust, and eHealth literacy overall and in each of the 3 groups are reported in Table 1.
Table 1. Participant characteristics (N=494).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=173)</th>
<th>Anthropomorphic (n=160)</th>
<th>Artificial intelligence (n=161)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.5 (13.8)</td>
<td>32.1 (12.5)</td>
<td>31.6 (12.2)</td>
<td>32.8 (12.9)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>81 (46.8)</td>
<td>78 (48.8)</td>
<td>77 (47.8)</td>
<td>236 (47.8)</td>
</tr>
<tr>
<td>Male</td>
<td>87 (50.3)</td>
<td>80 (50)</td>
<td>82 (50.9)</td>
<td>249 (50.4)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.9)</td>
<td>2 (1.3)</td>
<td>2 (1.2)</td>
<td>9 (1.8)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>0 (0)</td>
<td>4 (2.5)</td>
<td>3 (1.9)</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>25 (14.5)</td>
<td>12 (7.5)</td>
<td>20 (12.4)</td>
<td>57 (11.5)</td>
</tr>
<tr>
<td>College or associate degree</td>
<td>48 (27.7)</td>
<td>50 (31.3)</td>
<td>63 (39.1)</td>
<td>161 (32.6)</td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>66 (38.2)</td>
<td>66 (41.3)</td>
<td>52 (32.3)</td>
<td>184 (37.2)</td>
</tr>
<tr>
<td>Graduate degree or higher</td>
<td>34 (19.7)</td>
<td>28 (17.5)</td>
<td>23 (14.3)</td>
<td>85 (17.2)</td>
</tr>
<tr>
<td>Prior medical training, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No training</td>
<td>141 (81.5)</td>
<td>135 (84.4)</td>
<td>136 (84.3)</td>
<td>412 (83.4)</td>
</tr>
<tr>
<td>Basic first aid</td>
<td>32 (18.5)</td>
<td>25 (15.6)</td>
<td>25 (15.5)</td>
<td>82 (16.6)</td>
</tr>
<tr>
<td>Propensity to Trust score&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>4.1 (0.5)</td>
<td>4.1 (0.5)</td>
<td>4.0 (0.5)</td>
<td>4.1 (0.5)</td>
</tr>
<tr>
<td>eHEALS&lt;sup&gt;b&lt;/sup&gt; score&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>30.5 (4.91)</td>
<td>30.0 (5.27)</td>
<td>30.1 (5.61)</td>
<td>30.2 (5.25)</td>
</tr>
<tr>
<td>Initial assessment of the case vignette, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td>60 (34.7)</td>
<td>62 (38.8)</td>
<td>65 (40.4)</td>
<td>187 (37.9)</td>
</tr>
<tr>
<td>Self-care</td>
<td>113 (65.3)</td>
<td>98 (61.3)</td>
<td>96 (59.6)</td>
<td>307 (62.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Propensity to Trust refers to the Propensity to Trust in Technology Scale, and possible scores range from 1 (low) to 5 (high).

<sup>b</sup>eHEALS: eHealth Literacy Scale.

<sup>c</sup>Possible scores range from 8 (low) to 40 (high).

Almost all participants (480/494, 97.2%) correctly recollected the image embedded in the mock decision aid (manipulation check).

Influence of Framing on Participants’ Trust

Subjective Trust

Descriptively, trust in all 3 framing conditions was very similar (anthropomorphic: mean 4.503, SD 0.922; AI: mean 4.495, SD 0.817; control: mean 4.508, SD 0.921; Figure 2). Framing had no significant effect on subjective trust ($F_{2,491}=0.009; P=.99; \eta^2=0.00$). On the basis of a sensitivity power analysis ($\alpha=.05; 1-\beta=0.80$; anthropomorphic n=160, AI n=173, and control n=161), we estimated the effect size of possible differences between the groups to not be greater than $\eta^2=0.018$. 
Behavioral Trust

Most participants followed the decision aid’s advice and changed their urgency appraisal (384/494, 77.7%). Behavioral trust was slightly higher for the anthropomorphic system (127/160, 79.4%) than for the control group (134/173, 77.5%); however, the difference (odds ratio [OR] 1.120, 95% CI 0.664-1.897) was not statistically significant ($\chi^2 = 0.2; P = .67$).

Behavioral trust was slightly lower for the AI system (123/161, 76.4%) than for the control group; however, the difference (OR 0.942, 95% CI 0.565-1.570) was not statistically significant ($\chi^2 = 0.053; P = .82$), either.

Influence of the Urgency Level Provided by the Decision Aid on Trust

We observed no differences in subjective trust between participants receiving advice of greater urgency (health care required) than their stand-alone initial assessment (self-care sufficient) (mean 4.5, SD 0.919) and those receiving less urgent advice (mean 4.5, SD 0.869). Concerning behavioral trust, the proportion of participants who followed more urgent advice was slightly lower (235/307, 76.5%) than the proportion who followed advice of lower urgency than their own initial stand-alone assessment (149/187, 79.7%).

Influence of Participants’ Decisional Certainty on Trust

The participants of all 3 groups were certain about their initial stand-alone assessment (median 70, IQR 60-81). Only 12.8% (63/494) were unsure (ie, indicating a certainty of <50% about their appraisal). No differences in patterns were observed between the framing conditions.

Participants’ certainty in their initial assessment was not associated with subjective trust in the decision aids ($R^2 = 0.001$; Figure 3). With increasing decisional certainty, behavioral trust decreased (OR 0.966, 95% CI 0.952-0.979; $\chi^2 = 25.0; P < .001$; McFadden $R^2 = 0.055$). However, behavioral trust was high and remained >50% (19/34, 56%), even for participants indicating maximum decision certainty (100/100; Figure 4). There were no differences between the framing conditions.
Demographic and Interindividual Influences on Trust

Neither demographic variables (age, gender, and education) nor basic first aid training was associated with subjective and behavioral trust in the symptom checker when controlling for the other variables. However, an individual’s propensity for trust and eHealth literacy increased subjective trust and were statistically significant ($P < .001$). However, these 2 variables did not have a statistically significant influence on behavioral trust (Multimedia Appendices 4 and 6).

Discussion

Principal Findings

Effect of Anthropomorphic or AI Framing

The aim of this study was to explore the factors influencing laypersons’ subjective and behavioral trust in symptom checkers. In particular, we examined the hypothesis that the common features of symptom checker interfaces that frame the system as either AI-based or anthropomorphic affect users’ trust in these systems. Our analysis does not support this hypothesis: we could not observe a difference in trust—neither subjective nor behavioral—between a neutral symptom checker interface (showing a mock company logo) and interfaces framed as either anthropomorphic or as using AI. This is in contrast to previous findings from other domains where anthropomorphism led to an increase or decrease in trust [23-25]. In addition, we expected that designing anthropomorphic decision aids in a clinical context would yield higher trust as symptom checker users trust physicians more than self-assessment apps [15,26,27,59]. However, our participants’ trust was unaffected by how the symptom checker was framed, indicating that users seem to perceive a symptom checker mainly as an app, regardless of whether a depiction of a physician or an AI icon is included. We did not find an effect of framing on subjective and behavioral trust in our study; however, we cannot rule out that framing might influence other variables in the trust formation process. For example, anthropomorphism has been shown to moderate the relationship between reliability and trust [23,24]: framing might moderate the impact of a decision aid’s reliability on trust; however, it might not be sufficient to build trust (in medical advice) on its own. Instead, other factors, such as explanations of the reasoning underlying the symptom checker’s advice, might help build trust more effectively [60].

Persuasive Power of Symptom Checker Apps

We found that most participants (384/494, 77.7%) followed the decision aid’s advice. This is in line with Verzantvoort et al [17], who reported a high intention of users to follow dispositional advice from a decision aid (65%). However, both findings stand in contrast to those indicating a low behavioral trust in symptom checkers; for example, Meyer et al [15] reported that only a minority of those advised by a symptom checker to visit the emergency department followed this advice, and Miller et al [61] found that most patients presenting to a primary care clinic stick to their stand-alone assessment when using a symptom checker in a primary care clinic’s waiting room. Taken together, these findings hint at symptom checker users’ behavioral trust being a function of the exact urgency decision and context of use: when users are undecided between seeking emergency or nonemergency care, they might depend less on the symptom checker’s advice compared with when choosing whether professional medical care is required at all or self-care is appropriate. Users might also be more inclined to accept guiding advice from symptom checker apps before arriving at a health care facility. Interestingly, a web search seems to change only few people’s urgency level [62]; this indicates a difference in advice-taking between symptom checker use and general web search.

Another influencing factor on behavioral trust is decisional certainty; that is, whether users follow a symptom checker’s advice depends on how certain they are of their own stand-alone assessment. However, our findings hint at the high persuasive power of symptom checkers: although participants indicating maximum certainty in their own stand-alone assessment followed the advice less often than those indicating lower levels of certainty, most still changed their decision according to the decision aid’s recommendation. This finding is central as it emphasizes the impact symptom checkers may have on the urgency decision. Symptom checkers could not only assist when...
patients are uncertain whether and where to seek health care but also convince those who (wrongly) are very certain in their appraisal. This might prove very useful, as Kopka and colleagues [33] report that laypersons’ urgency errors are most frequent when they indicate high confidence in their stand-alone appraisal. In contrast, high dependence on symptom checkers potentially signifies laypersons using them as a replacement for decision-making rather than as a decision aid. This should be further investigated through research on the cognitive and metacognitive mechanisms with which laypersons monitor their own reasoning when confronted with advice from symptom checkers, similar to the Jussupow et al [63] study on an AI-based decision aid supporting physicians in diagnostic decisions. In addition, laypersons’ high dependence on symptom checkers emphasizes the need for a framework to identify and label those apps defying the general trend by proving them to be both accurate and safe to use, as currently, symptom checkers’ accuracy is being reported as mediocre in general, with only a few performing well [6-9,14].

Interindividual Variables’ Effect on Trust in Symptom Checkers

A previous study indicated gender differences in appraising medical situations (eg, Cooper and Humphrey [64] showed that female participants assessed their urgency as more risk averse); however, we could not replicate this finding for trust. Our findings suggest that demographic and interindividual differences might be negligible when drafting recommendations on whether and how symptom checker apps should be designed. Although users who are generally more inclined to trust show higher subjective trust in symptom checkers, they do not seem to follow their advice more often, which might have methodological reasons; that is, the item terminology referencing technology too broadly [53,65]. Concerning the influence of eHealth literacy on trust, we observed that it increased subjective trust but not behavioral trust. Users with higher eHealth literacy might have more knowledge about eHealth applications and thus be more open to receiving advice from a decision aid while at the same time being more able to integrate a decision aid’s advice into their own decision-making rather than uncritically adopting the presented advice.

Limitations

First, the intervention might not have been effective in producing meaningful differences. However, nearly all participants (480/494, 97.2%) were able to recall the picture they were presented with as part of the decision aid, thus proving that they took note of the depictions used for framing. Moreover, the results remained consistent, even if participants who could not recall the presented picture were excluded from the analysis. The framing itself represents another limitation. Although we followed the current practice and manipulation extent of previous studies, other interface and framing aspects are conceivable that may not have been captured in this study. For example, it would be interesting to assess whether personalized images (eg, patients’ own physicians) could increase their trust.

In our study, participants did not interact with the decision aid as we only presented a symptom checker’s results screen instead of letting them enter the data or symptoms into an actual app. This was done to keep the survey short, avoid dropout when entering symptoms for a longer period, and avoid introducing any bias because of different algorithmic pathways resulting from participants unreliably entering information, which is a nonnegligible risk, as shown by Jungmann et al [66]. As trust could be influenced by user experience throughout the interaction [45], we could not account for a potentially moderating role of that factor. This limitation applies equally to all experimental groups; thus, internal validity is not compromised. However, as symptom checkers commonly require extensive user interaction over a span of multiple minutes [67], their ecological validity might be limited. Future research should alter the existing symptom checkers to test whether our results can be replicated in practice. Our participants also only evaluated a single case vignette, whereas, in other studies, participants solved as many as 20 with the help of a symptom checker app. Hence, the duration of exposure to the intervention was low in our study. However, we consider this closer to the real use case of symptom checkers, where users seek advice on a single set of complaints rather than systematically testing the app by iteratively entering the signs and symptoms of highly heterogeneous fictitious patient descriptions. However, unlike in the real use case, participants could not change their decision at a later stage. In practice, they might decide to see a health care professional after gathering further evidence, even if they decided for self-care to be sufficient when using a symptom checker. Thus, our concept of behavioral trust only captures users’ intentions after consulting a symptom checker, not their actual behavior (ie, [not] seeking health care according to the symptom checker’s prompt).

All participants appraised only a single case vignette, which was the same across all 3 groups. We used only this specific case vignette as it has been used in previous studies and was ambiguous enough for patients to choose both self-care and health care. However, technically, many other vignettes and symptoms can be entered and should thus be investigated in the future. The gold standard for the case vignette used in this study is self-care; however, visiting a health care professional with these symptoms is not inappropriate and, in particular, not unsafe. Thus, deviation from the gold standard solution may be considered wrong but not consequential. Although the gold standard solution was assigned by a panel of physicians, the idea of absolute correct urgency may vary for different physicians. It would be interesting to see whether our findings can be replicated for a variety of cases with different gold standard urgency levels (eg, 3-tiered or 4-tiered urgency levels). Other decisions, such as whether emergency care is required, should also be examined, as this study could not provide any evidence for other urgency-related decisions. Especially concerning the decision of whether emergency care is required, we consider a further investigation into the question of whether layperson trust is unaffected by the direction of the (contradicting) advice by a decision aid worthwhile, as here, an incorrect appraisal is more consequential.

It cannot be ruled out that some participants researched the correct solution on the web to obtain a bonus. However, as this...
could have occurred in all groups, internal validity should not be impaired.

Participants did not assess their own symptoms but were presented with a fictitious case vignette as a proxy for a medical case. Although this arguably reductionist approach is commonly applied when evaluating symptom checkers [6,8,68,69], it remains unclear whether participants assess these symptoms in the same way they do when experiencing them. For example, in the case of real symptoms, not only might the information input change, but the patients’ mental well-being and their perceived self-efficacy in implementing an action might also have an impact. It is also conceivable that participants might not have empathized enough with the situation or that the urgency was assessed differently. However, web-based health information sources are commonly used to assess the symptoms of others [3]; thus, this use case still possesses a high degree of external validity.

As we only collected quantitative data, we could not explain why the participants changed their decisions. Future studies should conduct qualitative studies on decision-making when assisted by a symptom checker.

Finally, the participants in this study were well-educated, with 54.5% (269/494) of participants having a bachelor’s degree or higher. Although our sample is not representative of the US population, the average education level is very close to that of symptom checker users [15]. The same applies to our participants’ average age, which is very close to that of users [16] and had no impact on our exploratory analyses.

Practical Implications

Although some developers frame their symptom checkers as anthropomorphic or as an AI, there appears to be no meaningful impact on users’ trust based on our study. Although previous studies found an influence of anthropomorphism on trust in general automation [23-25], we could not extend these findings to symptom checkers. As we kept this study as true to reality as possible—by specifically using a mock symptom checker instead of other decision aids used in experimental laboratory setups and by testing an externally valid use case where users only assessed a single case vignette and could not estimate symptom checker accuracy—our results are more applicable to the specific use case of symptom checkers. The effect found by other authors presumably materializes only when users can assess a system’s accuracy. As multiple assessments in a row do not correspond to the natural use of symptom checkers, framing (as currently applied) does not seem to provide any benefit in terms of trust.

Although sociodemographic factors appear to have an impact on symptom checker use [15,16], they do not seem to alter trust. Thus, trust depends on eHealth literacy; for example, symptom checkers do not need to be customized for age, gender, or education to increase trust, although they might be customized to increase usability and user experience.

Finally, as initial trust is very high, regardless of framing and demographic factors, further increasing users’ trust in these systems may not be a priority. Instead, we suggest that it may be more worthwhile to explore ways of supporting users in their decision-making so that they do not have to rely uncritically on a symptom checker’s advice. For example, this can be achieved by providing explanations of disposition advice tailored to the individual user [60].

Conclusions

The subjective and behavioral trust of laypersons in clinical decision aids is high and is not influenced by framing such systems as anthropomorphic or using AI.

However, users are inclined to change their minds based on the symptom checker’s advice, even when they report maximum certainty in their initial and contradicting stand-alone appraisal. This indicates the high persuasive power of the symptom checker and thus demonstrates its potential to make patient journeys more efficient. At the same time, our findings hint at the danger that laypersons may use symptom checkers to substitute rather than to assist their own decision-making. Although some symptom checkers commonly provide accurate and safe advice, the range of symptom checker accuracy varies widely. Thus, before recommending symptom checkers for general use, rigorous standards for evaluating symptom checkers must be defined to ensure that only those symptom checkers are recommended that are accurate and safe enough to be worthy of the trust people have in them. Further research should investigate how to ensure that symptom checkers function as aids rather than replacements in laypersons’ decision-making.
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Abstract

Background: Cardiovascular disease (CVD) and type 2 diabetes mellitus (T2DM) are posing a huge burden on health care systems worldwide. Mobile apps can deliver behavior change interventions for chronic disease prevention on a large scale, but current evidence for their effectiveness is limited.

Objective: This paper reported on the development and user testing of a mobile app that aims at increasing risk awareness and engaging users in behavior change. It would form part of an intervention for primary prevention of CVD and T2DM.

Methods: The theoretical framework of the app design was based on the Behaviour Change Wheel, combined with the capability, opportunity, and motivation for behavior change system and the behavior change techniques from the Behavior Change Technique Taxonomy (version 1). In addition, evidence from scientific literature has guided the development process. The prototype was tested for user-friendliness via an iterative approach. We conducted semistructured interviews with individuals in the target populations, which included the System Usability Scale. We transcribed and analyzed the interviews using descriptive statistics for the System Usability Scale and thematic analysis to identify app features that improved utility and usability.

Results: The target population was Australians aged ≥45 years. The app included 4 core modules (risk score, goal setting, health measures, and education). In these modules, users learned about their risk for CVD and T2DM; set goals for smoking, alcohol consumption, diet, and physical activity; and tracked them. In total, we included 12 behavior change techniques. We conducted 2 rounds of usability testing, each involving 5 participants. The average age of the participants was 58 (SD 8) years. Totally, 60% (6/10) of the participants owned iPhone Operating System phones, and 40% (4/10) of them owned Android phones. In the first round, we identified a technical issue that prevented 30% (3/10) of the participants from completing the registration process. Among the 70% (7/10) of participants who were able to complete the registration process, 71% (5/7) rated the app above average, based on the System Usability Scale. During the interviews, we identified some issues related to functionality, content, and language and clarity. We used the participants’ feedback to improve these aspects.

Conclusions: We developed the app using behavior change theory and scientific evidence. The user testing allowed us to identify and remove technical errors and integrate additional functions into the app, which the participants had requested. Next, we will evaluate the feasibility of the revised version of the app developed through this design process and usability testing.

(JMIR Hum Factors 2022;9(2):e35065) doi:10.2196/35065
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Introduction

Description of the Behaviors
Cardiovascular disease (CVD) and type 2 diabetes mellitus (T2DM) are 2 widely prevalent chronic conditions [1]. They are highly associated with unhealthy lifestyle, including tobacco smoking, alcohol consumption, poor diet, and physical inactivity. This means that preventative interventions that target these 4 behavioral risk factors can help reduce the risk of developing CVD and T2DM. According to the Global Burden of Disease Study 2019, these 4 factors are among the top behavioral risk factors for the total burden of disease [2]. In 2018, tobacco use contributed the most (8.6%) to the total disability-adjusted life years of Australians, followed by overweight and obesity (8.4%), dietary risk factors (5.4%), high blood pressure (5.1%), and alcohol use (4.5%) [3]. The authors of the report estimated that 38% of the burden of disease measured in the Australian Burden of Disease Study 2018 could have been prevented by reducing or avoiding exposure to the modifiable risk factors that were included in the study [3].

Overview of Existing Mobile Interventions for Chronic Disease Prevention
Mobile health interventions can be used to address these risk behaviors and help people reduce their risk for CVD and T2DM. Many apps have already been developed for the 4 risk behaviors. In a systematic review from 2020, Milne-Ives et al [4] concluded that there was no strong evidence to show that mobile apps can effectively improve health behaviors or outcomes, because only a few studies demonstrated statistically significantly better results in the intervention compared with the control group [4]. Similar results were reported by Palmer et al [5], Marcolino et al [6], Romeo et al [7], and Lunde et al [8]. We conducted a systematic review of mobile health–based multiple risk factor interventions for the prevention of CVD and T2DM [9]. The review included 3 studies on CVD prevention [10-12] and 6 on T2DM prevention [13-18]. Although the evidence was weak, the findings indicated that at least small to moderate reductions in CVD and T2DM risk can be achieved through mobile health interventions [9]. More recently, Redfern et al [19] published the results of a randomized controlled trial of an app-based intervention for CVD prevention. The intervention aimed at changes in diet, physical activity, smoking, and mental health, but not in alcohol consumption [19]. It showed borderline improvements in risk factors (blood pressure and lipids) and risk-related behaviors (physical activity and eHealth literacy) [19]. None of these interventions targeted CVD and T2DM prevention simultaneously, which is a gap that we aimed to address.

A recurring criticism by authors of systematic reviews is the low quality of evidence for the effectiveness of mobile health interventions [4-9,20-25]. Many have highlighted a lack of rigorous reporting on the theory underlying the intervention and the behavior change techniques included in the app [4,5,8,20-25]. Michie et al [26] explained that the interventions need to be accurately and fully described to subsequently understand which parts of behavior change interventions contributed to outcomes. Carraça et al [21] and Black et al [25] found that effective behavior change techniques vary depending on the mode of delivery, for example, between face-to-face and digital interventions. This means that researchers cannot simply refer to the results of face-to-face behavior change interventions when deciding which behavior change techniques are to be included in the app design.

In addition, Palmer et al [5] found that many studies have focused on individual risk factors. In their systematic review of mobile-based interventions for the prevention of noncommunicable diseases, only 2 of the 71 studies targeted smoking, diet, and physical inactivity, and none targeted all the 4 behaviors (ie, smoking, diet, physical inactivity, and alcohol consumption) [5]. Noble et al [27] conducted a systematic review to investigate which behavioral risk factors were related. They identified that the 4 behaviors often occurred in clusters. Therefore, they argued in favor of multiple behavioral risk interventions [27]. Geller et al [28] highlighted that the behavioral risk factors for chronic conditions are overlapping, which means that successfully addressing these factors will reduce the risk for various chronic diseases.

Objectives
This study formed part of a larger project in which we aimed to develop and evaluate a mobile app–based intervention for CVD and T2DM risk awareness and prevention. The intervention’s goal is to reduce the risk of both CVD and T2DM by targeting smoking, alcohol consumption, poor diet, and physical inactivity. In this paper, we have described the systematic development and refinement of the mobile app through usability testing.

Methods

Methodology
This study followed the methodology developed by Tombor et al [29] for the development of digital behavior change interventions. The methodology combines elements of the United Kingdom’s Medical Research Council guidance [30], Multiphase Optimization Strategy [31], and Behaviour Change Wheel (BCW) [32]. Following these multiphase approaches, the development of the app-based intervention was divided into three phases—preparation, design, and piloting.

Preparation Phase
Step 1: Identify Target Behavior
This app-based intervention focused on 4 behaviors: smoking cessation, moderate alcohol intake, healthy diet (ie, adequate fruit and vegetable intake and avoidance of sugary drinks), and physical activity (ie, walking and other forms of exercise). These 4 behaviors are associated with decreased risk of CVD and T2DM [2]. Regarding smoking, the Australian National Strategy aims to prevent the uptake of smoking, encourage smokers to stop as soon as possible, and support former smokers to stay smoke-free [33]. Regarding alcohol, the Australian guidelines recommend ≤10 standard drinks per week and a maximum of 4 drinks on any day [34]. The Australian recommendations for a healthy diet include a combination of 5 serves of vegetables and 2 serves of fruits per day and no sugary drinks [35].
advice on exercise states at least 150 minutes of physical activity for people aged 45 to 64 years per week and at least 30 minutes on most, if not all, days for people aged ≥65 years [36]. We assumed that not everyone had to change all 4 risk behaviors. The specific target would depend on the individuals and their needs. Long-term behavior changes were required to lower CVD or T2DM risk [37-40].

**Step 2: Identify the Theoretical Base**

We used BCW as a theoretical base and combined it with the Behavior Change Technique Taxonomy (version 1) by Michie et al [41] to develop the app. Michie et al [32] developed BCW based on findings from a systematic review of existing frameworks of behavior change interventions. The researchers assessed the identified frameworks and addressed each of their limitations in a unified framework, namely the BCW [32]. Then, they tested the reliability with which the framework can be applied in practice [32]. BCW incorporates the capability, opportunity, and motivation for behavior change (COM-B) system [32], which describes the 3 components, capability, opportunity, and motivation, that jointly influence behavior. BCW consists of 3 layers that interact with each other [32]. The COM-B system builds the inner layer [32]. Capability describes physical and psychological factors that allow an individual to act on certain behavior [32]. Opportunity consists of physical and social factors that enable behavior [32]. Motivation comprises automatic or reflective thought processes that influence an individual’s action [32]. The next layer consists of 9 intervention functions (education, persuasion, incentivization, coercion, training, enablement, modeling, environmental restructuring, and restrictions), followed by a layer of 9 policy categories (environmental and social planning, communication and marketing, legislation, service provision, regulation, fiscal measures, and guidelines) [32].

**Step 3: Review Relevant Scientific Literature**

We conducted a systematic literature review to assess the current evidence for the effectiveness of mobile health–based interventions in reducing the risk for CVD and T2DM, with a focus on multiple behavioral risk factor interventions [9]. In addition, we conducted a scoping review between August 2019 and August 2020 to identify relevant papers on behavior change, user engagement, and persuasion in the context of digital health, CVD and T2DM risk prediction, goal setting theory, and risk communication.

**Step 4: Conduct Needs Assessment**

The focus of the app-based intervention is the prevention of CVD and T2DM in Australian adults aged ≥45 years through behavior change. The Australian CVD risk guidelines defined CVD “collectively...as coronary heart disease, stroke and other vascular disease including peripheral arterial disease and renovascular disease” [42]. Diagnostic criteria depended on the specific condition. The Royal Australian Commission of General Practitioners defined T2DM as a "chronic and progressive medical condition that results from two major metabolic dysfunctions: insulin resistance and then pancreatic islet cell dysfunction causing a relative insulin deficiency" [43]. The diagnostic criteria comprised presentation of hyperglycemic crisis, a single elevated fasting blood glucose level ≥7 mmol/L, a single hemoglobin A1c ≥6.5%, or a random blood glucose level ≥11.1 mmol/L (the criteria is slightly different for asymptomatic individuals) [43]. We chose the age group for the intervention based on the advice of the Royal Australian Commission of General Practitioners for general practitioners (GPs) to conduct screening for risk factors and potentially initiate preventative measures in the healthy population ≥45 years [44]. For quantitative needs assessment, we reviewed the data from the Australian Burden of Disease Study 2015 [45] and the Australian National Health Survey 2017-18 [46]; these are summarized in Table S1 of Multimedia Appendix 1 [21,23-25,45-55]. For qualitative needs assessment, we studied the audio and video presentations of people’s real-life experiences of aging in Australia by Healthtalk Australia [56].

**Design Phase**

**Step 5: Select Mode of Delivery**

We will deliver the intervention via a mobile app. According to the National Health Survey 2017-18 [46], 89.7% of Australians aged ≥45 years stated that they owned a mobile phone or smartphone.

**Step 6: Select Intervention Components**

We selected BCW intervention functions following the affordability, practicability, effectiveness and cost-effectiveness, acceptability, side effects and safety, and equity (APEASE) criteria [57]. The criteria include whether the intervention is within an acceptable budget, whether it can be delivered as designed, whether it delivers desirable outcomes in practice, whether the benefit-cost ratio is favorable, whether relevant stakeholders consider it as appropriate, whether the risk-benefit ratio is favorable, and whether it narrows or widens disparities between different societal groups [57]. We selected 4 intervention functions: education (ie, “increasing knowledge or understanding”), persuasion (ie, “using communication to induce positive or negative feelings or stimulate action”), incentivization (ie, “creating an expectation of reward”), and enablement (ie, “increasing means/reducing barriers to increase capability [beyond education and training] or opportunity [beyond environmental restructuring]”) from the BCW [57]. Furthermore, we picked 2 policy categories: communication and marketing, and service provision. We chose the intervention components based on previous experience with other apps and published literature.

**Step 7: Specify the Intervention Content by Behavior Change Techniques**

We used the Behavior Change Technique Taxonomy (version 1) by Michie et al [41] to select suitable behavior change techniques and connected them to the appropriate intervention functions, COM-B system components, and policy categories. We identified literature that reported on effective behavior change techniques in mobile health interventions. Subsequently, we developed an intervention strategy based on the selected behavior change techniques. Several systematic reviews and meta-analyses as well as other studies have been published, aiming to identify effective behavior change techniques for mobile health interventions, such as the studies by Carraça et
al [21], Qin et al [24], Van Rhoon et al [47], Kaner et al [23], Garnett et al [48], McCrabb et al [49], Black et al [25], Schroë et al [54], and Asbjørnsen et al [55] (for an overview of the results, refer to Table S2 in Multimedia Appendix 1). This shows that, currently, there is no absolute answer as to which techniques are effective in practice; however, there is a clear indication for the effectiveness of self-regulatory strategies. Owing to this uncertainty, we could not simply draw on the results from such meta-analyses to select effective behavior change techniques for our intervention.

**Step 8: Translate the Intervention Into App Features**

In regular meetings, the research team and software engineers discussed the practical translation of the intervention into app features, focusing on user-friendliness and accessibility aspects.

**Step 9: Design a Prototype App**

We based the design of the prototype app on previous apps developed by members of the research team [58-60]. These apps have been validated by different stakeholders, including patients and clinicians. With a focus on the APEASE criteria [57], we set the goal of keeping the app design simple and user-friendly and using less internet data volume and less storage space on the smartphone. In addition, the software engineers developed the app such that it was compatible with iPhone Operating System (iOS) and Android systems. The prototype included 4 core modules: risk score, goal setting, health measures, and education.

**Pilot Phase—Step 10: Conduct User Testing**

In the next step, we tested the usability of the app iteratively. We anticipated requiring 2 to 3 cycles to remove all the major design issues. Each cycle consisted of 5 participants from the target population (aged ≥45 years, residing in Australia, fluent in written and spoken English, and owning a smartphone with internet access). We based the sample size calculation on previous studies [61-63]. We recruited participants through the institutional Twitter account and by contacting community groups (eg, community choirs, community gardens, and advocacy groups for older Australians). We offered participants a gift voucher worth Aus $20 (US $14) to thank them for their participation. After providing consent, participants received the study instructions, a link to download the app, a dummy profile, and the user guide (Multimedia Appendix 2) via email. The app was available in a test version only; therefore, the iOS users were required to download the TestFlight app first. Once the app was installed, we asked the participants to use the information provided in the dummy profile to register with the app. We did not collect any app data and asked participants to use the dummy information because, at this stage, we were interested only in the user-friendliness of the app. We invited participants to explore the app further and to book a time for a feedback interview. A researcher (VHB) conducted the semistructured phone interviews (refer to Multimedia Appendix 3 for the interview guide). The interviews consisted of questions about the downloading and registration processes and the System Usability Scale [64]. Then, VHB transcribed the interviews verbatim, analyzed the results of the System Usability Scale using descriptive statistics, and conducted a thematic analysis using NVivo (version 12; QSR International). As described by Neubeck et al [65], we classified the findings into three themes: functionality, content, or language and clarity. On the basis of the findings of the thematic analysis, we resolved the identified issues and added features to the app and user guide according to the participants’ feedback. We repeated the steps until we achieved an adequate version of the app that we could use in a feasibility study.

**Ethics Approval**

We received ethics approval from the University of New South Wales Australia Human Research Ethics Advisory Panel (approval number HC200069) and reciprocal approval from the Commonwealth Scientific and Industrial Research Organisation Health and Medical Human Research Ethics Committee (approval number 2020_041_RR).

**Results**

**Registration Process and General App Features**

The app included the following modules: registration, privacy policy and copyright, risk score, goal setting, health measures, and education. The first 2 modules were general app features, whereas the other 4 modules built the core intervention features. Figure 1 shows the flow of the app, starting from registration.Textbox 1 outlines the principles generated from the COM-B model, and Table 1 shows the connection between the intervention modules and the selected intervention functions, the COM-B system components, and the intervention strategy for the app. It connects the 4 selected intervention functions (education, persuasion, incentivization, and enablement) with the specific behavior change techniques that we selected to achieve behavior change and the corresponding intervention strategies. Figure 2 further outlines the connections between the selected intervention functions and the 4 app modules via the corresponding behavior change techniques. Refer to Table S3 in Multimedia Appendix 1 for more information on the design principles.
Figure 1. Flowchart of the app, starting from registration.

Registration

<table>
<thead>
<tr>
<th>Step 1: demographics</th>
<th>Steps 2 and 3: medical history</th>
<th>Step 4: lifestyle</th>
<th>Step 5: health today</th>
</tr>
</thead>
<tbody>
<tr>
<td>date of birth</td>
<td>family history of diabetes</td>
<td>smoking status</td>
<td>waist circumference</td>
</tr>
<tr>
<td>gender</td>
<td>history of high blood sugar</td>
<td>physical activity</td>
<td>lipid levels</td>
</tr>
<tr>
<td>Aboriginal, Torres</td>
<td>diabetes (type 1 or 2),</td>
<td>fruit and vegetable</td>
<td>blood pressure</td>
</tr>
<tr>
<td>Strait Islander or</td>
<td>cardiovascular disease, and</td>
<td>intake</td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>left ventricular hypertrophy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>status</td>
<td>blood pressure medication</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Goal setting

<table>
<thead>
<tr>
<th>Goal 1: step count</th>
<th>Goal 3: vegetables</th>
<th>Goal 5: sugary drinks</th>
<th>Goal 7: smoking</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimum per day</td>
<td>minimum serves per day</td>
<td>maximum per day</td>
<td>for nonsmokers: not displayed</td>
</tr>
<tr>
<td>Goal 2: physical activity</td>
<td>Goal 4: fruits</td>
<td>Goal 6: alcohol</td>
<td>for daily smokers: maximum number of cigarettes per day</td>
</tr>
<tr>
<td>minimum minutes per week</td>
<td>minimum serves per day</td>
<td>maximum drinks per week</td>
<td>for occasional smokers: minimum number of smoke-free days per week</td>
</tr>
</tbody>
</table>

Risk score (home screen)

- current risk scores for type 2 diabetes and cardiovascular disease
- recommended action
- option to update risk score

Health measures

- steps
- physical activity
- vegetables
- fruits
- sugary drinks (if applicable)
- alcoholic drinks (if applicable)
- smoking (if applicable)

Education

- short introductory video
- user guide
- educational videos
- infographic with summary of guideline recommendations
- links to external websites
###Textbox 1. Principles generated from the capability, opportunity, and motivation for behavior change model.

<table>
<thead>
<tr>
<th>Psychological capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Educational videos and links to external websites with evidence-based health information to impart knowledge and train behavioral skills.</td>
</tr>
<tr>
<td>• Gradually making behavioral goals more difficult to train the behavioral skills.</td>
</tr>
<tr>
<td>• Providing values for goal setting and displaying last achieved values to train the cognitive skills.</td>
</tr>
<tr>
<td>• Advice on actions based on personal risks for cardiovascular disease (CVD) and type 2 diabetes mellitus (T2DM) as part of the visualization to improve understanding of adequate measures to achieve target behavior.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Links to websites that provide healthy recipes and exercise instructions to develop skills in cooking and physical activity.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Advise for contacting general practitioner (included in risk score–related actions, educational videos, and advice if blood pressure or lipid levels not known) for social support.</td>
</tr>
<tr>
<td>• Links to websites including support programs (eg, for smoking cessation) for social support.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Physical opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Advise for contacting general practitioner (included in risk score–related actions, educational videos, and advice if blood pressure or lipid levels not known) who can check blood pressure levels and lipid levels or provide pharmacotherapy (eg, for hypertension or dyslipidemia) among others.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Automatic motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Visualization of risk for CVD and T2DM displayed on the home screen of the app and the potential to change the risk based on health measures to elicit impulses and counterimpulses related to the target behavior.</td>
</tr>
<tr>
<td>• Announcing that the goals have been achieved in 3 consecutive weeks to trigger positive feelings about the behavioral goals.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reflective motivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Facilitating self-monitoring of behavioral risk factors and reviewing the progress toward the self-set goals to increase understanding of own behavior and elicit positive or negative feelings about the behavioral goals.</td>
</tr>
<tr>
<td>• Highlighting the discrepancy between current behavior and goals to elicit positive or negative feelings and increase understanding of own capabilities about the behavioral goals.</td>
</tr>
<tr>
<td>• Encouraging self-reward after achieving weekly goals to elicit positive feelings about the behavioral goals.</td>
</tr>
<tr>
<td>• Providing feedback on personal risk of CVD and T2DM in the form of visualization to improve knowledge about own health and elicit positive feelings about the behavioral goals.</td>
</tr>
<tr>
<td>• Providing links to websites from credible sources and educational videos to increase knowledge and understanding about the target behavior.</td>
</tr>
<tr>
<td>• Setting goals to commit to target behavior and elicit positive feelings about it.</td>
</tr>
</tbody>
</table>
Table 1. Core intervention modules with corresponding intervention functions, COM-B\(^a\) system components, selected behavior change techniques, and intervention strategies.

<table>
<thead>
<tr>
<th>Module</th>
<th>Linked intervention functions</th>
<th>Key COM-B system components served by module</th>
<th>Selected behavior change techniques</th>
<th>Intervention strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk score</td>
<td>Enablement and persuasion</td>
<td>Automatic and reflective motivation</td>
<td>Self-monitoring of outcomes of behavior and goal setting (outcome)</td>
<td>Risk score visualization on home screen; outcome goal: low to moderate risk of CVD(^b) and T2DM(^c); and advice on actions based on personal risk, for example, advice to contact their general practitioner</td>
</tr>
<tr>
<td>Goal setting</td>
<td>Enablement</td>
<td>Psychological capability and reflective motivation</td>
<td>Goal setting (behavior) and graded tasks</td>
<td>Set behavioral goals for numbers of cigarettes, alcoholic drinks, fruit serves, vegetable serves, and sugary drinks, step count, and minutes of physical activity per day or week based on provided value ranges and advice to gradually make behavioral goals more difficult when they have been achieved in 3 consecutive weeks</td>
</tr>
<tr>
<td>Health measures</td>
<td>Persuasion and incentivization</td>
<td>Automatic and reflective motivation</td>
<td>Review behavioral goals, discrepancy between current behavior and goal, and self-reward</td>
<td>Icons and charts showing progress toward self-set daily or weekly goals, display discrepancies between current behavior and previously set goals through color-coding (red circle for negative counting or green circle for positive counting), display last achieved goals, encourage to reward themselves with an object or activity after they achieved their self-set goals, and congratulate when goals were achieved in 3 consecutive weeks</td>
</tr>
<tr>
<td>Education</td>
<td>Education, persuasion, and enablement</td>
<td>Physical and psychological capability</td>
<td>Instruction on how to perform the behavior, information about health consequences, information about social and environmental consequences, credible sources, and social support (unspecified)</td>
<td>Links to websites with health information and information about social, environmental, and emotional consequences; short videos on CVD, T2DM, and risk factors with advice to contact general practitioner; all information from credible sources (evidence-based); and links to support groups</td>
</tr>
</tbody>
</table>

\(^a\)COM-B: capability, opportunity, and motivation for behavior change.  
\(^b\)CVD: cardiovascular disease.  
\(^c\)T2DM: type 2 diabetes mellitus.

Figure 2. Connections between the selected intervention functions and the 4 app modules via the corresponding behavior change techniques.
**Risk Score**

The long-term goal of the app-based intervention is primary prevention of CVD and T2DM. Therefore, risk presentations for both conditions built a central feature of the app (Figure 3). The risk scores that were embedded into the app were the 1991 version of the Framingham CVD risk score [66] and the Australian Type 2 Diabetes Risk Assessment Tool [67]. These are the standards currently used by clinicians in Australia and endorsed by the Royal Australian Commission of General Practitioners [43,44]. Users provided the information required for the risk calculation during the registration process. We designed the app such that the participants had the option to use Australian averages for lipids and blood pressure based on their age and sex if they did not know their values. Then, they received a recommendation to check the values with their GP. After completing the registration process, users saw their current risk of CVD and T2DM for the next 5 years.

Each time the users opened the app, they saw the risk score screen first. We hypothesized that this would create the impulse to work on the behavioral goals to see a low or moderate disease risk displayed. We followed the principles that we identified during the risk communication scoping review [68-78]: keep the information simple and compact, use absolute instead of relative risk values, combine visuals with text, include information on action to take, and integrate a color scheme that is associated with different risk levels. In particular, the study by Reading Turchioe et al [71] influenced the final version of the visualization. The risk was stratified into 3 different levels (low, moderate, or high) and 3 corresponding actions (“Keep going. You are doing well”; “Work on your health goals”; or “Talk to your GP about your risk”). The recommended action focused on the higher of the 2 risks. Absolute risk values were not displayed because of the difficulty for users to interpret them. Users saw the date on which they had last updated their risk score and can update it at any time. Variables that do not change, such as gender and date of birth, were stored. Physical activity levels were collected through the health measures module. Users could update all other variables in the risk score module.

**Figure 3.** Screenshot of the risk score module.

**Goal Setting**

The app incorporated a goal setting function (Figure 4), which included proximal, specific goals related to the 4 behavioral factors, smoking, alcohol intake, diet, and physical activity. We designed this module based on the following findings from our literature review, particularly, the principles from the Goal Setting Theory by Locke and Latham [79]. Miller et al [80]...
stated that combining distal goals with proximal goals is particularly effective because proximal goals are perceived as an important step to achieving personally important distal goals. Locke and Latham [79] explained that specific goals increase self-efficacy and improve performance. Hence, the app incorporated a goal setting function that included proximal, specific goals related to the 4 behavioral factors. The motivation to change behavior is intended to arise from the goal to reduce the risks of CVD and T2DM, which is both a distal goal [79] and the behavior outcome of the intervention. Users had to self-set their behavioral goals, which, according to Locke and Latham [79], increases their self-efficacy compared with assigned goals. There is no goal related to body weight as the studies by Nothwehr and Yang [81] and Shilts et al [82] have shown that more specific goals such as diet and physical activity lead to better results than body weight. Regarding diet-related behavior change, Atkins and Michie [83] outlined that focusing on a specific diet-related target behavior was more effective than focusing on the whole diet. In a study by Rohde et al [84], when asked to rate different food categories, participants voted fruits, vegetables, and sugary drinks as “easy-to-track.” Although whole grains play a significant role in a healthy diet, Foster et al [85] showed in an Australian survey that the general population had poor understanding of the subject. Hence, we assumed that comprehensive education on the subject would be required if it was to be incorporated into the app. The decision to track only sugary drink consumption and not discretionary food consumption was based on findings from 2 studies. Sui et al [86] reported that consumption of discretionary beverages has stronger correlation with high BMI in Australian adults than discretionary foods. Furthermore, Gregor et al [87] showed that raising fruit and vegetable intake can reduce discretionary food intake by subsidizing one for the other. Guided by these findings, we selected fruits, vegetables, and sugary drinks as the diet-related target behaviors.

Figure 4. Screenshot of the goal setting module.

To support users in their goal setting, the app displayed the last tracked values and offered a range of values for each goal to select from (eg, for vegetables, between 1-5 serves per day). The former helped people to set achievable goals, whereas the latter was consistent with the Australian guidelines. Further support for goal setting could be found in the educational module. To ensure that every user set their goals at least once, they were directed to the goal setting module directly after completing the registration process. Regarding physical activity, users set 2 goals—step count and exercise. This provided users with both daily and weekly goals. Gouveia et al [88] have shown with physical activity that by using a default setting, people...
may keep this as their goal, even if they could achieve a more ambitious goal. In contrast, not everyone may be able to achieve the guideline recommendations, as argued by Kwasnicka et al [89]. Therefore, users could choose from a wide range of values that allowed for personalized and flexible goals, which Kwasnicka et al [89] argued to be important features in physical activity promotion. In the app, users could select that they did not drink any sugary or alcoholic drinks, which would automatically exclude these from the tracking function. Otherwise, they could select a value from the provided range. The smoking feature was personalized according to the smoking status that the users specified during the registration process.

**Health Measures**

In the health measures module (Figure 5), users could track their behavior and receive feedback on their progress toward the self-set goals. Locke and Latham [79] stated that the combination of single goal feedback with summary feedback has shown to be more effective than one of them alone. In the context of the app, the summary feedback (ie, feedback on the behavior outcome) was in the form of risk scores (ie, risk of CVD and T2DM), whereas the single goal feedback (ie, feedback on the four behaviors: smoking, alcohol, diet, and physical activity) was displayed in the health measures module. Each tracked goal was symbolized by an icon surrounded by a circle. The circle showed the progress. With each step that brought the user closer to their goal, a part of the circle turned yellow. A fully colored circle indicated that the self-set goal had been achieved. For positive behaviors (eg, serves of fruits), the circle turned green, and for negative behaviors (eg, sugary drinks), the circle turned red. Two types of in-app push notifications encouraged self-reward and graded tasks (ie, increased the difficulty of the goal over time). First, when users achieved their weekly goals, they received a message encouraging them to reward themselves for their success (“You achieved your weekly goals, well done. Think of a way how you can reward yourself for that.”). The message addressed the incentivization intervention function and aimed to motivate users and increase their self-regulation, as postulated by Locke and Latham [79]. Second, when the users achieved the goals in 3 consecutive weeks, a message would pop up to encourage them to set a more ambitious goal (“You achieved your weekly goals 3 times in a row, well done. It’s time to set a more challenging goal.”). This addressed the enablement intervention function and was based on 2 principles. First, Locke and Latham [79] advocated for difficult but attainable goals. Second, Gordon et al [90] found that success in the first week of trying to achieve a new goal is highly determinant of the overall success toward this goal. Graphs showed users their behavior over time (Figure 5).

**Education**

The educational module (Figure 6) contained 5 videos explaining how different risk factors could increase an individual’s risk of developing CVD and T2DM, the difference between modifiable and nonmodifiable risk factors, and behavioral and biomedical risk factors. Each video played for approximately 1 minute, was in plain language, and included...
captions. Furthermore, for each behavior (smoking, alcohol, diet, and physical activity), there were links to external websites. These websites were Australian and contained evidence-based information about healthy lifestyle. The information was provided to help users to formulate strategies to attain their goals, for example, quit lines for smoking cessation, recipes for a healthy diet, and exercise instructions for a home workout. An infographic (Figure 6) provided a quick overview of the guideline recommendations. This module also included the user guide and a short video that introduced the app.

Figure 6. Screenshots of the educational module.

<table>
<thead>
<tr>
<th>Read &amp; Watch</th>
<th>Goal Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read</td>
<td>No smoking. The sooner you quit, the better.</td>
</tr>
<tr>
<td>Alcohol</td>
<td>3 servings of veggies per day</td>
</tr>
<tr>
<td>Diet</td>
<td>2 servings of fruits per day</td>
</tr>
<tr>
<td>Fitness</td>
<td>No sugary drinks. Drink water or tea.</td>
</tr>
<tr>
<td>Diabetes</td>
<td>At least 2.5 hours of moderate physical activity per week</td>
</tr>
<tr>
<td>Diabetes Risk Profile Source</td>
<td>Coronary Risk Profile Source</td>
</tr>
<tr>
<td>Goal Guidelines</td>
<td>User Guide</td>
</tr>
<tr>
<td>Watch</td>
<td>Lowering Risk</td>
</tr>
<tr>
<td></td>
<td>Diabetes</td>
</tr>
</tbody>
</table>

Usability Testing Results

We conducted the usability tests between May 2021 and July 2021. In the second round of usability testing, we did not identify any major issues. Hence, we concluded the testing after the second round. A total of 12 individuals provided consent to participate in the study. Of these 12 individuals, 2 (17%) individuals were lost to follow-up and were not included in the analysis. The participants who completed the usability testing were, on average, aged 58 (SD 8) years, ranging from 47 to 67 years. Of the 10 participants, 2 (20%) participants identified as men and 8 (80%) identified as women. Of the 10 participants, 6 (60%) participants owned an iOS phone and 4 (40%) owned an Android phone. When asked about their app experience on a scale of 1 to 5 (1=very unexperienced and 5=very experienced), the average response was 4 (SD 0.9). In the first round, we identified a technical issue that prevented 30% (3/10) of the participants from completing the registration process. Table 2 presents the results of the System Usability Scale. Totally, 71% (5/7) of the participants who did not encounter the issue rated the usability of the app above average (ie, score >68 [64]). The median response for ease of use was strong agreement. The median response for confidence in using the app, frequent app use, and quickly learning to use the app was agreement. The median response for inconsistencies in the app, cumbersome use, and the need to learn much before using the app was disagreement. The median response for the app being unnecessarily complex and requiring technical support for its use was strong disagreement. There were mixed results regarding how well the various functions in the app were integrated (median response was neutrality).

None of the participants faced issues while installing the app. All of them stated that the process was easy and quick. Those who did not experience the technical issue during the registration process said that the process was easy and quick. Participants said that it took them from <1 minute to couple of minutes to download the app and <5 minutes to register. During the interviews, the following issues regarding functionality were identified. A participant mentioned the need to adjust the font size for people with impaired vision. This functionality was already available, but we added an explanation to the user guide about how to adjust the font size through the phone settings. Another participant considered it “self-defeating” to have an extra file for the user guide. Hence, we integrated the user guide into the educational module of the app. In response to that participant’s comments, we included a short video in the educational module that explained the app’s features and their...
purposes. Regarding language and clarity, we changed some icons and wording that the participants found unintuitive. For example, we changed the tick symbol to a return arrow and used the wording “tap to register” instead of “register.” Another finding regarding language and clarity was the ambiguity about the intended use of the app. A participant wanted the information directly in the app instead of the extra user guide. Another participant explained that it was not clear how often they were supposed to enter their health measures. The participants in the user testing were only asked to download the app and complete the registration process and not to use it for a long period. Therefore, we had not provided them specific information about the frequency of use. For future users, we elaborated on the intended use of the app in the user guide and highlighted that we recommended regular use in the short introductory video.

Table 2. Results of the System Usability Scale (n=7).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this app frequently.</td>
<td>0 (0)</td>
<td>5 (71)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I found the app unnecessarily complex.</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>0 (0)</td>
<td>5 (71)</td>
</tr>
<tr>
<td>I thought the app was easy to use.</td>
<td>4 (57)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use this app.</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>5 (71)</td>
</tr>
<tr>
<td>I found the various functions in this app were well integrated.</td>
<td>1 (14)</td>
<td>2 (29)</td>
<td>1 (14)</td>
<td>3 (43)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this app.</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>3 (43)</td>
<td>2 (29)</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this app very quickly.</td>
<td>1 (14)</td>
<td>4 (57)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I found the app very cumbersome to use.</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>1 (14)</td>
<td>2 (29)</td>
<td>3 (43)</td>
</tr>
<tr>
<td>I felt very confident using the app.</td>
<td>3 (43)</td>
<td>3 (43)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with this app.</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (14)</td>
<td>3 (43)</td>
<td>3 (43)</td>
</tr>
</tbody>
</table>

Regarding the content, a few participants expressed interest in the risk scores that were being calculated in the app. A participant stated the following:

*And yet, it showed up that I was at moderate risk of getting diabetes in the next five years, and I thought: ‘What on Earth is that based on?’ and it undermined my confidence in the app.* [P10]

To show that the risk scores were from credible sources, we included links to the websites for the risk scores in the educational module. Furthermore, some participants wanted to see time trends for the health measure. In response to their comments, we included a graphical display for each health measure that showed the progress over time. A participant expressed confusion about the external websites that we linked to in the education section. Another participant suggested a summary of the most important information about the health behaviors in the app in a visually appealing form. In response to these comments, we added some information about the external websites to the user guide and instructional video. In addition, we added an infographic to the educational module that summarized the guideline recommendations regarding the 4 behaviors. A few participants commented on the blood pressure and lipid levels that were required for the registration. Comments from the participants include the following:

*I couldn’t answer my cholesterol levels. I couldn’t remember them.*” [P6]

*Why are they only asking about HDL? And why aren’t they asking about LDL?* [P10]

Another participant explained the following regarding the registration process:

...*my only thoughts when I was doing it that some people, uhm, wouldn’t know what a systolic or a diastolic pressure was and so that may be something that you may need. A little explanation of what that is.* [P7]

We had already anticipated that users might not know their blood pressure or cholesterol levels. Hence, we included an option to use average values instead for the registration. The interviews further highlighted an issue that led us to add 2 educational videos explaining the relationship between disease risk, blood pressure, and cholesterol.

During the interviews, 3 of the participants mentioned commercial apps. Totally, 1 of them commented positively on the risk score module, but criticized that commercial apps would be better at incentivizing the user to continue by showing them how changes in their behavior influenced their risk and by providing incentives when the user achieved their target behavior. The remaining 2 participants said that many commercial apps automatically tracked many daily features, and concluded that this might not be required for our app.

Comments from the participants include the following:

*There’s lots of different apps in the market, isn’t there, to collect health data like that on a daily basis and monitor it. I don’t know if you need to go down that track of providing a trend, given that there’s so many other competitors in the market.* [P10]

*You know some of the fitness apps or whatever that I’ve been on they have actually almost too, too much stuff. I mean, I think this app is, is very good for kind of, you know, kind of like the basics.* [P9]
Similarly, another participant explained the following:

I don’t know what your demographic for the app is, but my parents are in their 90s and I think at least one of them would be able to, to use it, with a bit of help. [P1]

Discussion

Principal Findings

We developed an app that will form part of an intervention for the prevention of CVD and T2DM. The app’s role in the intervention will be to make users aware of their disease risk and to engage them in healthy behavior. We developed the app around the principles of BCW to achieve a robust app construct. In total, we incorporated 12 behavior change techniques into the app to increase the capability, opportunity, and motivation of users to change their behavior. During the usability testing, participants ranked the usability of the app above average, based on the System Usability Scale. They stated that the app was easy and quick to download, basic in design, and easy to use. We used the participants’ feedback to eliminate technical errors and adapt the app to their wishes and needs. Regarding the intervention, we do not anticipate that every user will adopt the ideal behaviors as described by the guidelines. For example, we do not expect that simply by using the app, a heavy drinker will stop consuming alcohol, a person who is obese will achieve normal weight, or a smoker will quit smoking. However, even small changes in behavior can decrease an individual’s risk for CVD and T2DM. In addition, we do not consider the app as a stand-alone tool. Instead, we anticipate that app users will learn about their disease risk, risk behavior, and the connection between the 2 and that the app will help them seek information about where to receive help if needed (eg, from their GP or through support programs).

Comparison With Previous Studies

A similar study from Singapore that targeted coronary heart disease prevention via an app measured risk awareness, knowledge of risk factors, perceived stress levels, and heart-related lifestyle measures as outcomes [91]. Jiang et al [91] concluded that the intervention increased risk awareness and disease knowledge and the effects persisted for at least 6 months. They did not measure disease risk or incidence as outcomes [91]. The intervention of Jiang et al [91] differed from ours, as it focused on a 28-day time frame in which participants additionally received daily SMS text messages. In addition, the app included a stress management module, and the focus of the app was on written educational content including short quizzes [91,92]. The app features that we implemented were more diverse, including goal setting and tracking of different behavioral risk factors. Redfern et al [19] recruited Australians who are at moderate to high risk of CVD via GPs for their digital health intervention for CVD prevention. Similarities between their intervention and ours were that participants could learn about the relationship between CVD risk and their lifestyle, were encouraged to talk to their GP about these topics, and could set goals and monitor their lifestyle behavior [19]. Differences were that their intervention also focused on medication adherence and included data input from the electronic health record [19]. Redfern et al [19] concluded that the intervention was not successful at improving medication adherence, which was the primary outcome.

Plotnikoff et al [93] developed an app-based intervention for T2DM prevention in Australia. In contrast to ours, a noteworthy proportion of their intervention was delivered in person in the form of cognitive training and exercise classes [93]. This limits the ability of the intervention to be scaled up. Block et al [14] developed a fully automated digital intervention for T2DM prevention in people who are prediabetic. The program consisted of weekly tailored goal setting and tracking of behaviors for the first 6 months and fortnightly for the following 6 months [14]. The intervention led to improved diabetes biomarkers and overall decreased T2DM risk [14]. In addition, it positively affected diet-related and physical activity–related behaviors [94]. The intervention differed from ours in that it included behavioral support for stress and sleep in addition to physical activity, diet, and weight loss [14]. It also comprised a website, automated phone calls, and emails [14]. Another difference was that it included social comparison features such as team competitions [14]. The theoretical base for competitions is the social upward comparison [95]. According to Spohrer et al [95], the social upward comparison theory is not compatible with the protection motivation theory because, in combination, they would lead to negative effects. We focused on aspects of the protection motivation theory. More specifically, the risk assessment module targets threat appraisal and the other modules target coping appraisal.

Implications and Future Research

We designed the app as simple as possible, so that it could be a tool for laypeople to use on their own. Ideally, it should encourage users to recognize their risks and make lifestyle-related changes without the direct need for medical or technical support. However, if they are at high risk of developing CVD or T2DM, engaging with the app should alert users and encourage them to seek help from their GP. We believe this is what sets our study apart from previous studies, which has tended to focus on people at high risk, includes the involvement of health care providers, or both. A recent systematic review of mobile health apps for the management of chronic conditions by Cucinniello et al [96] showed that the studies with additional human-led components did not have higher likelihood of positive effects on the outcomes for those in the intervention group. However, we believe that a few points should be considered when there is no direct involvement of health care professionals in the intervention. These include the appropriate promotion and uptake of the intervention to ensure that those who are likely to benefit are aware of and have access to it. In addition, the intervention should be designed such that the users who are at high risk will use it with medical supervision. Currently, we are in the process of evaluating the feasibility of this app-based intervention. Depending on the results of the feasibility study, we intend to conduct a study to evaluate the effectiveness of the app.

Strength and Limitations

A strength of our app was that the development process was guided by scientific evidence, with a focus on the APEASE
criteria. We provided a detailed description of the theoretical principles and design considerations, which showed transparency as opposed to the It Seemed Like A Good Idea At The Time principle [57]. This enabled the research team to understand which app features might be effective in changing the user's behavior. It also allows other researchers to replicate this study. Another strength was that we included feedback from potential users in the development process. A limitation was that the intervention focused on changes that were needed in the person rather than in the environment. The BCW from which we built the theoretical base comprised 9 intervention functions. We did not address 4 functions, such as coercion, restriction, environmental restructuring, and modeling, which, according to Michie et al [32], focus on external influences. Our app-based intervention focused on the personal agency of the participants. We limited diet-related risk factors to vegetables, fruits, and sugary drinks, which could potentially undermine the importance of other diet aspects, such as salt and whole grain intake. However, this was a conscious choice based on previous studies, which suggested that vegetables, fruits, and sugary drinks were easier to track than other diet-related behaviors. Another limitation was that the app relies on user input. It does not automatically collect information, for example, step count or data from the electronic health record. We made these choices owing to reliability and privacy issues.

Conclusions
This paper describes the theoretical framework, design process, and usability testing of an app that will form the basis of an intervention for the primary prevention of CVD and T2DM. The app addressed the 3 behavior components, capability, opportunity, and motivation, which are core components of the BCW. In the usability testing, the participants rated the apps' usability as above average, according to the System Usability Scale. Most participants found the app easy to use, and they thought that most people would learn to use the app quickly. They also showed interest in using it frequently. After the user testing, some additional functions requested by the participants were integrated into the app. For example, a short introductory video and graphs that show the health measures over time were included. Next, we will use the revised version of the app that resulted from this design process and usability testing in a feasibility study.
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Abstract

Background: Patients’ spontaneous speech can act as a biomarker for identifying pathological entities, such as mental illness. Despite this potential, audio recording patients’ spontaneous speech is not part of clinical workflows, and health care organizations often do not have dedicated policies regarding the audio recording of clinical encounters. No previous studies have investigated the best practical approach for integrating audio recording of patient-physician encounters into clinical workflows, particularly in the home health care (HHC) setting.

Objective: This study aimed to evaluate the functionality and usability of several audio-recording devices for the audio recording of patient-nurse verbal communications in the HHC settings and elicit HHC stakeholder (patients and nurses) perspectives about the facilitators of and barriers to integrating audio recordings into clinical workflows.

Methods: This study was conducted at a large urban HHC agency located in New York, United States. We evaluated the usability and functionality of 7 audio-recording devices in a laboratory (controlled) setting. A total of 3 devices—Saramonic Blink500, Sony ICD-TX6, and Black Vox 365—were further evaluated in a clinical setting (patients’ homes) by HHC nurses who completed the System Usability Scale questionnaire and participated in a short, structured interview to elicit feedback about each device. We also evaluated the accuracy of the automatic transcription of audio-recorded encounters for the 3 devices using the Amazon Web Service Transcribe. Word error rate was used to measure the accuracy of automated speech transcription. To understand the facilitators of and barriers to integrating audio recording of encounters into clinical workflows, we conducted semistructured interviews with 3 HHC nurses and 10 HHC patients. Thematic analysis was used to analyze the transcribed interviews.

Results: Saramonic Blink500 received the best overall evaluation score. The System Usability Scale score and word error rate for Saramonic Blink500 were 65% and 26%, respectively, and nurses found it easier to approach patients using this device than with the other 2 devices. Overall, patients found the process of audio recording to be satisfactory and convenient, with minimal impact on their communication with nurses. Although, in general, nurses also found the process easy to learn and satisfactory, they suggested that the audio recording of HHC encounters can affect their communication patterns. In addition, nurses were not aware of the potential to use audio-recorded encounters to improve health care services. Nurses also indicated that they would need to involve their managers to determine how audio recordings could be integrated into their clinical workflows and for any ongoing use of audio recordings during patient care management.

Conclusions: This study established the feasibility of audio recording HHC patient-nurse encounters. Training HHC nurses about the importance of the audio-recording process and the support of clinical managers are essential factors for successful implementation.
patients; HHC; communications; nurse; audio recording; device

**Introduction**

Patients’ spoken language provides a window into a wide range of pathological entities, including pulmonary hypertension [1], respiratory obstruction [2], neurological disorders [3], and mental illnesses [4], enabling spoken language to act as a biomarker for screening patients with these diseases and symptoms. Recently, emergent studies have used established procedures in phonetics, speech sciences, and natural language processing to estimate changes in the phonatory and articulation of the patient’s voice and to analyze semantic and pragmatic levels of language organization; these studies developed diagnostic and risk identification algorithms for the timely detection of diseases, particularly neurological and mental disorders [3,4].

Despite the promising findings of these studies, the audio recording of patients’ spontaneous speech is not a part of routine clinical workflows. Most studies on patients’ speech were cross-sectional and conducted in laboratory (controlled) settings, where patients were instructed to follow specific diagnostic and screening tests (eg, verbal fluency test and describing a positive or negative emotion) without having any interaction with clinicians [5-8]. These studies have several limitations, particularly in design and small sample sizes, which in turn limit the performance and generalizability of diagnosis or risk identification algorithms [3,4]. Integrating audio recordings of patient-clinician verbal communications during routine clinical encounters can potentially help resolve these limitations by creating an analytic pipeline of data sets to model subtle changes in patients’ language, voice, emotion, interaction patterns, and engagement during clinical encounters. Such recordings can serve as a basis for developing intelligent clinical decision support systems that can help diagnose medical conditions or identify patients at risk for deterioration and negative outcomes.

Health care stakeholders’ perspectives toward audio recording patient-clinician verbal communication have been discussed in previous studies. A recent study that investigated policies for audio recording patient-clinician encounters in the 49 largest health care systems in the United States found that despite physicians’ willingness to audio record patient-clinician encounters, none of the health care systems had a dedicated policy or guidance for integrating audio recordings of patient-clinician encounters into clinical workflow [9]. In another study, Meesuen et al [10] explored patients’ perspectives on the recording of their communication with neurosurgeons in an outpatient setting. Overall, patients had a positive perspective on recording, and they found it helpful. They also recommended that their future communication with clinicians be recorded [10]. In addition, Ball et al [11] also evaluated the perspectives of patients, clinicians, and clinic leaders toward audio recording patient-clinician encounters. The findings showed that patients saw audio recording as an opportunity to improve care. However, clinicians found it disruptive and burdensome but appreciated its value for receiving low-stakes constructive feedback. Clinic leaders had a positive perspective on recording but were not prepared for its implementation in the clinical setting [11].

There is a growing consensus on the usability of home health care (HHC) technology as a significant factor affecting the use of technology in the HHC settings. HHC is a health care setting where services are provided by skilled practitioners (often registered nurses) to patients in their homes [12]. HHC patients are often clinically complex and vulnerable as they are generally older adults aged ≥65 years, with multiple chronic conditions such as Alzheimer disease and related disorders and respiratory and cardiac diseases. They are also at risk for negative outcomes such as emergency department visits and hospitalizations [13,14]. Audio recording and modeling of HHC patient-nurse encounters can allow the HHC team to enrich the documentation of patients’ information in electronic health records (EHRs) and facilitate the development of high-performing clinical decision support systems to identify HHC patients at risk of health care deterioration (eg, Alzheimer disease), communication deficits (eg, aphasia), and negative outcomes (eg, emergency department visit). To assess the usability of technology such as audio recording of patient-nurse verbal communication in HHC settings, the International Organization for Standardization introduced 3 metrics: effectiveness, efficiency, and satisfaction [15]. Effectiveness mainly measures the extent to which the technology achieves its intended clinical goal, such as improvement in the performance of a diagnostic algorithm in diagnosing Alzheimer disease. Efficiency is related to the time and physical or mental effort needed to accomplish a task. Satisfaction measures the perceived usefulness and ease of use of technology from the perspective of health care stakeholders, including clinicians and patients. The Association for the Advancement of Medical Instrumentation and the Human Factors and Ergonomics Society emphasized the importance of HHC stakeholders’ satisfaction and the conduction of a human factor analysis to improve usability [16]. HHC technology may be proven effective and efficient from the perspective of developers and researchers; however, HHC stakeholders, particularly patients and nurses, may find it unsatisfactory because of human factor issues such as substation mental efforts or the time needed to learn about the technology.

Although some studies have reported on audio recording of clinical encounters mainly for patients’ personal use (eg, recall of visit information) [17,18], few published insights are available on the usability of audio-recording devices and the accuracy of the recorded verbal communications. Most audio-recording devices can provide a sufficient level of quality for patients’ personal use and documentation purposes; however, they do not offer the required accuracy for modeling the properties of a patient’s verbal communication, particularly vocal (acoustic) parameters. In addition, the quality of recorded communication is highly dependent on the context of the clinical setting. In
clinical settings where patients and clinicians need to constantly move for physical examination or therapy, such as HHC settings [12], the location of the audio-recording device and the background noise can significantly affect the quality of the recorded communication and, in turn, the modeling verbal communication parameters. To integrate audio recordings into clinical workflows, it is also critical to consider patient and clinician attitudes and concerns regarding the audio-recording process. A patient’s or clinician’s negative attitude or discomfort during the recording process may disrupt the flow of treatment or result in the Hawthorne effect [19], affecting clinicians’ communication patterns and treatment practices and preventing patients from sharing their actual concerns with clinicians.

To address the gaps in the literature, this study aimed to (1) evaluate the functionality and usability of several audio-recording devices for audio recording patient-nurse verbal communication in the HHC setting and (2) elicit the perspectives of HHC stakeholders (patients and nurses) about the facilitators of and barriers to integrating audio recording into clinical workflows.

Methods

Study Setting

This descriptive feasibility study was conducted at the largest not-for-profit home health agency in the United States. The agency has approximately 10,600 staff, including 1470 nurses and >6500 home health aides. In 2019, the agency served >106,000 unique patients across >1.08 million clinical visits. A summary of patients’ demographic information in 2019 showed that most of the Visiting Nurse Service of New York (VNSNY) patients were aged >65 years, predominantly women (63483/106,000, 59.89%), and almost half were African American or Hispanic (25,779/106,000, 24.32%, and 23,139/106,000, 21.83%, respectively). Figure 1 provides a schematic of the methodology used in this study.

Figure 1. A schematic view of the methodology of the study. HHC: home health care.
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Evaluating the Functionality and Usability of Audio-Recording Devices

Overview

In the first phase of the study, we created a list of criteria for selecting the audio-recording devices. The criteria included the portability of the device, wearable features, functionality of the device (memory size and battery life), and voice activation features. We reviewed the features of >50 audio-recording devices from different web-based sellers, such as Amazon, BestBuy, and SpyCenter. We selected 7 devices that met the criteria for the audio-recording device for the study. We evaluated the 7 devices for audio recording HHC patient-nurse verbal communication. All the devices were portable, with relatively simple operation, and could be used easily for recording verbal communication without disrupting the participants’ movements during communication. The devices used were Black Vox 365, SOTA Surveillance-USR500, INSTAMIC PRO, Sony ICD-TX6, Mini Wristband Voice Activated Recorder, Apple Watch, and Saramonic Blink500 Pro B2. Figure 2 shows images of the audio-recording devices.
Controlled Setting

In the first phase of evaluation, 2 study investigators (MZ and SV) used the 7 devices to audio record verbal communications between themselves in a controlled environment, which resembled the verbal communication between patients and nurses in HHC settings. The investigators evaluated the devices using 8 criteria: memory size, battery life, indicators for memory size, battery life, or recording status, automated voice activation feature, ease of device attachment to clothing, and accuracy of automatic transcription of recorded verbal communications as an indicator of voice quality (see the Transcription Accuracy section for evaluation metrics of automated voice activation features). The SOTA Surveillance-USR500, INSTAMIC PRO, Mini Wristband Voice Activated Recorder, and Apple Watch were excluded from further evaluation in the clinical settings because of their low battery life; low memory capacity; no indicators for recording (on or off); battery, and memory status; and low accuracy of automatic transcription of recorded communications. A total of 3 recorders, Black Vox 365 (further referred to as Vox), Sony ICD-TX6 (further referred to as Sony), and Saramonic Blink500 Pro B2 Pro (further referred to as Saramonic), were included for further exploration in HHC because of the relatively high accuracy of automatic transcription, easy operation, good battery life, and memory capacity.

The Saramonic device comprises 2 wireless microphones that transmit the captured audio to a receiver connected to a recording device such as an iPod. The device has the feature of recording the communication between 2 people (eg, patient and nurse into the 2-channel recording), which can facilitate the process of separating the patient’s voice from the nurse’s voice for analysis purposes. By contrast, Sony and Vox embedded microphones with single-channel features. In contrast with Vox, Sony and Saramonic could be easily attached to the patients’ and nurses’ clothes and included indicators for recording status (on or off). Vox had a voice activation feature that was not available in Saramonic and Sony.

HHC Setting and Participant Recruitment

Next, we collaborated with 2 HHC nurses who used the 3 selected devices to audio record their verbal communication
with patients during HHC encounters. With HHC organizational support of the study and after institutional review board approval, we approached nurses through email and advertising at the VNSNY site. Interested nurses provided written consent. The consent form included information about the aim of the study and its potential risks and benefits. A research assistant (RA) trained the nurses to use the audio-recording devices.

Several different strategies were used to engage patient participants. The first strategy involved nurses providing flyers to patients with a brief description of the study. Nurses provided the RA with the name and contact information of patients who expressed interest. The second strategy was that after a waiver of authorization was granted, the RA reviewed the nurse’s schedule in the EHR to identify patients on the nurse’s caseload. The RA contacted the potential patient participants by phone and described the study’s aim, potential risks, and benefits. For those who provided verbal consent, the RA mailed the consent form to the patients for their reference. Both nurse and patient participants received a gift card as a token of appreciation.

The participating nurses audio recorded their routine HHC encounters with consented patients. Audio-recorded encounters were uploaded to a secure server. Nurses also completed the System Usability Scale (SUS) questionnaires [20] for each device. The SUS is a robust and reliable instrument that measures a product’s usability from the user’s perspective. An example statement is, “I thought the system was easy to use.”

Textbox 1. Transcription quality evaluation steps.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>For each device (Vox, Sony, and Saramonic), we randomly selected 3 audio-recorded home health care encounters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2</td>
<td>One of the investigators transcribed the audio files manually and assigned each utterance (defined as the uninterrupted part of the dialog expressed by one of the speakers) to an appropriate speaker (patient or nurse). Manual transcription was reviewed by a second investigator to ensure the quality of the transcription.</td>
</tr>
<tr>
<td>Step 3</td>
<td>All audio files were transcribed using the Amazon Web Service General Transcribe System application programming interface. The application programming interface returns the transcriptions as JSON files, including the start and end times of each transcribed word and the assigned speaker (eg, speaker 1 vs speaker 2) to each word. The transcribed words were joined to form an utterance using the type of speaker and converted to a Microsoft Excel sheet. We define an “utterance” as a continuous block of the uninterrupted speech of a single speaker.</td>
</tr>
<tr>
<td>Step 4</td>
<td>The quality of automatic transcriptions at the utterance level was compared with manual transcription and measured using the word error rate (WER). WER is a common metric for measuring the performance of speech recognition systems. It is computed based on the number of substitutions, insertions, and deletions that occur in a sequence of recognized words using a speech recognition system. The WER score starts from 0 (indicating no error in transcription) and can reach any score &gt;1 depending on the length (number of words) in the utterance or document. For comparison, the average WER for human transcriptions is 0.04 (4%). Our earlier preliminary study for measuring the quality of transcription of an open-source automatic speech recognition system, Wav2Vec, on a subset of audio-recorded patient-nurse encounters provided a WER of 0.98 (98%). Wav2Vec is an unsupervised pretraining for speech recognition that learns representations of raw audio and was developed by the Facebook Company [22].</td>
</tr>
</tbody>
</table>

Second, we used the speaker identification feature of AWS-GTS to measure the accuracy of the automatic transcription of audio-recorded patient-nurse verbal communication by the devices. We expected that multiple-channel audio-recording devices (ie, Saramonic) would provide higher accuracy for speaker identification than that provided by single-channel devices (ie, Vox and Sony). To measure the accuracy of speaker identification, we used the following steps:

- Step 1: All manually transcribed audio files with assigned speakers at the utterance level (patient or nurse) were tokenized into words, and each word was linked to the assigned speaker.
- Step 2: The words of each manually transcribed utterance were mapped to the corresponding utterances and words provided by AWS-GTS.

The SUS provides scores from 0 (negative) to 100 (positive), with a standard average score of 68. A score >80 indicates excellent usability, whereas a score <68 indicates that the product has usability issues that are a cause for concern. To further evaluate the usability and functionality of the devices, we conducted semistructured, open-ended interviews with nurses to collect their opinions about the functionality and usability of the devices.

Transcription Accuracy

The quality of audio-recorded communications affects the transcription accuracy of a specific automatic speech recognition system such as the Amazon Web Service General Transcribe System (AWS-GTS) [21]. For example, the background noise and volume of the captured voice affect the quality of the transcription. We quantified the quality of audio recording patient-nurse verbal communications for the 3 devices using the automatic transcription and speaker identification features of the AWS-GTS. AWS-GTS was built on deep neural network models and trained on a large body of labeled (manually transcribed) verbal communication. We used this system as it is Health Insurance Portability and Accountability Act compliant and currently in use at the participating HHC organization.

We evaluated 2 components of transcription quality, word error rate (WER) and speaker identification accuracy, using the steps described in Textbox 1.
In addition, patients were informed that they could withdraw from the study (audio recording of patient-nurse verbal communication) without any consequences and had the freedom not to answer any questions.

In addition, our RA, who conducted the interviews, was well trained for effective communication (eg, active listening without interruption and speaking slowly and clearly) with VNSNY’s patient population and had extensive experience in interviewing HHC patients for different qualitative studies. Gift cards were offered to both nurses and patients for participating in the qualitative interviews.

### Thematic Analysis of the Interviews

The team created an initial codebook to summarize the open-ended interviews. Next, we used a thematic analysis approach for the systematic coding of the interviews. Thematic analysis is a qualitative descriptive approach for identifying, analyzing, and reporting themes within data [23-25]. The analysis phases were (1) familiarization with data, (2) generating initial codes, (3) data coding, (4) intercoder reliability, (5) searching for themes, (6) defining and naming themes, and (7) producing the report. To familiarize them with the data (step 1), 2 team investigators listened to and reviewed the transcribed interviews and used the initial codebook (step 2) to code transcriptions using a Microsoft Excel spreadsheet (step 3). The codes were assigned to informative passages of transcriptions (phrases, sentences, or paragraphs). Intercoding reliability was assured by dual coding of the first 2 interviews for each stakeholder (patient and nurse). Disagreements were resolved through discussions between the coders. Next, each investigator continued and coded the remaining interviews separately. When new codes emerged, they were discussed in our regular team meeting and added to the coding scheme if necessary (step 4). Final codes were collated into potential themes (broader and more abstract than codes) by undertaking an interpretative data analysis (step 5). The themes that emerged were further refined by analyzing the aspects of the data captured by each theme (step 6). This helped us to generate informative and clear names and definitions for a theme. The final report was produced by linking each theme to vivid and compelling interview quotes. Analysis of the patients’ interviews and patient selection proceeded in an iterative process until data saturation was achieved (no new themes emerged from the data, and each theme was refined within a diverse sample).

### Results

#### Demographic Information

Table 1 includes a summary of demographic information of the patients who participated in this study. The patients were predominantly men (6/10, 60%). Approximately 40% (4/10) of the study participants were Black, 30% (3/10) were White, and 20% (2/10) were Hispanic. One of the patients was not interested in declaring their race. More than half of the patients (6/10, 60%) were retired, and some (2/10, 20%) patients were disabled. All 3 nurses participating in this study were women: 2 (67%) were Black, and 1 (33%) was Hispanic. All 3 nurses had >5 years of clinical experience in HHC settings.
Table 1. Demographic information of patients (n=10) and nurses (n=3) participating in this study.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>4 (40)</td>
</tr>
<tr>
<td>White</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.7 (16.25)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Retired</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Disabled</td>
<td>2 (20)</td>
</tr>
<tr>
<td><strong>Nurses</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>3 (100)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>2 (67)</td>
</tr>
<tr>
<td>White</td>
<td>__a</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Other</td>
<td>__</td>
</tr>
<tr>
<td>Work experience (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>0 (0)</td>
</tr>
<tr>
<td>5-10</td>
<td>2 (67)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>1 (33)</td>
</tr>
</tbody>
</table>

*aNone of the nurses participated in this study was White.

**Usability**

Sony had the highest SUS score compared with Vox and Saramonic. Although the Saramonic device had a slightly lower SUS score than the SUS score of the Sony device, nurses found Saramonic easier in terms of approaching HHC patients for permission to audio record the verbal communication because of the appearance of the device and flexibility in attaching the microphone to the patient’s clothes. In addition, the quality of audio-recorded communication using Saramonic was higher than that of the other 2 devices when measured using the WER of automatic transcription and accuracy of speaker identification provided by AWS-GTS. As expected, the desirable usability feature of Vox was automatic voice-activated recording. However, this feature might compromise the patient’s or nurse’s privacy if the nurse forgets to pick up the device from the patient’s home or if the nurse forgets to turn off the device, which in turn would start recording unrelated conversations. This feature was not available for Sony or Saramonic. Overall, we found that Saramonic is the most appropriate device for recording patient-nurse encounters with the highest SUS score and accuracy of speaker identification, as shown in Table 2.
Table 2. Evaluation of 3 audio-recording devices in home health care settings by nurses and quality of audio-recorded files measured using Amazon Web Service General Transcribe System.

<table>
<thead>
<tr>
<th>Device</th>
<th>System Usability Scale score</th>
<th>Overall opinion of the nurses about the device</th>
<th>Word error rate (%)</th>
<th>Accuracy of speaker identification (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vox</td>
<td>42.5</td>
<td>The device lacked ease of usability because of the lack of indication of both the battery life and recording status.</td>
<td>38.4</td>
<td>67.3</td>
</tr>
<tr>
<td>Sony</td>
<td>78.75</td>
<td>The device was lightweight and easy to use; however, with the ongoing COVID-19 pandemic, the nurses were not comfortable putting the microphones near the face.</td>
<td>27</td>
<td>89.6</td>
</tr>
<tr>
<td>Saramonic</td>
<td>65</td>
<td>The device was simple to use. In addition, it was easier to approach patients using this device than with Sony.</td>
<td>26.3</td>
<td>91.3</td>
</tr>
</tbody>
</table>

Stakeholder Perspectives

We investigated the perspectives of HHC stakeholders (patients and nurses) toward integrating the audio-recording of patient-nurse verbal communications into the clinical workflow. Table 3 provides the thematic analysis of the interviews with patients. Overall, most patients were comfortable with the procedure of audio recording their communication with the nurses. Some patients even mentioned that they completely forgot that their communication with the nurse was being recorded, and they did not have any concerns about sharing their concerns with nurses. In addition, most patients perceived the potential benefits of audio recording, particularly as a mechanism for recalling the nurses’ instructions, and they wanted the audio-recorded files to be shared with them.

Table 3. Summary of patients’ interviews.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Common findings across patients</th>
<th>Differences across patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons for study enrollment</td>
<td>Most patients stated that their primary reasons for enrollment were to potentially help others and as they were satisfied with the services their nurses had provided them.</td>
<td>A patient had stated their primary reason for enrollment was the financial incentive.</td>
</tr>
<tr>
<td>Experience with recording</td>
<td></td>
<td>__a</td>
</tr>
<tr>
<td>Perceptions</td>
<td>Most patients had expressed feeling confident and that the device was not bothersome and was comfortable. Multiple patients stated that they forgot about the presence of the recorder soon after the visit started.</td>
<td>—</td>
</tr>
<tr>
<td>Communication</td>
<td>All patients expressed that there was no effect on their communication with the nurses.</td>
<td>—</td>
</tr>
</tbody>
</table>

There were no differences on the perceptions of nurses participated in this study.

Table 4 presents a summary of the thematic analysis of the nurses’ interviews. All nurses agreed that the recording device was convenient and easy to use, and they became used to the procedure after audio recording a few encounters (2-3 encounters each). However, some nurses disputed the idea of integrating the audio-recording of patient-nurse encounters into HHC clinical workflows because of the lengthening of the duration of the encounters, which cannot be easily suited to their current heavy workloads. For example, one of the nurses mentioned that “I don’t know. We are so busy. I remember there was a day I had 10 plus patients, that day I did not take the recorder. I don’t have time to do that.” When we investigated nurses’ opinions about the usefulness of audio-recorded verbal communication, some of them expressed doubt and argued that all the patient health-related information is documented in the EHR system, and audio recording probably would not add more information. A nurse found the recording process helpful for managers in gaining insights into the quality of care in HHC settings. When asked about the impact of the audio recording on patient-nurse communication patterns, nurses stated that the recording would likely affect their communication patterns with patients. Specifically, audio recording may increase nurses’ willingness to establish more formal relationships with patients. Nurses also believed that patients’ communication patterns would change in the presence of audio-recording devices. When asked about the patients’ willingness to participate in this study, they responded that it depended on the patient’s personality, proactiveness in their care, and the complexity of their medical conditions.
Table 4. Summary of nurses’ interviews.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Common findings across nurses</th>
<th>Differences across nurses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experience with recording</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device usability</td>
<td>Most nurses had a good experience and stated that they began to become comfortable after a few uses (recording 1-2 encounters).</td>
<td>A nurse highlighted the difficulty in finding places to clip the microphone and attach the device in one home health care encounter.</td>
</tr>
<tr>
<td>Future use</td>
<td>When asked if this would become a standardized process, most nurses expressed dismay, citing that it would add more time to the visits with their already heavy workload.</td>
<td><em>a</em></td>
</tr>
<tr>
<td>Potential use of recording for other purposes</td>
<td>Most nurses expressed doubts about its usefulness because of their present, heavy workload and no need to use it to look back at visits as everything is documented during the visit.</td>
<td>A nurse expressed the usefulness in a management aspect where it can potentially help with the assignment of the workload. It would help give insights into the visits that they would not otherwise see.</td>
</tr>
<tr>
<td><strong>Patient encounters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>Most nurses said that the recording could affect the way patients communicate with nurses (Hawthorne effect). Most nurses said that the recording could affect the way the nurses develop relationships with their patients. In other words, it may increase the nurses’ willingness to establish a more formal relationship with patients.</td>
<td><em>—</em></td>
</tr>
<tr>
<td>Participation</td>
<td><em>—</em></td>
<td>All the nurses answered differently. It could be dependent on the patients’ personality, proactiveness in their care, or the type of case they are in (chronic care or wound care).</td>
</tr>
</tbody>
</table>

*aThere was no difference across nurses.

Discussion

**Principal Findings**

This study is the first to develop a practical approach for audio recording HHC patient-nurse verbal communication and evaluate the feasibility of integrating this approach into the clinical workflow. We showed that the type of recording device can have a differential effect on the accuracy of downstream tasks built on audio-recorded patient-nurse encounters, such as automatic transcription and provided speaker identification. In addition, our results suggest that HHC stakeholders’ attitudes toward the recording process are a crucial factor affecting the successful integration of the audio recording of patient-nurse verbal communications into the clinical workflow.

Selecting an appropriate recording device is of great importance to designing and implementing an effective approach for audio recording clinical encounters in HHC settings. Some devices are lightweight, can be easily attached to the participants’ clothes, and have a very simple operation mechanism with one on or off button. However, these devices often have functionality issues, such as short battery life or limited memory size, which reduce their usability by increasing the number of clinicians or administrative staff. The INSTAMIC PRO device is an example of such a device with high ease of use but low functionality because of its small memory capacity. In contrast, some devices are easy to use with good functionality; however, because of their size or weight, they cannot be easily attached to a patient’s or clinician’s clothes. Vox is an example of a device that needs to be set on a flat surface (eg, a table) during the process of recording. Although this solution is practical for recording patient-clinician encounters where no movement is required during communication, it is not an appropriate solution in HHC settings where there is a constant required movement of the patient or nurse for physical examination or treatment. The patient’s or nurse’s movement will change their position with reference to the device location and, therefore, would affect the quality of audio-recorded communication, in turn affecting downstream tasks built on the audio data (eg, extracting some linguistic or acoustic features from the patient’s speech).

In addition, the quality of the audio-recorded communication by devices substantially affects the quality of automatic transcription and speaker identification provided by an automatic speech recognition system. This is particularly important when the goal of the study is to develop an automatic analytic pipeline for processing and modeling patient-nurse verbal communication to develop a risk identification or diagnostic algorithm (eg, a diagnostic algorithm for Alzheimer disease). Regarding the possibility of background noise in HHC settings, which comes from different sources such as television, air conditioner, or a caregiver’s speaking, it is important to set the microphone as close to the patient’s and nurse’s mouths to reduce the possibility of background noise captured by the device’s microphone. An option for reducing background noise is to use a unidirectional (cardioid) overhead microphone; however, as this study was conducted during the COVID-19 pandemic and the study participants were recognized as being at high risk for COVID-19, we avoided any devices that touched the patient’s face. Unidirectional microphones pick up audio (eg, the patient’s voice) from only the front compared with omnidirectional microphones that pick up audio from all directions. Another reason that convinced us not to use overhead microphones was...
the risk of patient discomfort during the recording procedure when the microphone touches the patient’s face.

Another important feature of audio-recording devices is the number of channels with the ability to separate audio tracks for each individual participating in the communication. Devices with this type of feature usually have multiple microphones that are used by several individual speakers. The voice captured by each microphone is transmitted to an individual channel. This feature is important for downstream tasks, especially the differentiation of the patient’s voice from the nurse’s voice. Among all the devices evaluated in this study, the Saramonic device was the only device that included this feature; consequently, it had a higher score for speaker identification when it was measured using AWS-GTS. Overall, because of the better quality of automatic transcription and speaker identification (measured using AWS-GTS) of verbal communications recorded by this device and the high score for usability, we selected this device for audio recording further encounters beyond the pilot assessment.

Understanding HHC patients’ and nurses’ perspectives toward audio recording is a key determinant of the successful integration of the audio recording of patient-nurse verbal communication into the HHC clinical workflow. Overall, patients found the process of audio recording to be satisfactory and convenient, with minimal impact on their communication with nurses. Patients expressed that they were able to freely share their concerns and health care issues with nurses, and they even forgot about the presence of audio devices soon after the visit started. This expression implies that the Hawthorne effect on patients’ communication patterns with nurses was minimal. It also shows the practicality of the recording procedure designed for this study.

The Hawthorne effect refers to a study participant’s reactivity, in which the participant changes an aspect of their behavior in response to their awareness of being observed by the study’s investigator [19]. At the beginning of the study, we briefly educated the patients about the audio-recording procedure and our strategy for protecting their privacy and confidentiality. We believe that this training is particularly essential for reducing the possibility of patient discomfort and, in turn, the Hawthorne effect.

Similar to patients, nurses found the audio-recording procedure satisfactory and easy to learn. However, in contrast to patients, nurses expressed that audio recording of HHC encounters can affect their practice and communication patterns in the HHC settings. Some nurses suggested that their communication with patients might become more formal rather than personal. Therefore, we may conclude that the presence of a recording device can introduce a Hawthorne effect on nurses’ communication with patients. Nurses expressed concern about sharing audio-recorded encounters with supervisors for evaluation purposes. Owing to this concern, we experienced difficulties in recruiting nurses to audio record their communication with patients; however, after educating nurses about protecting their privacy and confidentiality, 5 nurses agreed to participate in the study. Nurses were not very optimistic about the usability of integrating audio recording in clinical workflows as they perceived limited benefits in audio recording the HHC encounters. This is contrary to the findings of numerous studies [1-8] showing the importance of patient-spoken language in the development of diagnostic and risk identification algorithms for identifying patients with pathological entities and at risk of negative outcomes. Educating nurses about the importance of patients’ spoken language may partially resolve this problem. In addition, nurses had concerns about increasing the length of HHC encounters because of the time required to set up the audio-recording device, which was a challenge given their existing heavy workload. The use of devices that are minimally burdensome and easy to use and enlisting the support of clinical managers are essential to address these issues and are key for successful integration.

Limitations
The findings of this study should be considered in light of several limitations. First, although the audio-recording devices selected for this study included a wide range of useful and convenient features for audio recording HHC patient-nurse encounters, they may not represent all features of existing devices in the market. For example, future studies may investigate the usability and functionality of Amazon Alexa (a device that was developed by the Amazon company) for audio recording patient-nurse encounters, the possibility of connecting to a secure server for storing the audio-recorded data, and the potential risks to patient privacy and confidentiality. Second, we quantified the quality of audio-recorded communication by measuring the accuracy of the automated transcription provided by AWS-GTS. Although the quality of audio-recorded data is correlated with the accuracy of automated transcription, it may not provide comprehensive insights into the quality of audio recorded by a device. Future studies may investigate other measures such as the sensitivity of the device for filtering background noise in noisy clinical settings to better evaluate the quality of the audio-recorded voice by the device. Third, as this study was conducted during the COVID-19 pandemic, recruitment and retention of HHC nurses were challenging. This was mostly because of nurses’ heavy workload, and precautions needed to be taken to reduce the risk of COVID-19 transmission in the HHC setting. In addition, because of the COVID-19 pandemic, it was challenging for the research team to reach out to all nurses with a potential interest in participating in this study. Overall, we were able to recruit 5 nurses for the study of audio recording patient-nurse verbal communication conducted at VNSNY. Of the 5 nurses, 2 (40%) nurses left the VNSNY during the study. Hence, unfortunately, we could not reach the 2 nurses to solicit their perspectives. Although a sample size of 3 nurses may not provide sufficient data to achieve data saturation, the 3 nurses who participated in the interviews had extensive experience in HHC services, HHC workflow, and working with a racially diverse patient population in VNSNY. Therefore, they were able to provide a valuable evaluation of the facilitators and barriers to the pipeline designed for audio recording and its integration into the HHC workflow. Aggregation of the 3 nurses’ perspectives sheds light on the facilitators and barriers to a large extent and was very informative for HHC managers and policy makers. For example, the manager of the VNSNY research center informed us that...
they were willing to address some of the barriers (eg, training nurses about the importance of audio-recording encounters) to encourage more HHC nurses to participate in similar studies in the future. Currently, we are actively recruiting more nurses for this study, which will enable us to provide a better picture of nurses’ opinions toward this process in our future report. Fourth, the racially diverse sample size of patients (10/45, 22%) who participated in this study was achieved through an iterative process and data saturation of thematic analysis of interview findings, which represents the patient population at the study agency to a large extent. However, the findings regarding patients’ opinions may not provide a deep insight into the attitudes of minority patients or those with complex clinical conditions. Finally, this study was conducted at one agency, the largest HHC organization in the United States. However, there might be differences in the types of health care services, communication, and practice patterns across HHC. Therefore, the overall findings of this study may not be representative of all HHC settings.

Conclusions
To develop an effective practical approach for integrating audio recording of patient-nurse verbal communication in HHC settings, it is essential to select an audio-recording device with high functionality and usability. Training nurses and clinical managers on the importance of audio-recorded verbal communication can encourage them to support the process of integration.

In addition, training can reduce the potential concerns of nurses about protecting their privacy and confidentiality during the recording process.
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We recently read with great interest the article “User Experience in Remote Surgical Consultation: Survey Study of User Acceptance and Satisfaction in Real-Time Use of a Telemedicine Service” by Aminoff et al [1], where a real-time telemedicine service was used for intraoperative surgical consultation assistance during endoscopic retrograde cholangiopancreatography procedures. The authors investigated the surgeons’ preprocedure expectations of how the service would aid operative performance and patient outcomes, and their satisfaction after use of the service. We commend the authors for their work; however, we would like to highlight some caveats in their research.

Although this study presents interim results, we are concerned that the perceived future use of the service may be overestimated. Expert surgeons had to book out their time in advance to participate, and when the sample was asked about the perceived demand for teleguidance, 80% said they believed there would be no demand for it or were unsure of the demand [1]. This coupled with the fact that sites were encouraged to use the service due to being part of a trial makes it unclear as to whether the telemedicine service would be used in practice.

Moreover, technical issues experienced in virtual services can prohibit their successful implementation [2]. Technical issues were apparent in 24% of cases, and problems in audio and video connection and fluoroscopy transfer could lead to incorrect surgical decision-making guidance from the remote expert. Even though some of these issues were resolved either through connection restarting or calling medical technicians, these unnecessary delays increase patients’ time under anesthesia, which is known to increase perioperative complications such as infection [3]. Indeed, this could explain the 4 (2.8%) cases that had postoperative complications; although, we cannot confirm this as a causal inference [1]. Furthermore, due to the limitations in the content being transferred at any one time via the service and the lack of 3D visualization, we caution against the use of remote expert guidance in particularly difficult surgical decision-making scenarios.

Although no vice endoscopic retrograde cholangiopancreatographers demonstrated an increase in their level of expertise during the study period, we argue that this intervention may be time-inefficient, with 81.1% of the procedure time being spent on receiving guidance [1].
Furthermore, no follow-up data is available to predict whether skills would be maintained or regress if tele-guidance were not implemented, which casts doubt on the service’s training value. Previous work has found that telestration features can reduce the time of mentoring sessions [4]. However, due to the user-unfriendly design of this particular telestration tool, this benefit was unlikely. Therefore, we suggest the development of a more tailored design and function to create more time for other clinical duties consulting surgeons may have. Finally, to determine the true value of this service in clinical practice, we recommend a study investigating the acquisition of both technical and nontechnical skills for on-site expert-guided surgeries compared to remote surgical consultation. In conclusion, we commend the authors for their innovative surgical guidance service and suggest that the aforementioned are considered when formally implementing the service in the clinical setting.

Conflicts of Interest
None declared.

Editorial Notice
The corresponding author of “User Experience in Remote Surgical Consultation: Survey Study of User Acceptance and Satisfaction in Real-Time Use of a Telemedicine Service” declined to respond to this letter.

References
Application of a Web-based Self-assessment Triage Tool During the COVID-19 Pandemic: Descriptive Study

Anna Nowicka1,2*, MD; Jakub Jaszczak2*, MD; Anna Szymanek Pasternak1,3, MD, PhD; Krzysztof Simon1,3, MD, PhD

1Provincial Specialist Hospital them. J. Gromkowski, Wrocław, Poland
2Infermedica, Wrocław, Poland
3Department of Infectious Diseases and Hepatology, Wroclaw Medical University, Wrocław, Poland
*these authors contributed equally

Corresponding Author:
Anna Nowicka, MD
Provincial Specialist Hospital them. J. Gromkowski
Koszarowa 5
Wrocław, 51-149
Poland
Phone: 48 660427576
Email: nowickanna@gmail.com

Abstract

Background: The COVID-19 pandemic has sped up the implementation of telehealth solutions in medicine. A few symptom checkers dedicated for COVID-19 have been described, but it remains unclear whether and how they can affect patients and health systems.

Objective: This paper demonstrates our experiences with the COVID-19 risk assessment (CRA) tool. We tried to determine who the user of the web-based COVID-19 triage app is and compare this group with patients in the infectious diseases ward’s admission room to evaluate who could benefit from implementing the COVID-19 online symptom checker as a remote triage solution.

Methods: We analyzed the answers of 248,862 people interacting with an online World Health Organization–based triage tool for assessing the probability of SARS-CoV-2 infection. These users filled in an online questionnaire between April 7 and August 6, 2020. Based on the presented symptoms, risk factors, and demographics, the tool assessed whether the user’s answers were suggestive of COVID-19 and recommended appropriate action. Subsequently, we compared the sociodemographic and clinical characteristics of tool users with patients admitted to the Infectious Diseases Admission Room of J. Gromkowski Hospital in Wrocław.

Results: The CRA tool tended to be used by asymptomatic or oligosymptomatic individuals (171,226 [68.80%] of all users). Most users were young (162,432 [65.27%] were below 40 years of age) and without comorbidities. Only 77,645 (31.20%) of the self-assessment app users were suspected of COVID-19 based on their reported symptoms. On the contrary, most admission room patients were symptomatic—symptoms such as fever, cough, and dyspnea were prevalent in both COVID-19-positive and COVID-19-negative patients. COVID-19-suspected patients in the CRA tool group presented similar COVID-19 symptoms as those who presented to the admission room. These were cough (25,062/40,007 [62.64%] in the CRA tool group vs 138/232 [59.48%] in the admission room group), fever (23,123/40,007 [57.80%] in the CRA tool group vs 146/232 [62.93%] in the admission room group), and shortness of breath (15,157/40,007 [37.89%] in the CRA tool group vs 87/232 [37.50%] in the admission room group).

Conclusions: The comparison between the symptomatology of the users interacting with the CRA tool and those visiting the admission room revealed 2 major patient groups who could have benefited from the implementation of the self-assessment app in preclinical triage settings. The primary users of the CRA tool were young, oligosymptomatic individuals looking for screening for COVID-19 and reassurance early in the COVID-19 pandemic. The other group were users presenting the typical symptoms suggestive of COVID-19 at that time. The CRA tool recognized these individuals as potentially COVID-19 positive and directed them to the proper level of care. These use cases fulfil the idea of preclinical triage; however, the accuracy and influence on health care must be examined in the clinical setting.
Introduction

Background

After the outbreak of the COVID-19 pandemic, the health care systems of affected countries faced an unprecedented challenge. Ensuring the continuity of care and screening the vast number of suspected patients have put a significant strain on health care, leading to the depletion of public health resources [1,2]. Although the health system resources were transferred to provide critical services to patients suffering from COVID-19, the utilization of medical visits reduced by even 42% [2], suggesting that patients with less severe illnesses tended to avoid in-person consultation or had no possibility to attend one.

During the pandemic, especially in the early days, there was much uncertainty regarding the symptomatology and clinical course of the novel coronavirus disease. This has been reflected in the number of searches for the phrase “covid 19 symptoms” on the Google platform, which at the time of the study varied from 443,000 to 2.2 million searches per month just for the United States [3].

These uncertain times have presented an opportunity to popularize telehealth solutions in medicine. The means of remote consultations have found their way mostly in primary care as a substitute for in-person visits [4] but also as a way of remote triage of COVID-19 patients.

Triage is defined as a classification of patients according to their urgencies. Remote triage uses the means of distance communication, such as telephones or interactive websites, allowing for the segregation of patients before they interact with health care professionals. Remote triage solutions have been proven helpful in telephone call centers, where they have been associated with lower in-person health care use [5]. They have also been demonstrated to be useful in the triage of COVID-19 patients, as they have reduced the number of unnecessary consultations, hence reducing the exposure of the staff to COVID-19 [6]. Web-based COVID-19 symptom checkers and triage tools have also proved useful in scheduling tests [7,8], monitoring symptoms [9-11], providing evidence-based educational value [8,9,12], and supporting self-isolation [13].

Objective

In this study, we wanted to share our findings regarding the COVID-19 risk assessment (CRA) tool. It was a World Health Organization (WHO) guidelines-based online triage tool, which assessed the risk of SARS-CoV-2 infection and returned a probable outcome with a concise recommendation of what to do next, along with evidence-based educational materials about COVID-19.

We gathered and analyzed the data of 651,757 patients interacting with the CRA tool, focusing on their demographics, risk factors, reported symptoms, possible exposure to SARS-CoV-2, and recommended triage. The aim was to establish who the main users of web-based COVID-19 symptom checkers (age, sex, comorbidities, presenting symptoms) are and who might have benefitted from implementing COVID-19 symptom checkers as preclinical triage solutions.

Since confirming the diagnosis in an online self-assessment tool was not achievable, we compared the results (sociodemographic and clinical characteristics of CRA users) with the health records of the Infectious Diseases Admission Room of J. Gromkowski Hospital in Wroclaw to establish whether and how these groups corresponded. The goal was to evaluate who could benefit from implementing this solution as preclinical triage.

Methods

Study Population

Since April 7, 2020, we have been collecting and utilizing responses from the CRA tool users. The app was developed by Infermedica company, as a non-profit project. It utilized a diagnostic algorithm designed based on WHO and Centers for Disease Control and Prevention (CDC) recommendations. The specific time frame was chosen due to periodical updates of the app questions flow. In the selected period, there were no major changes to the question flow so that the collected information could be unbiased.

Inclusion Criteria

The study population included individuals concerned about their risk of COVID-19 infection:

- Users who filled the questionnaire available through the Infermedica website between April 7 and August 6, 2020
- Users who filled the questionnaires available on third-party websites, which obtained permission to use our tool within their platforms between April 7 and August 6, 2020

Exclusion Criteria

The exclusion criteria were:

- Completing the interview in an outdated 1.0 and 2.0 version (not all providers of our tool updated their software before the beginning of the study)
- Completing the interview in a version customized for a national health system so that it was incompatible with WHO and CDC recommendations
- Not completing the whole interview
- Age below 18 years
- Completing the interview in a language other than Polish

Data Privacy and Ethical Statement

The study population consisted of 2 arms: users of the web app and patients in the admission room.
The app arm consisted of users of the web app who accepted the terms of service. All data processed through the COVID-19 risk assessment checker were anonymous and did not allow us to identify an individual based on the information provided during the interview. Informed consent to use anonymized data was provided by the users by accepting the terms of service. A privacy policy and personal data protection were applied.

The admission room arm of the study did not require ethics committee approval as a retrospective study, according to the guidelines of the local ethical compliance body [14].

COVID-19 Symptom Checker Characteristics

The CRA is a triage tool dedicated to nonprofessional users. The checkout was designed to assess whether the user’s symptoms may be the result of SARS-CoV-2 infection. It had a form of a responsive web app that could be embedded within a website or an Application Program Interface (API) that can serve as a technological core for building custom apps. (An API is a set of routines, protocols, and tools for building software applications. Basically, an API specifies how software components should interact. It serves as a technological core for custom-building applications.) The flow of the interview was solely based on the official WHO guidelines for diagnosing COVID-19 [15]. The first version of the API was released on March 20, 2020 (version 1.0), followed by updates on March 25, 2020 (version 2.0), April 7, 2020 (version 3.0), and May 7, 2020 (version 4.0).

The app has been considered final from version 3.0; the set of risk factors and symptoms have reached their final form. However, the core logic of the interview, such as the flow of the interview, types of acquired data, and types of output recommendations, has been consistent from the first released version. In this study, we only considered interviews in the period between April 7 and August 6, 2020.

Medical Foundation

The CRA tool’s logic was built around WHO guidelines [15] and WHO daily transmission reports [16]. The interview was designed to gather enough data to establish whether the user falls into any of the 3 categories mentioned in said guidelines as “Suspected case” for COVID-19; therefore, the reported symptoms may have resulted from SARS-CoV-2 infection.

For this reason, the interview consisted of 3 sets of questions that could be grouped into 3 categories:

- Risk factors and symptoms
- Places of residence and travel
- Contact with possible COVID-19 cases

In some cases, when this information was unnecessary to make a diagnosis, some questions were omitted.

Data Analysis

The majority of the data were compared and presented with the use of descriptive statistics. Inferential statistics had to be omitted because of the significant differences in both compared populations and vastly different sample sizes. We decided to only use statistical analysis to compare comorbidities related to COVID-19 in both CRA and admission room groups. In CRA, P values were calculated with the test of proportions and in the admission room, with the Fisher exact test.

Screen Deep Dive

The interview consisted of up to 8 consecutive screens. Not every screen had to be included; this is the maximum number of screens that the user could have been exposed to. If the patient reported emergency evidence (ie, acute dyspnea), the interview was terminated with an instruction to call an ambulance. The screens in the display order were “Welcome & Terms of Service,” “Age and Sex Selection,” “Risk Factors,” “Symptoms,” “Red Flags,” “Possible Exposure to COVID-19,” “Travel and Residency,” and “Outcome.”

Nine risk factors were included to inquire about the user’s chronic illnesses and overall medical condition: diseases or drugs that weaken the immune system, obesity, long-term stay at a care facility or nursing home, diabetes, cancer, cardiovascular disease, history of chronic lung disease, history of chronic liver disease, and history of chronic kidney disease.

Some of these comorbidities have been described as negatively impacting COVID-19 infection outcomes [17]. We also included risk factors described in the Pneumonia Severity Index (PSI) as a negative prognostic factor indicating the need for hospitalization [18].

The symptom screens were oriented on inquiring about users’ symptoms that should raise clinical suspicion for COVID-19 according to WHO guidelines [15]. There was a list of 11 symptoms users could choose from: fever, cough, shortness of breath, fatigue, muscle pain, chills, headache, diarrhea, nausea, sore throat, and impaired taste or smell.

Furthermore, the interview focused on assessing red flags—immediate health threats to the user that should yield in cessation of the interview. To do so, the user was asked about rapid symptom deterioration, tachypnea, or hemoptysis.

There were 6 possible outcomes of the interview, which referred to the possibility of COVID-19 infection and the severity of symptoms:

- COVID-19 suspected, serious: “Call the emergency number. Avoid all contact.”
- COVID-19 suspected, nonserious: “Consult your health care provider. Avoid all contact.”
- Contact with COVID-19, no symptoms: “Quarantine.”
- Non-COVID-19, serious: “Call a doctor.”
- Non-COVID-19, nonserious: “Stay home and monitor your symptoms.”
- Asymptomatic: “Follow preventive measures.”

The extensive screen description and decision tree logic can be browsed in Multimedia Appendix 1.

Comparison Group: Admission Room Analysis

To compare individuals completing the survey with real patients diagnosed with COVID-19 by health care professionals, we turned to the Infectious Diseases Admission Room of J. Gromkowski Hospital in Wroclaw. We analyzed 291 cases of patients visiting the admission room between April 7 and August 6, 2020. All the patients reporting to the admission room were
suspected of COVID-19 infection; no other cases of infectious diseases were consulted in the admission room at that time. They may have been brought to the admission room by ambulance, referred by the primary care physician, or admitted by themselves. We excluded patients below 18 years of age.

Each patient was interviewed and examined by the physician working in the admission room. The interview consisted of fixed elements, such as current symptoms, comorbidities, medication, history of travel, contact with COVID-19-positive persons, and workplace and family interview. Blood analysis, chest X-rays, and COVID-19 swabs were obtained in most cases.

The patient's history and examination, along with the additional tests, allowed them to decide on admission to the hospital or discharge. After 24 hours, the results of the COVID-19 genetic test (reverse transcription polymerase chain reaction [RT-PCR] from nasopharyngeal or pharyngeal swabs) were available, which allowed reaching the final diagnosis.

Setting

J. Gromkowski Hospital in Wrocław, Lower Silesian Voivodeship, Poland, is 1 of the specialist hospitals in that city. There are 2 infectious disease wards in the hospital. The Infectious Diseases Admission Room serves as the place for preliminary triage, diagnosis, and treatment of incoming patients suspected of contracting infectious diseases. During the COVID-19 pandemic, it served as the main consultation facility of COVID-19-suspected cases.

Population

In this study, we analyzed the Infectious Diseases Admission Room cases between April 7 and August 6, 2020. We focused on the set of reported symptoms, comorbidities, contact with COVID-19 cases, and travel history. Our goal was to determine the patient profile, meaning assessing the set of symptoms connected with COVID-19 cases compared to non-COVID-19 cases.

Results

Finally, we wanted to compare the sociodemographic and clinical characteristics of hospital patients and the ones completing the self-assessment interview.

Symptoms

In the study, we screened for 8 symptoms that are suggestive of COVID-19 infection: cough, fever, dyspnea, diarrhea, myalgia, rhinorrhea, taste and smell abnormalities, and pharyngeal pain.

Demographics and Groups Characteristics

CRA Tool

Of the 697,903 individual interviews performed on the CRA tool between April 7 and August 6, 2020, a total of 248,862 (35.66%) individual interviews met the inclusion criteria. Most of these interviews came from the government portal of the Polish Ministry of Health, which embedded the app within its website [19]: 117,311 (47.14%) of all interviews. In addition, 91,805 (36.89%) interviews were performed on the original CRA website [20], and 17,767 (7.14%) interviews were performed on the COVID-19 mobile app commissioned by the Polish Ministry of Health. Other notable institutions adopting the CRA tool and providing us interviews analyzed in the study included PZU Zdrowie (Polish biggest private health care provider), Dovera (private health care provider in Slovakia), Global Excel (medical assistance company operating in the U.S. and Canada), and others [21]. The CRA tool is offered in 37 languages in total: Polish, English, Slovak, Ukrainian, Portuguese-Brazilian, and Russian are the most popular languages. However, only Polish-speaking users met the inclusion criteria (Figure 1).

Most of the respondents were between 18 and 40 years old (n=158,998 [63.89%] of all respondents). The least prevalent were users between 80 and 90 years old (n=498, 0.2%). The mean age was 37 years. The study included 130,966 (52.63%) males and 117,896 (47.37%) females (Figure 2).
**Figure 1.** Finished CRA interviews daily (blue line); for comparison, daily number of new diagnosed COVID-19 cases in Poland (red line). CRA: COVID-19 risk assessment.

**Figure 2.** Age and sex distribution of admission room patients (N=291).

**Admission Room**

The study included 291 patients who visited the Infectious Diseases Admission Room of J. Gromkowski Hospital in Wrocław between April 7 and August 6, 2020. There were 152 (52.23%) women and 139 (47.77%) men enrolled in the study. Most of the patients were between 41 and 70 years old. The mean age was 58 years; the median age was 60 years (Figure 3).
Outcomes and Triage Results

**CRA Tool**

Among the users of the CRA tool, the most common interview result was “asymptomatic” or “Follow preventive measures,” which was displayed to 98,081 (39.41%) of the 248,862 users. This subgroup consisted of users who answered the questionnaire but denied having any symptoms or COVID-19 exposure.

The second-most common triage outcome was “non-COVID-19, nonserious” or “Stay home and monitor your symptoms” for 73,145 (29.39%) of the 248,862 users. This subgroup comprised users who answered the questionnaire and reported only mild symptoms, such as fatigue, muscle pain, chills, headache, diarrhea, nausea, sore throat, and impaired taste or smell, but denied having any COVID-19 exposure (contact or travel). These users were not suspected of SARS-COV-2 infection according to the diagnosing rules proposed by WHO at that time [15].

Both these groups added up to 171,226 (68.80%), which made them the majority of the CRA tool users. See Tables 1 and 2 for details of the CRA tool group.

The third-most common triage outcome was “Call the emergency number,” which was recommended to 30,494 (12.25%) of the users. These were referred to as “COVID-19 suspected, serious” cases. Users who received that recommendation reported red-flag symptoms indicating respiratory distress or potentially severe infection (shortness of breath in the elderly, tachypnea, hemoptysis, high-grade fever, rapid symptom deterioration) and confirmed potential COVID-19 exposure.

Of the 248,862 users, 21,980 (8.83%) were classified as “Non-COVID-19, serious”: they received a “Call a doctor” recommendation. These users were not suspected of SAR-CoV-2 infection, because they had not met the WHO criteria of the suspected case at the time [15], but were advised to obtain a teleconsultation due to potentially severe symptoms: shortness of breath, high-grade fever, and fever and cough in the elderly.

The least prevalent group was the “COVID-19 suspected, nonserious” or “Consult your health care provider. Avoid all contact,” displayed to 9,513 (3.82%) users. This group reported symptoms and COVID-19 exposure suggestive of SARS-CoV-2 infection but denied having potentially serious symptoms calling for an in-person consultation. They were advised to self-isolate and undergo a COVID-19 test.
Table 1. Distribution of CRA\textsuperscript{a} interview outcomes (N=248,862).

<table>
<thead>
<tr>
<th>Triage</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymptomatic</td>
<td>98,081 (39.41)</td>
</tr>
<tr>
<td>Non-COVID-19, nonserious</td>
<td>73,145 (29.39)</td>
</tr>
<tr>
<td>COVID-19 suspected, serious</td>
<td>30,494 (12.25)</td>
</tr>
<tr>
<td>Non-COVID-19, serious</td>
<td>21,980 (8.83)</td>
</tr>
<tr>
<td>Quarantine</td>
<td>15,649 (6.29)</td>
</tr>
<tr>
<td>COVID-19 suspected, nonserious</td>
<td>9,513 (3.82)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CRA: COVID-19 risk assessment.

Table 2. Distribution of CRA\textsuperscript{a} interview outcomes: matrix of the clinical suspicion of COVID-19 (N=248,862).

<table>
<thead>
<tr>
<th>Severity of presented symptoms</th>
<th>COVID-19 suspected, n (%)</th>
<th>Non-COVID-19, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serious</td>
<td>30,494 (12.25)</td>
<td>21,980 (8.83)</td>
</tr>
<tr>
<td>Nonserious</td>
<td>9,513 (3.82)</td>
<td>171,226 (68.80)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CRA: COVID-19 risk assessment.

Admission Room

Of the 291 patients, 232 (79.73\%) tested positive for COVID-19 and 59 (20.27\%) tested negative for COVID-19. Of the 152 women, 126 (82.89\%) were COVID-19 positive and 26 (17.11\%) were COVID-19 negative. Of the 139 men, 106 (76.26\%) were COVID-19 positive and 33 (23.74\%) were COVID-19 negative.

Most of the patients (n=167, 57.39\%) of the admission room group were classified by consulting physicians as patients in good general condition, 85 (29.21\%) of the patients were judged to be in moderate general condition, 30 (10.31\%) were in a bad general condition, and 9 (3.09\%) were in a severely bad general condition.

Comorbidities

The number of reported comorbidities in the self-assessment app was 71,515; at least 1 risk factor was reported in 71,523 (28.74\%) of the interviews. In other words, in 177,339 (71.26\%) of the interviews, users did not report any comorbidity.

The most frequently reported comorbidity in both the CRA tool users and the admission room patients was cardiovascular disease, defined as hypertension, coronary disease, or heart insufficiency and confirmed by 37,628 (15.12\%) of 248,862 CRA tool users and 138 (47.42\%) of 291 admission room patients.

The distribution of other comorbidities shaped quite similarly between the 2 compared groups:

- In the CRA tool group, the other common risk factors were chronic lung disease (8337/248,862, 3.35\%) and diabetes (5998/248,862, 2.41\%).
- In the admission room group, the other common risk factors were diabetes (56/291, 19.24\%), cancer (active neoplasms of all types, including of hematological origin; 30/291, 10.31\%), and chronic lung disease (22/291, 7.56\%).

A relatively high percentage of people reporting immunosuppression in the CRA tool group (weakened immune system; 14,708/248,862 [5.91\%] of users) compared to the admission room group (6/291, 2.06\%) suggests this risk factor might have been misinterpreted and misused despite the extensive description explaining the nature and examples of immunosuppression (available in Multimedia Appendix 2).

In general, admission room patients more often were burdened with comorbidities compared to CRA tool users. This can be explained by a higher average age of admission room patients compared to CRA tool users (Table 3).
Table 3. Distribution of comorbidities in the CRA tool and admission room groups.

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>CRA tool</th>
<th>Admission room</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COVID-19 positive (N=40,007),</td>
<td>COVID-19 negative (N=193,206),</td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>P value</td>
</tr>
<tr>
<td>COVID-19 negative (N=59), n (%)</td>
<td>9346 (23.36)</td>
<td>125 (53.88)</td>
</tr>
<tr>
<td></td>
<td>26,296 (13.61)</td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 positive (N=232), n (%)</td>
<td></td>
<td>51 (21.98)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 negative (N=40,007), n (%)</td>
<td></td>
<td>28 (12.07)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 positive (N=232), n (%)</td>
<td></td>
<td>20 (8.62)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 negative (N=193,206), n (%)</td>
<td></td>
<td>7 (3.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 positive (N=232), n (%)</td>
<td></td>
<td>10 (0.52)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 negative (N=40,007), n (%)</td>
<td></td>
<td>3 (0.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 negative (N=193,206), n (%)</td>
<td></td>
<td>5 (2.16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.001</td>
</tr>
</tbody>
</table>

Overall comorbidities: There were 20,645 comorbidities in COVID-19 positives and 50,870 comorbidities in COVID-19 negatives in the CRA tool group. There were 243 comorbidities in COVID-19 positives and 24 comorbidities in COVID-19 negatives in the admission room group.

P values for CRA: test of proportions.
P values for the admission room: Fisher exact test.

Symptom Distribution

Overall, the most commonly reported symptoms differed between the CRA tool and the admission room groups. CRA interviews were dominated by mild symptoms, such as fatigue (61,544/248,862, 24.73%), cough (54,575/248,862, 21.93%), and headache (45,417/248,862, 18.25%). Meanwhile, the admission room patients presented with more serious symptoms, such as fever (175/291, 60.14%), cough (168/291, 57.73%), shortness of breath (114/291, 39.18%), and fatigue and muscle pain (59/291, 20.27% for both).

In the admission room group, the distribution of the most common symptoms among COVID-19-positive (232/291, 79.73%) and COVID-19-negative (59/291, 20.27%) patients was fairly similar: fever (n=146 [62.9%] of COVID-19 positives, n=29 [49.2%] of COVID-19 negatives), cough (n=138 [59.5%] of COVID-19 positives, n=30 [50.8%] of COVID-19 negatives), and shortness of breath (n=87 [37.5%] of COVID-19 positives, n=27 [45.8%] of COVID-19 negatives).

In contrast, the presentation of the COVID-19-suspected and COVID-19-nonsuspected individuals differed substantially. COVID-19-suspected users commonly reported symptoms such as fever, cough, and shortness of breath, while COVID-19-nonsuspected users commonly reported headache, cough, and fatigue. For details see Table 4.
Table 4. Symptom and risk factor distribution of CRA\textsuperscript{a} tool users and admission room patients.

<table>
<thead>
<tr>
<th>Symptom or risk factor</th>
<th>CRA tool</th>
<th></th>
<th>Admission room</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COVID-19 positive (N=40,007), n (%)</td>
<td>COVID-19 negative (N=193,206), n (%)</td>
<td>COVID-19 positive (N=232), n (%)</td>
<td>COVID-19 negative (N=59), n (%)</td>
</tr>
<tr>
<td></td>
<td>25,062 (62.64)</td>
<td>29,521 (15.28)</td>
<td>138 (59.48)</td>
<td>30 (50.85)</td>
</tr>
<tr>
<td></td>
<td>23,123 (57.80)</td>
<td>20,292 (10.50)</td>
<td>146 (62.93)</td>
<td>29 (49.15)</td>
</tr>
<tr>
<td>Cough</td>
<td>19,816 (49.53)</td>
<td>138 (59.48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>15,157 (37.89)</td>
<td>12,717 (6.58)</td>
<td>87 (37.50)</td>
<td>27 (45.76)</td>
</tr>
<tr>
<td>Symptoms getting worse quickly</td>
<td>12,964 (32.40)</td>
<td>20,292 (10.50)</td>
<td>40 (17.24)</td>
<td>19 (32.20)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>5987 (14.96)</td>
<td>52,630 (27.24)</td>
<td>19 (8.19)</td>
<td>4 (6.78)</td>
</tr>
<tr>
<td>Faster breathing</td>
<td>4497 (11.24)</td>
<td>38,115 (19.73)</td>
<td>1005 (2.51)</td>
<td>4012 (2.08)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>3975 (9.94)</td>
<td>35,645 (18.45)</td>
<td>27,015 (13.98)</td>
<td>17 (7.33)</td>
</tr>
<tr>
<td>Muscle pain</td>
<td>3351 (8.38)</td>
<td>27,015 (13.98)</td>
<td>125 (53.88)</td>
<td>35 (15.09)</td>
</tr>
<tr>
<td>Coughing up blood</td>
<td>2006 (5.01)</td>
<td></td>
<td>1 (0.43)</td>
<td>0</td>
</tr>
<tr>
<td>Chills</td>
<td>1906 (4.76)</td>
<td>13,740 (7.11)</td>
<td>2 (0.86)</td>
<td>2 (3.39)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1242 (3.10)</td>
<td>14,109 (7.30)</td>
<td>35 (15.09)</td>
<td>4 (6.78)</td>
</tr>
<tr>
<td>Contact with infected person</td>
<td>1005 (2.51)</td>
<td>0</td>
<td>166 (71.55)</td>
<td>5 (8.47)</td>
</tr>
<tr>
<td>Nasal catarrh</td>
<td>954 (2.38)</td>
<td>6134 (3.17)</td>
<td>80 (3.42)</td>
<td>5 (8.47)</td>
</tr>
<tr>
<td>Loss of smell or taste</td>
<td>947 (2.37)</td>
<td>6034 (3.12)</td>
<td>39 (16.81)</td>
<td>2 (3.39)</td>
</tr>
<tr>
<td>Nausea</td>
<td>911 (2.28)</td>
<td>10,599 (5.49)</td>
<td>10 (4.31)</td>
<td>3 (5.08)</td>
</tr>
<tr>
<td>No contact with infected person</td>
<td>0</td>
<td>193,206 (100)</td>
<td>66 (28.45)</td>
<td>54 (91.53)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CRA: COVID-19 risk assessment. 
\textsuperscript{b}N/A: not applicable.

Comparative Results

Fever and cough were the most commonly reported symptoms of COVID-19 in CRA tool users and admission room patients: fever occurred in 23,123/40,007 (57.80%), and 146/232 (62.93%) of the studied groups, respectively, while cough occurred in 25,062/40,007 (62.64%), and 138/232 (59.48%) of the studied groups, respectively. Pneumonia, characterized as the presence of fever, cough, and dyspnea, has been proven to be the most prevalent clinical presentation of COVID-19 in many studies [22-25].

Cardiovascular disease and diabetes occurred significantly more commonly in the COVID-19-positive than in the COVID-19-negative group both in the CRA tool (9346/40,007 [23.36%] vs 26,296/193,206 [13.61%] for cardiovascular disease, $P<.001$; 1680/40,007 [4.20%] vs 4012/40,007 [2.08%], $P<.001$ for diabetes) and in the admission room (125/232 [53.88%] vs 13/59 [22.03%], $P<.001$ for cardiovascular disease; 51/232 [21.98%] vs 5/59 [8.47%], $P<.001$ for diabetes) group.

Anosmia or ageusia (2/59, 3.39%) occurred more frequently in the admission room group in COVID-19-positive than in COVID-19-negative patients. In the app, we did not observe a similar finding, probably due to the rapid cessation of the interview in high-triage scenarios.

Anosmia or ageusia occurred more frequently in mild than in severe COVID-19 in the CRA tool group (3849/40,007 [9.62%] vs 40/40,007 [0.10%]). This is consistent with studies suggesting that olfactory and gustatory disturbances are among the most commonly reported symptoms in mild-to-moderate COVID-19 [26].

The average age of users of the COVID-19 self-assessment app was 37 years, whereas the average age of admission room patients was 58 years.

Fatigue, chills, nausea, and sore throat did not turn out to be diagnostically relevant for diagnosing COVID-19. In both CRA tool and admission room groups, they occurred more frequently in non-COVID-19 individuals.

Discussion

Principal Findings

The CRA tool ceased to be supported on August 16, 2021. As of now, most of the COVID-19 diagnostics are run by the Infermedica artificial intelligence (AI) engine [27], and the CRA tool is supported only in selected use cases (ie, the Polish Ministry of Health) [19].

The CRA tool, as it served as a means of screening and self-education, did not substitute for consultations in the admission room for symptomatic users. The tool could not confirm or exclude SARS-CoV-2 infection, as it cannot perform a laboratory examination. Hence, it does not substitute for physicians’ interactions. However, our tool exercised the purpose...
of remote triage. CRA did not overlook truly symptomatic cases; users with potentially worrisome symptoms, such as fever or shortness of breath, were identified and advised to obtain a consultation or schedule a COVID-19 test.

The compared groups—one that completed the online interview and one that reported to the hospital—differed in age distribution, the presence of risk factors, and probably the severity of symptoms reported. The difference between both groups impacted the results of the study, but it also showed some limitations of remote diagnostic tools, such as CRA—as patients potentially the most vulnerable to COVID-19 are also the least prevalent group accessing the internet for a health checkup. It is observed, however, that younger patients also suffer from COVID-19 infection, and with the next waves of pandemics, infections in young adults will become more prevalent [28]. This growing group of patients could have benefitted from remote triage assessment tools, such as CRA.

Taste and smell disorders occurred more commonly in the admission room group than in the CRA tool group (39/232 [16.81%] vs 947/40,007 [2.37%] for COVID-19-suspected individuals). In search of a possible explanation of this finding, we turned to the logic of WHO guidelines used in the CRA tool at that time. They did not distinguish smell and taste disorders as key diagnostic factors [15]. Once the importance of symptoms such as smell and taste disorders came to the attention of academics [29], WHO reflected these findings in the updated guidelines for suspecting COVID-19 infection (on August 7, 2020). WHO emphasized adjacent symptoms, such as diminished taste or smell, and reduced the significance of fever in suspecting COVID-19 infection. The newer versions of the CRA tool, not described in this paper, follow the guidelines, increasing their diagnostic importance.

It was not possible to assess the actual number of false-negative cases in the CRA tool due to a lack of data. However, we know that among the admission room records, 31 (13.78%) of 225 patients did not present with fever or dyspnea but still tested positive for COVID-19. These patients would have been classified as non-COVID-19 cases by the app.

Concomitant symptoms, such as fatigue, headache, and diarrhea, occurred infrequently in severe COVID-19-positive cases in the app. This may have been caused by the premature cessation of the interview for safety reasons.

The overall number of COVID-19-suspected cases in the CRA tool was 40,007 (16.08%) of 248,862 individual interviews. This number corresponds with the number of scheduled tests of novel coronavirus because in both these cases, we deal with the suspicion of COVID-19 based on presented history and symptoms. During a similar period, between May 11 and August 3, 2020, there were 17,864,205 tests for SARS-CoV-2 performed [30].

Limitations of the Study

Possible Misinterpretation of Red-Flag Questions

The outcomes of the self-assessment triage tool highlighted room for improvement with regard to phrasing questions in web apps for the common user. The “symptoms getting worse quickly” red flag was meant to pinpoint a swiftly deteriorating user’s general condition, which is a premise for hospitalization. However, a comparable number of confirmative and declined answers suggest that many of these answers could have been false positives. This answer might have been overly reported by the respondents, who may have misinterpreted its scope. In many cases, this occurrence may have led to the overtriage of urgent COVID-19 case recommendation (“Call the emergency number”).

Bias of the Sample

As the tool was publicly available to everyone and no check-in or login was required, there is a possibility that some users did not present the symptoms they reported and used the tool only out of curiosity or for educational purposes. However, this bias is probably limited by the size of the group tested with the self-assessment tool.

More Detailed Screening in the Admission Room Sample

Screening in the admission room is always more exhaustive than in any self-assessment tool. There are a couple of contributing factors:

- Physical examinations cannot be substituted by any questions asked by the symptom checker.
- A general appearance provides valuable clinical information to experienced clinicians.
- There is a closed set of symptoms to choose from in the CRA tool.
- After detecting a potential red flag, the tool is designed to terminate the interview without inquiring about concomitant symptoms.

Conclusions

Comparing the symptomatology of users interacting with the CRA tool and those visiting the admission room revealed 2 major patient groups that could have benefited from implementing the self-assessment app in preclinical triage settings.

The first group were patients with typical COVID-19 symptoms: cough and fever, sometimes accompanied by shortness of breath, tachypnea, fatigue, headache, and muscle pain. Some of these patients had additional comorbidities, such as diabetes or cardiovascular disease, that could have impacted the clinical course of COVID-19 [17]. The CRA tool could recognize patients with such symptoms as potentially COVID-19 positive and directed them to the proper care. The CRA tool was accurate in identifying patients at risk: every patient reporting a potential red-flag symptom, such as rapid symptom deterioration or acute dyspnea and tachypnea, was advised to seek immediate medical attention in the emergency room or was instructed to call the ambulance.

The other group were patients with no symptoms suggesting COVID-19 infection but still searching for answers as to whether they could be infected and what they should do. Oligosymptomatic and asymptomatic users, who constituted the majority of individuals interacting with the tool, were educated about their symptoms and advised to refer to the primary care in the case of symptom worsening. CRA has played
an educational role in advising on isolation precautions, organizing quarantine, and referring for further reading using evidence-based sources, such as WHO and the CDC.

It seems that these types of solutions may serve as health information hubs for oligosymptomatic individuals and means of remote triage for a vast audience. They possess the ability to identify patients at risk, providing them with next-step recommendations, as well as sieving out asymptomatic individuals, providing them with evidence-based education materials. Such patients were the most prevalent (171,226 [68.80%] of the 248,862 CRA tool users).

As the study did not examine the intention of the user, it is uncertain what portion of such patients would visit a health care professional unnecessarily; further studies are required to assess the exact impact of online tools on reducing unnecessary visits. Still, as we observed oligosymptomatic patients visiting the hospital admission room, it can be assumed that some portion of such visits could be prevented by providing reassuring information to the patient through the online tool.
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Abstract

Background: During the COVID-19 pandemic, patient portals and their message platforms allowed remote access to health care. Utilization patterns in patient messaging during the COVID-19 crisis have not been studied thoroughly. In this work, we propose characterizing patients and their use of asynchronous virtual care for COVID-19 via a retrospective analysis of patient portal messages.

Objective: This study aimed to perform a retrospective analysis of portal messages to probe asynchronous patient responses to the COVID-19 crisis.

Methods: We collected over 2 million patient-generated messages (PGMs) at Mayo Clinic during February 1 to August 31, 2020. We analyzed descriptive statistics on PGMs related to COVID-19 and incorporated patients’ sociodemographic factors into the analysis. We analyzed the PGMs on COVID-19 in terms of COVID-19–related care (eg, COVID-19 symptom self-assessment and COVID-19 tests and results) and other health issues (eg, appointment cancellation, anxiety, and depression).

Results: The majority of PGMs on COVID-19 pertained to COVID-19 symptom self-assessment (42.50%) and COVID-19 tests and results (30.84%). The PGMs related to COVID-19 symptom self-assessment and COVID-19 test results had dynamic patterns and peaks similar to the newly confirmed cases in the United States and in Minnesota. The trend of PGMs related to COVID-19 care plans paralleled trends in newly hospitalized cases and deaths. After an initial peak in March, the PGMs on issues such as appointment cancellations and anxiety regarding COVID-19 displayed a declining trend. The majority of message senders were 30-64 years old, married, female, White, or urban residents. This majority was an even higher proportion among patients who sent portal messages on COVID-19.

Conclusions: During the COVID-19 pandemic, patients increased portal messaging utilization to address health care issues about COVID-19 (in particular, symptom self-assessment and tests and results). Trends in message usage closely followed national trends in new cases and hospitalizations. There is a wide disparity for minority and rural populations in the use of PGMs for addressing the COVID-19 crisis.

(JMIR Hum Factors 2022;9(2):e35187) doi:10.2196/35187
KEYWORDS
patient portal; patient portal message; asynchronous communication; COVID-19; utilization; digital health; healthcare; health care; remote healthcare; virtual care; pandemic

Introduction
The COVID-19 pandemic accelerated the adoption of digital and virtual patient care technology as sustainable and scalable parts of health systems. This includes the use of video, audio, and even Health Insurance Portability and Accountability Act–secure portals as a means for patients to remain connected with their providers [1]. Compared with synchronous virtual care such as phone and video visits [2,3], patient portals as secure web-based platforms allow patients to conveniently access information from their electronic health records and asynchronously interact with their providers [4]. Patient portals are becoming increasingly common and give patients unlimited access to their health information (eg, clinical notes, test results, medications, and discharge summaries) from anywhere through an internet connection [5]. A study shows that over 90% of health care organizations (eg, Veterans Administration and Kaiser Permanente) had provided patient portal services to their patients [6]. Convenient access and management of personal health information have been shown to improve patients’ self-management of diseases by increasing awareness of disease knowledge, status, and progress [7]. Additionally, patient portals provide a significant function of portal messaging for asynchronous communication between patients and their providers or care teams on a wide spectrum of tasks such as appointment requests, virtual visits, care management, or mental health issues [8-10].

Millions of nonurgent and non–COVID-19 medical encounters were postponed or cancelled by patients and health systems to reduce the risk of COVID-19 infection during in-person visits and prevent virus spread [11-14]. For continued health care access, most clinic visits had transitioned to web-based platforms for health care access, including COVID-19 diagnosis and treatment [2,15]. Through patient portals, patients could receive educational information on COVID-19 preventive care measures or use web-based triage forms (e-visit) for COVID-19 symptom assessment by an advanced practice provider. If a COVID-19 diagnostic test was recommended (and completed), patients could send and receive portal messages related to their COVID-19 diagnostic tests and test results. Even with a positive test result, patients could communicate with their providers about their COVID-19 symptoms through remote patient monitoring. In addition, the patient portal also provided a COVID-19 symptom self-assessment that patients could use interactively.

In the early stages of the global response, the public health strategy involved isolation for those infected or at risk, reducing social contact to slow the spread, and masking and hand washing to reduce infection risk. However, this unintentionally led to increased feelings of loneliness, reduced access social support, and worsening stress, anxiety, and depressive symptoms [16-18]. Studies indicate that the COVID-19 crisis and resulting economic and social lockdown and isolation had negatively impacted patients’ mental health [19-21]. Patients may be using patient portals to interact with their providers about their mental health conditions to seek support.

Studies on the use of telehealth and patient portal technologies have recently increased during the COVID-19 pandemic [2,15,22]. For example, Patel et al [23] implemented telehealth capabilities for COVID-19 care within their pediatric patient portal and found that weekly telehealth visits subsequently increased 200-fold for children and 90-fold for adolescents. Khairat et al [24] analyzed the use of pediatric tele-urgent care visits via a patient portal at a southeastern health care center and revealed that the use of tele-urgent care visits for pediatric care doubled during the COVID-19 crisis. Portz et al [25] observed a large increase of patient portal utilization for advance care planning. However, very few research studies examined the messaging component of the portal, an important function of patient portals for asynchronous communication between patients and providers, specifically for COVID-19–related care and issues [26]. Thus, in this study, we assessed portal messages associated with COVID-19 generated by patients from February 1 to August 31, 2020, at Mayo Clinic, a large multispecialty academic health system. We summarized reasons for patient utilization of portal messaging for COVID-19–related care such as diagnosis, testing, treatment, scheduling, and mental health support [27]. During this time period, vaccinations for COVID-19 were not available; hence, this topic was not analyzed. In addition, we analyzed patient user demographics with respect to their personal and social factors such as age, gender, race, and geographic location. These findings can provide insight into how patients interacted with the asynchronous portion of the patient portal during the COVID-19 pandemic.

Methods
Data Collection and Preprocessing
Mayo Clinic is a large multispecialty academic medical center focused on integrated patient care, education, and research. Mayo Clinic has three main medical sites in Minnesota, Florida, and Arizona and Mayo Clinic Health System (MCHS). MCHS is as a network of community-based medical services and consisted of more than 40 hospitals and clinics in Minnesota, Iowa, and Wisconsin in 2021. Mayo Clinic’s patient portal (Patient Online Services) has been operational since 2010 [28]. We collected over 2 million portal messages generated by patients from the Epic Clarity database between February 1 and August 31, 2020. We filtered the patient-generated messages (PGMs) associated with COVID-19 using relevant keywords (eg, “COVID-19,” “Pandemic,” “Coronavirus,” “SARS-CoV-2,” and “2019-nCoV”) and their synonyms and morphological variations (see Table S1 in the Multimedia Appendix 1). We excluded the PGMs with empty message bodies and the PGMs requested by providers such as messages for preappointment COVID-19 screening and postdischarge COVID-19 symptom checks. We then identified 207,299 portal messages on
COVID-19 generated by 102,470 patients from the Epic Clarity database. In addition, the patient portal provided an anonymous COVID-19 self-checker for patients’ self-assessment of COVID-19 symptoms on March 22, 2020. We collected 153,224 PGMs on COVID-19 symptom self-assessment during March 22 to August 31, 2020. Thus, a total of 360,523 PGMs were used for sequential analysis.

Data Analysis

Sociodemographic Characteristics of Patients
We analyzed the distribution of unique patients by age, gender, marriage, ethnicity, race, language, and residence. We excluded anonymous patients who sent messages for COVID-19 symptom self-assessment in the demographic analysis. We conducted a subanalysis comparing three different cohorts within our sample: patients who sent messages related to COVID-19 only (COVID-19 message senders), any patients who sent messages related to any topic (general message senders), and all patients who were active on the portal regardless of whether they composed messages (general patients). Statistical analysis involved chi-square goodness-of-fit tests.

PGMs Related to COVID-19
We calculated the daily numbers of total PGMs related to COVID-19 between February 1 and August 31, 2020. The daily numbers would exhibit a week periodicity (typically with a maximum on Monday and a minimum on weekends). Because of this, we calculated their weekly smoothing averages (WSAs). The WSAs displayed a reduction around the holidays (Memorial Day on May 25, 2020, and Independence Day on July 4, 2020); hence, holidays were excluded from the analysis. The daily numbers and WSAs of the PGMs on COVID-19 can approximate the overall utilization of portal messages by the patients for addressing the COVID-19 crisis over time.

Messages for COVID-19–Related Care and Other Health Care Issues
We analyzed the PGMs used for assessing COVID-19 symptoms and discussing COVID-19 care plans to understand the message utilization for COVID-19 diagnosis and treatment. We filtered the PGMs on COVID-19 symptom assessment by searching the relevant phrase, “COVID-19 (Coronavirus) Symptom Assessment,” as well as relevant keywords such as “test” and “result” for diagnostic tests and results and “care plan,” “monitoring,” and “interactive care” for care plans (see Table S1 in the Multimedia Appendix 1). We then calculated the daily numbers and WSAs of these PGMs.

In addition, we examined other health care issues caused by COVID-19 reported in the portal messages to understand the impacts of the COVID-19 pandemic on health services and patients. We calculated the number of PGMs explicitly mentioning the phrase “due to COVID-19” and its synonyms to examine patient-reported health care issues caused by the COVID-19 pandemic. We also computed the number of PGMs on COVID-19, which discussed rescheduling or cancelling appointments, mental health, and suicidal ideation using relevant keywords (eg, “cancel” and “reschedule” for appointments, “anxiety” and “depressed” for mental health, and “suicide” for suicidal ideation) and their synonyms to quantify the impact of the COVID-19 pandemic on health services and patients (see Table S1 in the Multimedia Appendix 1).

Evaluation
We recruited 2 medical students for annotating the binary code for each studied topic in portal messages: whether a portal message is linked to COVID-19, COVID-19–related care, or other health care issues due to COVID-19. We randomly sampled 1800 portal messages for annotation, and the results are shown in Table S2 in Multimedia Appendix 1. The first 100 portal messages (10 each topic) were sampled and labeled by both annotators and their overall interagreement score is 0.91. After that, the two annotators worked together to complete the rest of the annotation. More specifically, we randomly sampled 100 portal messages on COVID-19 and 900 portal messages not related to COVID-19, which were identified by using the keyword searching for labeling. The precision, recall, and F1-score of the COVID-19 keyword search was over 0.99. We randomly sampled 100 portal messages on COVID-19 linked to each topic such as “isolation.” The F1-scores range from 63.1% to 94.9%, except for “symptom assessment” (100%). The portal message on symptom assessment has a special phrase, “E-Visit Submission: COVID-19 (Coronavirus) Symptom Assessment,” to accurately filter.

Ethics Approval
No patients were exposed to any intervention. We used the data from the Mayo Clinic Unified Data Platform for analysis. The study was approved by the Mayo Clinic institutional review board (19-002211).

Results

Patient Characteristics
Table 1 lists the demographic distribution of patient populations from Epic Clarity database by age, gender, marriage, ethnicity, race, language, and residence. The results of chi-square goodness-of-fit tests among the three patient role groups (COVID-19 message senders, general message senders, and general patients) were listed in Table S2 in Multimedia Appendix 1.

We found that both COVID-19 and general message senders had a significantly different distribution compared to all patients active on the portal (P<.001). The distribution of the COVID-19 message senders was also significantly different from that of general message senders in terms of age, gender, marriage, race, and residence (P<.001).
Table 1. Demographic distribution of patients: COVID-19 message senders, general message senders, and general patients.

<table>
<thead>
<tr>
<th>Patient demographics</th>
<th>COVID-19 message senders (N=102,470), %</th>
<th>General message senders (N=384,922), %</th>
<th>General patients (N=1,055,319), %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>7.58</td>
<td>8.25</td>
<td>10.67</td>
</tr>
<tr>
<td>18-29</td>
<td>9.80</td>
<td>9.75</td>
<td>10.22</td>
</tr>
<tr>
<td>30-39</td>
<td>13.14</td>
<td>11.81</td>
<td>10.36</td>
</tr>
<tr>
<td>40-49</td>
<td>13.64</td>
<td>12.94</td>
<td>11.45</td>
</tr>
<tr>
<td>50-64</td>
<td>29.11</td>
<td>28.05</td>
<td>24.83</td>
</tr>
<tr>
<td>≥65</td>
<td>26.53</td>
<td>29.20</td>
<td>32.47</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>60.97</td>
<td>58.54</td>
<td>54.37</td>
</tr>
<tr>
<td>Male</td>
<td>39.03</td>
<td>41.46</td>
<td>45.63</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or has a life partner</td>
<td>63.87</td>
<td>63.22</td>
<td>56.06</td>
</tr>
<tr>
<td>Not married or legally separated</td>
<td>36.13</td>
<td>36.78</td>
<td>43.94</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non–Hispanic or Latino</td>
<td>95.84</td>
<td>95.82</td>
<td>95.28</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>4.16</td>
<td>4.18</td>
<td>4.72</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>92.73</td>
<td>92.40</td>
<td>90.84</td>
</tr>
<tr>
<td>Asian</td>
<td>2.44</td>
<td>2.42</td>
<td>2.28</td>
</tr>
<tr>
<td>Black or African American</td>
<td>2.11</td>
<td>2.44</td>
<td>3.40</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0.37</td>
<td>0.37</td>
<td>0.41</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>0.09</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Other</td>
<td>2.26</td>
<td>2.28</td>
<td>2.94</td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>99.09</td>
<td>99.06</td>
<td>97.56</td>
</tr>
<tr>
<td>Arabic</td>
<td>0.12</td>
<td>0.14</td>
<td>0.25</td>
</tr>
<tr>
<td>Spanish</td>
<td>0.34</td>
<td>0.37</td>
<td>1.03</td>
</tr>
<tr>
<td>Other</td>
<td>0.45</td>
<td>0.44</td>
<td>1.16</td>
</tr>
<tr>
<td><strong>Residential area</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>74.77</td>
<td>70.41</td>
<td>61.02</td>
</tr>
<tr>
<td>Rural</td>
<td>25.23</td>
<td>29.59</td>
<td>38.98</td>
</tr>
</tbody>
</table>

More than half (>55%) of patients were in the age groups of 50-64 years and ≥65 years. The proportion of patients in the age ranges of 30-39 years, 40-49 years, and 50-59 years was observed to have increased when looking at general portal users to general message senders to COVID-19–specific message senders. Meanwhile, the proportion of message senders in the age groups of <18 years and ≥65 years was the lowest in the COVID-19 message sender cohort.

More than half (>54%) of the patients were female and were married or had a life partner. The proportion of female patients (61% vs 54%) and married patients (64% vs 56%) also was highest in the COVID-19 message sender cohort when compared to the entire active portal user cohort. More than 90% of patients were of non–Hispanic or Latino ethnicity, White race, and spoke English. This proportion was also highest in the COVID-19 message sender cohort and lowest in the general portal cohort.

At least 61% of all patients assessed lived in the urban area. The percentage of urban patients increased to 70% among general message senders and 75% among COVID-19 message senders.

**PGMs Related to COVID-19**

We illustrated the daily numbers and WSAs of PGMs on COVID-19 in Figure 1. The WSA of PGMs on COVID-19 started to increase at the end of February and quickly peaked...
at 3303.43 messages per week on March 30. Sequentially, the WSA of PGMs on COVID-19 decreased to a local minimum of 1750.29 messages per week on June 5. The WSA of PGMs on COVID-19 reached a local maximum of 2624.57 messages per week on July 12. This July peak was 79.45% of the March peak’s volume. The WSA of PGMs on COVID-19 displayed a consistently declining trend over time after this point. Table 2 lists the numbers and proportions of PGMs for COVID-19–related care and other health care issues.

Figure 1. Daily numbers and weekly smoothing averages (WSAs) of patient-generated messages (PGMs) related to COVID-19.

Table 2. Patient-generated messages (PGMs) related to COVID-19–related care and other health care issues caused by COVID-19.

<table>
<thead>
<tr>
<th>Category</th>
<th>PGMs on COVID-19 (N=360,523), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19–related care</strong></td>
<td></td>
</tr>
<tr>
<td>Self-checker</td>
<td>153,224 (42.50)</td>
</tr>
<tr>
<td>e-Visit</td>
<td>4619 (1.28)</td>
</tr>
<tr>
<td>Tests and results</td>
<td>111,183 (30.84)</td>
</tr>
<tr>
<td>Care plan</td>
<td>3844 (1.07)</td>
</tr>
<tr>
<td><strong>Other issues caused by the COVID-19 pandemic</strong></td>
<td></td>
</tr>
<tr>
<td>General issues</td>
<td>13,333 (3.70)</td>
</tr>
<tr>
<td>Postponement</td>
<td>26,924 (7.47)</td>
</tr>
<tr>
<td>Cancellation</td>
<td>19,000 (5.27)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>21,413 (5.94)</td>
</tr>
<tr>
<td>Depression</td>
<td>3673 (1.02)</td>
</tr>
<tr>
<td>Suicidal ideation</td>
<td>288 (0.08)</td>
</tr>
</tbody>
</table>

Messages for COVID-19–Related Care and Other Health Care Issues

Figure 2 depicts the daily numbers and WSAs of PGMs for COVID-19 symptom assessment via the self-checker (Figure 2A), COVID-19 symptom assessment via e-visits (Figure 2B), discussing the COVID-19 diagnostic tests and results (Figure 2C), and the care plan (Figure 2D). The top message concepts for COVID-19–related care were COVID-19 symptom assessment via the self-checker (42.50%) and COVID-19 tests and results (30.84%). The percentage of PGMs on COVID-19 symptom assessment associated with e-visits or the COVID-19 care plan was approximately 1%. Owing to the low use of COVID-19 symptom assessment via e-visits, the patient portal stopped the e-visit service for COVID-19 symptom assessment on August 1, 2020.

Similar to the total PGMs on COVID-19 in Figure 1, the PGMs on COVID-19 symptom assessment via self-checker and COVID-19 tests and results had analogous dynamic patterns: two peaks in late March or early April and late June or early July. These fluctuations were consistent with the surge in newly confirmed COVID-19 cases in the United States and in Minnesota (see Figure S1 in Multimedia Appendix 1) [11]. The PGMs for COVID-19 symptom assessment via e-visits had two similar peaks and surges before the termination of the service. The trend of PGMs related to COVID-19 care plans paralleled trends in newly hospitalized cases and deaths in the United States and in Minnesota (see Figure S1 in the Multimedia Appendix 1) [11].

Table 2 shows that the top message usage for other health care issues caused by COVID-19 was related to appointment postponement (7.47%), anxiety (5.94%), and appointment cancellation (5.27%). Among the studied mental health issues, the number of relevant PGMs decreased as the severity of health issues increased: anxiety (5.94%), depression (1.02%), and suicidal ideation (0.08%). Figure 3 depicts the numbers of PGMs related to COVID-19, which mentioned general issues (Figure 3A), appointment postponement (Figure 3B), appointment cancellation (Figure 3C), anxiety (Figure 3D), depression (Figure 3E), and suicidal ideation (Figure 3F). The curves in
Figure 3 show a similar trend over time: the number of PGMs on COVID-19 started to increase in early March and quickly peaked within 2-3 weeks. However, after March 30, the number of PGMs on COVID-19 constantly decreased, although smaller upward fluctuations occurred from July to August in some curves; for example, such as PGMs for postponement, anxiety, and depression. These fluctuations paralleled those observed in PGM use for COVID-19 care plans, as shown in Figure 2D.

Another previous study [26] was consistent with our findings, as they analyzed messages in an ambulatory practice network and determined that their inbox message usage patterns were also consistent with national trends. Patients sent portal messages mainly for COVID-19 symptom self-assessment and discussing COVID-19 tests and results. It appeared that patients preferred symptom self-assessment to e-visits for symptom assessment given the utilization rates. Thus, analyzing PGMs on COVID-19 symptom assessment via self-checker before diagnostic testing could serve as a timely surveillance of COVID-19. Prior work by Denis et al [29] utilized this association when developing a self-assessment web-based app to assess trends of the COVID-19 pandemic in France. We also determined that the PGMs related to COVID-19 care plans

Discussion

Principal Findings

The COVID-19 pandemic and subsequent public health mitigation strategies, including stay-at-home orders and business restrictions, substantially impacted delivery of health care services. As the COVID-19 pandemic progressed in the United States, and specifically in Minnesota, newly confirmed cases had two peaks during February 1 and August 31, 2020, owing to the initial outbreak and late termination of stay-at-home orders. We observed similar dynamic patterns in PGMs on COVID-19, particularly, COVID-19 diagnosis and treatment, suggesting that patients actively used the portal messaging for addressing their concerns regarding the COVID-19 crisis [23].
followed trends in newly hospitalized cases and deaths. The second relative maximum of PGMs on the COVID-19 care plan after May suggests a decline of COVID-19 risk during that time period.

Our findings also indicated that patients used the portal to report feelings of anxiety and depression about their existing medical conditions and potential contagious risks due to COVID-19 and seek support from their providers. Similar mental health concerns increased in the general population, according to a study of Twitter data, which showed an increased in tweets expressing mental health concerns due to infection risk and isolation strategies in the early stages of the pandemic [30]. After examining 100 samples of related portal messages, we found that patients often reported worry about worsening of their current illnesses without their typical in-person follow-up as well as concern for COVID-19 infection risk during their visits to the clinics or hospitals. Some patients were also nervous about falling ill because they were not able to afford health care services owing to loss of jobs and health insurances [31]. Under such stressors, some patients reported depressive symptoms, and a few indicated suicidal thoughts and requested medical advice from their providers [32,33]. Although the number of PGMs on these issues rose substantially at the beginning of March, the relevant PGM count was progressively declining over time after April. The trends of PGMs related to the mental health concerns were consistent with those of PGMs related to COVID-19 care plans. We speculate the findings on the decline in overall mental health issues due to COVID-19 among patient portal users may result from a reduction in COVID-19 risk, eventual management of medical conditions, adaption to mitigation activities, or support from their caregivers. For example, a study on web-based search behavior for mental health concerns in the United States demonstrated a significant flattening of the curve for searches for anxiety and suicidal ideation after implementation of stay-at-home orders in certain states [34].

After analyzing PGMs related to COVID-19 and unique patient senders from the Epic Clarity system (see Figure S2 in Multimedia Appendix 1), we found a low messaging rate per patient and a strong correlation between message count and unique patient count, which suggests that the volume of unique patients mainly contribute to the intensive utilization of portal messaging. Demographic analysis of patient populations shows a significant difference in the distribution of patient populations between general message senders and general portal users. Compared to general portal users, the frequent message senders were more so middle-aged adults (30-64 years old), female, married (or with life partners), non–Hispanic or Latino, White, English speakers, or urban residents. This proportion was ever more pronounced in COVID-19 message senders. Middle-aged (or female, married, White, and urban) patients were more inclined to use patient portals for addressing their issues regarding COVID-19. This phenomenon is interesting given the fact that the COVID-19 pandemic disproportionately affected racial minorities and rural populations, who are particularly vulnerable to severe outcomes of COVID-19 [35,36]. This may be a consequence of the patient population of the institution or rather that patient portal has some inherent bias toward more health-literate patient populations, which may not be the same populations as negatively affected by the pandemic.

Telehealth, including the use of patient portals, is transforming the delivery of health care [2]. An unintended effect of the growth of patient portal messages may be an increased workload for providers. A previous study reported that providers occasionally needed to reply to messages sent by patients after work hours in order to ensure timely response. Newer delivery models will need to properly distribute the communication load for better efficiency and avoid provider burnout [26,37]. Some health care systems will probably face this challenge of managing increasing volumes of patient messages in the near future [38]. These health care systems will require new billing models and practice metrics, or additional ancillary infrastructure, including support staff, to accommodate this growing trend of asynchronous communication. Evolving technologies in artificial intelligence and natural language processing tools may even be considered as technological support for care teams in secure messaging [39,40]. In addition, the observed disparities in use of remote patient care among these populations warrants attention from providers and researchers on designing inclusive as well as innovative solutions to achieve equity in health care service delivery [41].

Limitations

There are several limitations to our study. First, the patient portal messages were collected at Mayo Clinic, a multispecialty academic medical center. The collected data might not be representative of different clinical settings or patient populations in other areas of the country. Second, keyword searching was carried out to identify patient portal messages associated with COVID-19, COVID-19–related care, and other health care issues due to COVID-19. Although the keyword sets cover a large number of relevant keywords, synonyms, and morphological variations, they may not be totally comprehensive; hence, bias could exist in our results. We are developing robust detection algorithms based on state-of-art deep learning techniques to accurately identify interesting health topics in portal messages during the pandemic. Finally, we investigated patient portal messages in the early stage of the COVID-19 pandemic. The analysis of patient portal messages in the following time or later stages of the pandemic is beyond the scope of this study but represents an important area for further exploration.

Conclusions

During the COVID-19 pandemic, patient portal utilization increased to address questions and concerns about the COVID-19 pandemic, revolving mainly around symptom self-assessment, tests, and results. The increased usage statistics for COVID-19 indicates the patient portal was a valuable web-based platform for patients to remotely discuss COVID-19 diagnosis and treatment as well as seek support for other health care issues impacted by the pandemic. The volume of PGMs on COVID-19–related care fluctuated as the pandemic developed. After initial increase in March, the PGMs regarding other health care issues such as appointment cancellations and anxiety about disease progression exhibited a declining trend. We observed differences in patient demographics between
general portal users, general message senders, and COVID-19–specific message senders, mainly that the majority demographic took on a larger proportion of COVID-19 messages. There is still great potential to increase PGM engagement for minority populations and rural communities with regard to the COVID-19 pandemic. Time-series analysis of portal messages could offer us a timely surveillance of COVID-19 and its impacts on patients to improve patient-centered care related to the COVID-19 crisis.
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Abstract

Background: The COVID-19 pandemic has caused changes in technology use worldwide, both socially and economically. This pandemic crisis has brought additional measures such as contact-tracing apps (CTAs) to help fight against spread of the virus. Unfortunately, the low adoption rate of these apps affected their success. There could be many reasons for the low adoption, including concerns of security and privacy, along with reported issues of trust in CTAs. Some concerns are related with how CTAs could be used as surveillance tools or their potential threats to privacy as they involve health data. For example, in Estonia, the CTA named HOIA had approximately 250,000 downloads in the middle of January 2021. However, in 2021, only 4.7% of the population used HOIA as a COVID-19 CTA. The reasons for the low adoption include lack of competency, and privacy and security concerns. This lower adoption and the lack of trustworthiness persist despite efforts of the European Union in building ethics and trustworthy artificial intelligence (AI)-based apps.

Objective: The aim of this study was to understand how to measure trust in health technologies. Specifically, we assessed the usefulness of the Human-Computer Trust Scale (HCTS) to measure Estonians’ trust in the HOIA app and the causes for this lack of trust.

Methods: The main research question was: Can the HCTS be used to assess citizens’ perception of trust in health technologies? We established four hypotheses that were tested with a survey. We used a convenience sample for data collection, including sharing the questionnaire on social network sites and using the snowball method to reach all potential HOIA users in the Estonian population.

Results: Among the 78 respondents, 61 had downloaded the HOIA app with data on usage patterns. However, 20 of those who downloaded the app admitted that it was never opened despite most claiming to regularly use mobile apps. The main reasons included not understanding how it works, and privacy and security concerns. Significant correlations were found between participants’ trust in CTAs in general and their perceived trust in the HOIA app regarding three attributes: competency (P<.001), risk perception (P<.001), and reciprocity (P=.01).

Conclusions: This study shows that trust in the HOIA app among Estonian residents did affect their predisposition to use the app. Participants did not generally believe that HOIA could help to control the spread of the virus. The result of this work is limited to HOIA and health apps that use similar contact-tracing methods. However, the findings can contribute to gaining a broader understanding and awareness of the need for designing trustworthy technologies. Moreover, this work can help to provide design recommendations that ensure trustworthiness in CTAs, and the ability of AI to use highly sensitive data and serve society.

(JMIR Hum Factors 2022;9(2):e33951) doi:10.2196/33951
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human-computer interaction; COVID-19; human factors; trustworthy AI; contact-tracing; app; safety; trust; artificial intelligence; Estonia; case study; monitoring; surveillance; perspective; awareness; design; covid; mobile app; mHealth; mobile health

Introduction

Background

The COVID-19 pandemic has changed how we view technology as a resource to stop the spread of disease. To address the need to control the spread of the virus, many governments and public health authorities worldwide have launched several technological initiatives, including the development of artificial intelligence (AI) contact-tracing mobile apps (CTAs). As a result, by the end of 2020, there were more than 50 CTAs available in both Google Play and iOS App Store [1,2]. According to Nguyen et al [3], security and privacy are crucial in designing AI-based CTA technologies. If users perceive CTAs as a threat to their privacy, this might affect their predisposition to use the app, ultimately affecting its adoption rate and tool effectiveness. This evidence has led to an increased discourse for design systems toward focusing on ensuring that CTAs are secure and private. Previous studies have recommended several criteria such as ensuring a low level of complexity of the security feature so that it is easy to use and understandable for the general population [4,5], visibility and interaction from the user, and unambiguous and clear messages to follow while designing security measures [6-8]. Similar arguments were put forth in Europe’s stated goals to ensure ethical and responsible technological development. Although COVID-19 CTAs in Europe followed the General Data Protection Regulation and ISO/IEC 27001 [9] regulations, and were also designed in consideration of current AI principles to regulate technology use (ie, Ethical guidelines for Trustworthy AI [10]), this was not sufficient to ensure the trustworthiness from citizens. This lack of trustworthiness exists despite widely available information on how these technologies were built with transparent and ethical principles in mind. Moreover, despite government initiatives to push through their adoption, the download rates and actual usage rates of these apps remained low [2,6,11-13]. One reason for this low adoption might be that security and privacy in computer science are still mainly approached from a technical perspective [14]. Privacy attributes in technology can be more profound and complex than technical qualities. Privacy is defined as a person’s control over the information that is manipulated and communicated to others [6,15-18]. Privacy also includes interpersonal characteristics such as the perception of privacy, system honesty or benevolence communication, and shared control to minimize associated risk and uncertainty. For instance, despite appropriate regulations and principles being considered when designing Estonia’s COVID-19 CTA (HOIA), the adoption of HOIA by citizens did not increase. The critical reasons for the low adoption of HOIA included lack of effectiveness (10%) and concerns of security and privacy (19%) according to a survey initiated by The Ministry of Social Affairs, surveying 92% of Estonian residents [13,19]. Thus, all efforts made in designing AI-based transparent and ethically responsible CTAs that can prevent data misuse and ensure the development of responsible trustworthy AI interactions were unsuccessful.

We believe that it is essential to find new ways to ensure incorporating trust values in the design of such apps that could lead to building more technological, socially responsible societies. One should expect trust to be increasingly in demand as a means of enduring the complexity of a future that technology will generate. The quality and depth of technology use are also significantly affected by users’ trust in the technology. Trust is defined according to the ability to determine who to trust, and represents the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the truster, irrespective of the ability to monitor or control that other party [20-22].

Research Gaps

Prior research confirms that technology acceptance and adoption are affected by the level of trust users have in the technology [11,20-23]. However, evidence shows that designing trustworthy technologies is complex and needs to be better understood. Like privacy, trust is an interpersonal quality that is present in many moments of our daily lives, and is thus often considered unconsciously. Whether being conscious or unconscious of its existence, trust represents an important key of the relationships encountered in daily life, including interactions between humans and machines. Establishing a trustful relationship implies peoples’ permission to share knowledge, delegation, and cooperative actions [11,22,24,25]. Thus, in addition to the current research challenge for ensuring that all ethical, privacy, and technical security requirements are considered [5,7,9], we argue that trust might be the reason why users do not feel comfortable using CTAs that depend on citizens’ data to function properly. If this is indeed the case, besides existing design regulations and principles, designers will also need mechanisms to analyze individuals’ perceived trustworthiness in AI apps. In this way, designers and other stakeholders can gain a deeper understanding of how individuals perceive the benefits of AI, and assess their predisposition to cooperate and be more willing to use the technologies. Thus, it is important to gauge the extent to which such AI data–driven technologies are perceived as trustworthy (ie, the gains of using CTAs are higher than the possible losses).

There are three main rationales for the above argument. First, with the current culture of increased introduction and use of complex systems in our daily activities, researchers need to focus more on conceiving responsible human-computer interactions. Second, current paradigms supporting ethical and responsible design practices are insufficient to ensure technology trustworthiness. Third, a new human-machine interaction mechanism is needed to effectively evaluate users’ trust perceptions in technology (eg, assess users’ experience toward incorporated trust values). Namely, we propose new human-centered design frameworks and mechanisms to guide
the design and technology evaluation process. Overall, in the past decade, human-computer interaction has contributed significantly toward improving the quality of living with technology. Consequently, regular individuals are getting more involved, engaged, and dependent on technology to achieve their goals. It is true that we no longer live without technology. Despite this, the above arguments indicate that we are entering a new era that depends on data to thrive. This symbiotic dependence of humans in systems abilities and of systems dependence in our data to provide meaningful information has increased the complexity of the technology provided. Consequently, we have become more reliant on trust to survive in these complex symbiotic relationships. This is clearly shown in how digital CTAs were affected by these symbiotic relationships. Most of these apps are collecting highly sensitive data from individuals, including where they have been and with whom they have been in contact.

**Methods**

**Study Aims and Design**

This study builds on the prior work of Gulati et al [20] and Sousa et al [22], and is guided by one central research question: Can the Human-Computer Trust Scale (HCTS) be used to assess an individual’s perception of trust in health technologies? The main goal of this study was to propose a novel design evaluation mechanism to incorporate trust values in health care technologies, and make health care interventions and technologies more trustworthy and accepted. Namely, we used partial least-squares structural equation modeling (PLS-SEM) to empirically ascertain which attributes of the proposed scale (HCTS) hold in health care contexts and can be used as lenses to evaluate individuals’ trust predisposition to interact. The study was divided into two main stages: (1) adaptation and translation of the scale, and (2) measurement and validation of the questionnaire (HCTS).

**Theoretical Model**

The adopted theoretical model, the HCTS [20], illustrates the multidimensional nature of trust, taking into account several attributes of trust, as shown in Figure 1. This model was validated with statistical modeling techniques. The proposed attributes of the model were gathered from a systematic multidisciplinary literature review, combined with (1) a word elicitation study to capture a rich set of multidisciplinary notions encapsulating trust; (2) participatory design sessions and exploratory interviews with users to further identify antecedents of trust; (3) the unification of technology acceptance models [22]; and (4) separate studies to ensure statistical certainty of the scale proposed: trust in Siri, trust in the Estonian electronic voting system, trust in futuristic scenarios, and trust in human-robot interaction [20,26]. The final scale to measure trust consists of three main attributes: risk perception, competency, and benevolence. In line with the above findings and with the awareness that trust assessment is context- and culture-dependent, we assessed the validity of the scale to measure citizens’ trust attitudes in CTAs. To achieve our goal, we developed four sets of assumptions that might affect or predict a user’s trust when interacting with the HOIA app. The four hypotheses (H1-H4) established in regard to our main research question are outlined in Textbox 1.

**Figure 1.** Human-computer trust model under investigation. H: Hypothesis.
Textbox 1. Hypotheses of the study.

Hypothesis 1
• There is a significant and positive association between risk perception in the HOIA app and general trust in HOIA. Risk perception is defined as the extent to which one party is willing to participate in a given action while considering the risk and incentives involved. Here, we assumed that the extent to which individuals are willing to participate in a given action (ie, to use HOIA) while considering that the risk and incentives involved are directly associated with their perception of technology trustworthiness: with a higher perceived risk, there will be less willingness to interact; with a lower perceived risk, users will be more willing to interact.

Hypothesis 2
• There is a significant and positive association between competence and general trust in HOIA. HOIA competence is defined as the ease of use associated with the use of a system in that it is perceived to perform its tasks accurately and correctly. Here, we assumed that an individual’s perception of a contact-tracing app as competent is based on its functionality, closely linked to the concept of usefulness of a system. Higher perceived competency indicates that participants perceived the tool to be capable of doing what is expected, be useful, and will help them achieve desired goals.

Hypothesis 3
• There is a significant and positive association between benevolence and general trust in HOIA. Benevolence is defined as a citizen’s perception that a particular system will act in their best interest and that most people using the system share similar social behaviors and values. Here, we assumed that an individual’s perception that a particular system will act in their best interest, and that most people using the system share similar social behaviors and values that a particular technology will provide. Higher perceptions of benevolence are associated with fewer risks and uncertainties in its use.

Hypothesis 4
• There is a significant and positive association between reciprocity and trust in HOIA use. The notion of reciprocity is understood as the degree to which an individual sees oneself as a part of a group. It is built on the principle of mutual benefit, feeling a sense of belonging, and feeling connected, based on the give-and-take principles associated with the notion of computers as social actors. Here, we assumed that a citizen’s perception of contact tracing apps is reciprocal based on the degree to which an individual sees oneself as a part of a group.

Study Procedure

Questionnaire
We used a semistructured questionnaire to collect data. Before distributing the questionnaire, we adapted the original scale to the context and translated the content from English into Estonian. The translation and adaptation of the instrument followed the guidelines of the adaptation, translation, and validation process [27]. The survey was designed based on the HCTS in the Estonian language and was administered during April 2021. The objective of this study was to build on prior works and empirically assess HCTS to ascertain which attributes of the model hold true in health user–technology interactions.

The survey was created using both Lime Survey and Google Forms. During the pilot study, the feedback from the respondents was that the visual design of the Google Forms is less confusing; therefore, it was decided to adopt Google Forms as the final survey format.

Stimuli
To ensure that all participants understood the technical artefact in question and their perceptions of trust regarding similar experiences, we provided the official video that explains HOIA to the users as a stimulus, following the concept of technology probe and design fiction, also known as a vignette-based study in psychology.

Recruitment
The survey was carried out among the Estonian population, which was distributed online, mainly through Facebook and other social network groups available to the authors. A convenience sample was used in data collection because this enables reaching members of the population who are easily accessible, available, and willing to participate [28].

Ethical Considerations
This study complies with the basic ethical principles for the responsible conduct of research involving human subjects. Informed consent was requested from all participants, and authorization was obtained from the authors of the scale [20] to carry out the contextual adaptation and validation of the scale. The study was approved by the Tallinn University Ethics committee on July 9th, 2021 (study name: “Survey on the dynamic trust relationships between technology, society and culture”; approval number: Taotlus nr 6-5.1/17).

Results

Participant Characteristics
A total of 78 responses were obtained and used for data analyses; very few responses were excluded as all respondents fully completed the survey. The three excluded cases included answers leaning in majority toward neutral options. Data collected included the following information: demographics, usage patterns of mobile apps and HOIA, trust in HOIA (including risk perception, benevolence, competence, and general trust), and opinions about HOIA’s existing and additional functionalities. Among the 78 respondents, 73% (n=57) were women and only 27% (n=21) were men. Almost half of the respondents (36/78, 47%) were between the ages of 31–42 years and approximately one third (25/78, 32%) were 43–55 years old.
HOIA Usage Patterns
Among the 78 respondents, 61 had downloaded the HOIA CTA. Among them, the 47 women showed the highest rate of downloads compared with the 14 male respondents. Younger respondents (aged 18-30 years) had a higher number of downloads (88%), but they also represented the smallest sample. Slightly more than half of the participants (56%) admitted that they do not feel confident in how to use HOIA; this perception was more prominent among men (n=13). Twenty participants admitted that they had never opened the app, despite 61 claiming to use mobile apps daily.

Among the 17 respondents who had not downloaded the HOIA app, the majority were men. The main reasons claimed by participants for not downloading HOIA included: do not understand how it works, and concerns about the privacy and security of their data. When asked what additional features they expect from the CTA, some mentioned the need to understand the benefits of using it actively. When asked about their most common activities on their mobile devices, 66 stated social networking, 60 stated entertainment purposes, and 40 indicated uses related to health and well-being.

Assessment of the Scale
The HCTS under investigation includes five constructs: risk perception, competency, benevolence, reciprocity, and trust [20,22,26] (see Figure 1). Following the recommendation of Hair et al [29], the minimum sample size needed to effectively perform a PLS-SEM for our study was calculated to be 40 (ie, 10 times the maximum number of arrowheads pointing at a latent variable in a PLS path model). This method was selected because measuring trust in technology is complex, including four constructs and model relationships in this case. The measures used in the study were adapted from Gulati et al [20]. Their work models trust in technology with different studies, including trust in Siri using design fiction (future scenarios), the Estonian electronic voting service, and trust in human-robot interactions [24]. Gulati et al [20] measured risk perception using the concept of willingness and motivation developed through two independent studies [6,24]. This study added two additional items created through Schoorman et al’s [21] conceptualizations of trust. Gulati et al [20] measured competency and reciprocity based on the methodology of McKnight et al [30], and measured benevolence based on adaptation of the prior work of Harwood and Garry [31] and McKnight et al [30]. The survey used a 7-point Likert scale to collect data, where 1 indicates strongly disagree and 7 indicates strongly agree. All of the items were positively worded except for the risk perception scale, which was adapted as a negatively worded statement and reversed before analyzing the data. The HCTS measures are summarized in Textbox 2.

Textbox 2. Human-Computer Trust Scale measures.

<table>
<thead>
<tr>
<th>Risk perception</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RP1: I believe that there could be negative consequences from using HOIA</td>
<td></td>
</tr>
<tr>
<td>RP2: I feel I must be cautious when using HOIA</td>
<td></td>
</tr>
<tr>
<td>RP3: It is risky to interact with HOIA</td>
<td></td>
</tr>
<tr>
<td>RP4: I feel unsafe to interact with HOIA</td>
<td></td>
</tr>
<tr>
<td>RP5: I feel vulnerable when I interact with HOIA</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Competency</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>COM1: I believe HOIA is competent and effective in identifying if I have been in close contact with a COVID-19–positive person</td>
<td></td>
</tr>
<tr>
<td>COM2: I believe HOIA has all the functionalities I would expect from a COVID-19 contact-tracing system</td>
<td></td>
</tr>
<tr>
<td>COM3: I believe that HOIA performs its role as a warning for close contacts with a COVID-19–positive person</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reciprocity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>REC1: When I share something with HOIA, I expect to get back a knowledgeable and meaningful response</td>
<td></td>
</tr>
<tr>
<td>REC2: When sharing something with HOIA I believe that I will get an answer</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Benevolence</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BEN1: I believe HOIA acts in my best interest</td>
<td></td>
</tr>
<tr>
<td>BEN2: I believe that HOIA would do its best to help me if I need help</td>
<td></td>
</tr>
<tr>
<td>BEN3: I believe that HOIA is interested in understanding my needs and preferences</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General trust</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GT1: When I use HOIA, I feel I can depend on it completely</td>
<td></td>
</tr>
<tr>
<td>GT2: I can always rely on HOIA for guidance and assistance</td>
<td></td>
</tr>
<tr>
<td>GT3: I can trust the information presented to me by HOIA</td>
<td></td>
</tr>
</tbody>
</table>
Data Analysis

We analyzed a total of 78 answers. All scales for analyzing data in our study were positively worded, except perceived risk, which was negatively worded. The first steps in the analyses involved assessing the reliability and validity of the HCTS to measure trust in HOIA. In this phase, we calculated if the items have good measurements of the latent construct [29,32]. We discarded risk perception item 6 and competency item 4 because the loadings were below 0.5, and kept all loadings above their respective thresholds (>0.5). Table 1 and Figure 2 demonstrate all items used in the analysis and their loadings.

We further verified if the average variance extracted (AVE) was higher than 0.5; as shown in Table 1, all AVE values were >0.5, demonstrating that the items have good convergent reliability [12,32]. Similarly, the composite reliability of all indicators was above >0.7, showing adequate internal consistency. The Dillon-Goldstein ρ statistic, according to Hair et al [29], is similar to Cronbach α but allows the indicator variables to have varying outer loadings, and should be higher than 0.7 (or >0.6 in exploratory research). These values were above 0.7 for all items (Table 1), further demonstrating that the model is acceptable and has satisfactory internal consistency.

The discriminant validity and cross-loading values obtained using the Fornell-Lacker criterion (Table 2) indicated that the validity of each construct is higher for itself than for each corresponding construct [32].

Table 1. Loadings, reliability, and validity of the measurement model.

<table>
<thead>
<tr>
<th>Items</th>
<th>Loadings (&gt;0.5)</th>
<th>AVEa (&gt;0.5)</th>
<th>CRb (&gt;0.7)</th>
<th>Dillon-Goldstein ρ (&gt;0.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benevolence</td>
<td></td>
<td>0.684</td>
<td>0.866</td>
<td>0.787</td>
</tr>
<tr>
<td>BEN1</td>
<td>0.780</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEN2</td>
<td>0.905</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEN3</td>
<td>0.791</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competence</td>
<td></td>
<td>0.784</td>
<td>0.916</td>
<td>0.864</td>
</tr>
<tr>
<td>COM1</td>
<td>0.887</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COM2</td>
<td>0.904</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COM3</td>
<td>0.865</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reciprocity</td>
<td></td>
<td>0.773</td>
<td>0.872</td>
<td>0.719</td>
</tr>
<tr>
<td>REC1</td>
<td>0.898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REC2</td>
<td>0.860</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk perception</td>
<td></td>
<td>0.504</td>
<td>0.835</td>
<td>0.810</td>
</tr>
<tr>
<td>RP1</td>
<td>0.649</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP2</td>
<td>0.727</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP3</td>
<td>0.711</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP4</td>
<td>0.741</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RP5</td>
<td>0.717</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td></td>
<td>0.622</td>
<td>0.830</td>
<td>0.717</td>
</tr>
<tr>
<td>GT1</td>
<td>0.822</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GT2</td>
<td>0.692</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GT3</td>
<td>0.843</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aAVE: average variance extracted.
bCR: composite reliability.
Figure 2. Final theoretical model loadings. BEN: benevolence; COM: competence; GT: general trust; REC: reciprocity; rev: reverse; RP: risk perception.

Table 2. Discriminant validity and cross-loading values (diagonal, italics) of the measurement items based on the Fornell-Lacker criterion.

<table>
<thead>
<tr>
<th>Item</th>
<th>Benevolence</th>
<th>Competence</th>
<th>Reciprocity</th>
<th>Risk perception</th>
<th>Trust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benevolence</td>
<td>0.827</td>
<td>0.747</td>
<td>0.620</td>
<td>-0.625</td>
<td>0.730</td>
</tr>
<tr>
<td>Competence</td>
<td>0.747</td>
<td>0.885</td>
<td>0.700</td>
<td>-0.585</td>
<td>0.843</td>
</tr>
<tr>
<td>Reciprocity</td>
<td>0.620</td>
<td>0.700</td>
<td>0.879</td>
<td>-0.526</td>
<td>0.727</td>
</tr>
<tr>
<td>Risk perception</td>
<td>-0.625</td>
<td>-0.585</td>
<td>-0.526</td>
<td>0.710</td>
<td>-0.714</td>
</tr>
<tr>
<td>Trust</td>
<td>0.730</td>
<td>0.843</td>
<td>0.727</td>
<td>-0.714</td>
<td>0.789</td>
</tr>
</tbody>
</table>

Trust Toward HOIA

In addition, we assessed the coefficient of determination ($R^2$) values, which represent the combined effect of exogenous latent variables on the endogenous latent variable, and is interpreted in the same way as in a conventional regression analysis procedure [29]. In this study, the $R^2$ value was 0.806 and the adjusted $R^2$ was 0.795. According to Hair et al [29], $R^2$ values of 0.75, 0.50, or 0.25 are considered substantial, moderate, or weak, respectively. In line with this interpretation, both the $R^2$ and adjusted $R^2$ values of this study indicate a substantial effect. Thus, approximately 83% of the changes in technology trust can be explained by the statistically significant exogenous variables in the HCTS. Accordingly, we conclude that the statistically significant attributes significantly predict user trust in COVID-19 CTAs, namely HOIA. Keeping in mind all of the empirical values obtained thus far, it is safe to say that our model passes the criteria for both measurement and structural model evaluation, and the final scale exhibits good validity, reliability, and predictive power.

Discussion

Principal Findings

To contribute toward our central research question (can the HCTS be used to assess an individual’s perception of trust in health technologies?), we empirically assessed the suitability of the HCTS to assess an individual’s perception of trust in health technologies, with the broader goal of understanding which attributes of the HCTS hold true in health technologies. As shown in Table 3, all but one of our four hypotheses were supported, based on statistically significant effects.
Table 3. Significance testing of structural model path coefficients.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient (SD)</th>
<th>t value</th>
<th>P value</th>
<th>97.5% CI</th>
<th>Significance (P&lt;.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benevolence mediates trust</td>
<td>0.062 (0.097)</td>
<td>0.674</td>
<td>.50</td>
<td>0.251</td>
<td>No</td>
</tr>
<tr>
<td>Competency mediates trust</td>
<td>0.495 (0.099)</td>
<td>5.022</td>
<td>&lt;.001</td>
<td>0.690</td>
<td>Yes</td>
</tr>
<tr>
<td>Reciprocity mediates trust</td>
<td>0.195 (0.084)</td>
<td>2.285</td>
<td>.02</td>
<td>0.355</td>
<td>Yes</td>
</tr>
<tr>
<td>Risk perception mediates trust</td>
<td>-0.287 (0.056)</td>
<td>5.106</td>
<td>&lt;.001</td>
<td>-0.197</td>
<td>Yes</td>
</tr>
</tbody>
</table>

For instance, H1 (risk perception mediates trust), H2 (competency mediates trust), and H4 (reciprocity mediates trust) were statistically significant, which is in line with the work of Gulati et al [20]. However, we also found that H3 (benevolence mediates trust) was nonsignificant (P=.52). To understand these results, it is important to consider how these constructs were operationalized. H1 and H2 were operationalized based on Gulati et al’s [20] and Schoorman et al’s [21] conceptualizations of trust, whereas H3 and H4 were operationalized based on Gulati et al [20].

Limitations

Our study is not without its limitations, which can guide future research. First, culture influences trust. Second, the proposed scale (HCTS) demonstrated that trust is a dynamic construct that evolves in context and is culturally dependent. Third, the additional suggested items based on Schoorman et al’s [21] conceptualizations need further reassessment, as the results are more in line with those of Gulati et al [20], but also indicate no significant correlation between the Estonian citizens’ perception of HOIA as a benevolent trait.

Conclusion

In conclusion, the results of this study indicate that the degree of trust toward the Estonian CTA (HOIA) is significantly correlated with the extent to which users perceive the system as competent, reciprocal, and risky. This study used PLS-SEM to identify statistically significant factors for assessing individuals’ perception of trust in human-technology interactions for health. This work contributes toward establishing a final version of the scale derived from the HCTS consisting of 13 items that can be used to measure user trust levels, including competence, reciprocity, and perceived risk. Moreover, these results should not only be limited to HOIA but can also be implemented to measure trust in other CTAs.
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Abstract

Background: Self-care behaviors are essential for people living with chronic conditions; however, the outbreak of the COVID-19 pandemic has imposed additional complications on their daily routines. Few studies have analyzed how self-care behaviors have changed during COVID-19 and the role of digital technology, especially among people with chronic conditions.

Objective: This study aims to review how self-care behaviors have changed for people with chronic conditions during the COVID-19 pandemic, and what technology they have adopted to manage their conditions during that period.

Methods: A systematic review was conducted using narrative synthesis. Data were extracted from PubMed, MEDLINE, EMBASE, PsycINFO, CINAHL, and Google Scholar, including articles from December 2019 onward. Eligible studies focused on adults diagnosed with chronic conditions undertaking any self-care tasks in line with the middle-range theory of self-care of chronic illness (ie, self-care maintenance, monitoring, and management). The methodological quality of the included articles was assessed with the McMaster Critical Review Forms for Quantitative or Qualitative Studies.

Results: In total, 36 primary research articles were included. Changes to self-care behaviors during COVID-19 among people with chronic conditions were organized according to the middle-range theory of self-care of chronic illness focusing on self-care maintenance (ie, medication adherence, physical activity, and diet control), self-care monitoring (ie, monitoring signs and symptoms), and self-care management (ie, consultations with health care providers). Positive self-care behaviors observed include the following: individuals trying to maintain good glycemic control during COVID-19 increased their medication adherence in 27\% (10/36) of studies; and diet control improved in 50\% (18/36) of studies. Negative self-care behaviors observed include the following: decline in physical activities and increased sedentariness were observed in 65\% (23/36) of studies; poor diet control was observed in 57\% (21/36) of studies; and self-monitoring of health status dropped in 43\% (15/36) of studies. The use of technology to support self-care of chronic conditions during COVID-19 was reported in 72\% (26/36) of studies. The actual use of telehealth in place of physical consultations during COVID-19 was observed in 50\% (18/36) of studies, and other digital technologies (eg, social media apps, smartphone apps, web-based platforms, and web browsing) were used in 50\% (18/36) of studies. Telehealth was discussed and recommended as the default technology in delivering future health care services during COVID-19 and beyond in 77\% (28/36) of studies.

Conclusions: This review highlighted the necessity to rethink how models of self-care should continue to address the demands of chronic conditions while being responsive to the imminent threats of infectious diseases. Perhaps the silver lining of COVID-19 is that adoption of digital technology (especially telehealth) among a vast cross-section of people with chronic conditions is possible. Future research should investigate effective ways to incorporate evidence-based digital health tools into these new models of self-care that address the challenges of chronic and infectious conditions.
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Introduction

Background

Chronic conditions are an ongoing cause of disability, ill health, and premature death worldwide, and the World Health Organization defines chronic conditions as conditions that are noncommunicable and are of long duration and slow progression [1]. Self-care is essential for people with chronic conditions in order to maintain good control of their health [2]. People with chronic conditions need continuity of care to ensure their conditions are well maintained [3]. However, the public health response to the pandemic (eg, lockdown measures and social distancing) has significantly disrupted this continuity and thus affected people with chronic conditions [4-7].

People with major chronic conditions are not only at a higher risk of COVID-19 infection, but also of worsening their chronic disease outcomes during the pandemic [6-8]. Clinical studies in the United States and Italy undertaken on patients with COVID-19 found that the severity rates and death rates among patients with underlying chronic conditions were 7 times higher than those of patients with nonchronic conditions [8]. From an individual perspective, self-care behaviors have been significantly affected during the pandemic [4,5]. People have had their in-person health care appointments converted to teleconsultations [9]. Many have experienced disruptions in their medication supplies [10]; had limited access to investigative tests (eg, blood tests) [11]; were confronted with barriers to physical activities (PA) [12], imbalanced diets (eg, disruptions in access to food sources) [13], as well as disrupted routines and supplies to necessities; and many have experienced social isolation (eg, not being able to see family and friends), anxiety, and mental distress [12].

The impact of the pandemic on self-care behaviors of people living with chronic conditions was assessed in 2 rapid reviews conducted by Kendzerska et al [12] and Hartmann-Boyce and Mahtani [14] in 2020.

To our knowledge, systematic review–based evidence on how chronic disease self-care behaviors have changed during COVID-19, and how people with chronic conditions have adopted the use of technological aids during COVID-19 to sustain their self-care behaviors remains lacking.

Objectives

In this study, we will undertake a systematic review to examine how self-care behaviors among people with chronic conditions have changed during COVID-19, and the role of digital technology in facilitating those changes. The research questions in this systematic review are as follows: “How have self-care behaviors among people with chronic conditions changed as a result of COVID-19?” and “What technological aids have people with chronic conditions used (or adopted) for self-care during COVID-19?”

Methods

Materials and Methods

This systematic review was registered in the International Prospective Register of Systematic Reviews (PROSPERO) with the registration number CRD42021274000.

The review is in compliance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [15]. Details of the PRISMA checklist can be found in Multimedia Appendix 1.

Search Strategy

A modified population, interventions, comparisons, and outcomes (“PICO”) strategy was used to search, with “Population” corresponding to “people with chronic conditions” and “Intervention” as the “self-management of chronic conditions (and the use of technological aids) during COVID-19”; “Comparison” is described as “self-management (and the use of technological aids) before COVID-19,” and “Outcomes” are “changes in self-care behaviors and the use of technology.”

A search from March 6, 2021, to March 11, 2021, was conducted in PubMed, MEDLINE, EMBASE, PsycINFO, CINAHL, and Google Scholar, including all articles published from December 2019. Search terms were designed to capture publications on people living with chronic conditions, their self-care behaviors during COVID-19, and any use of technological aids. Multimedia Appendix 2 provides the complete search strategy.

Inclusion and Exclusion Criteria

Articles were eligible if they had the following criteria: focused on adults diagnosed with chronic conditions (conditions that limits self-care, requires medical interventions, and lasts more than 6 months); included a quantitative or qualitative component; focused on reporting self-care tasks during COVID-19, undertaken by people diagnosed with chronic conditions; included use of technology in self-care of chronic conditions; and were published in the English language from December 2019.

Articles were excluded if they had the following: did not focus on people with chronic conditions (eg, caregivers or care providers); were not COVID-19–related; focused on purely educational programs to improve self-management of chronic conditions; focused on technology only with no outcome measures; and were protocol papers or opinion articles. Multimedia Appendix 3 provides the complete criteria.

Study Screening

Full details on abstracts, full-text screening, and data extraction are provided in Multimedia Appendix 4. Each abstract was screened independently by 3 reviewers, disagreements were resolved by consensus, and full-text screening was undertaken by 1 reviewer.
Data extraction was led by 1 reviewer, and a narrative synthesis was conducted to synthesize the findings of the studies. The 36 included articles were read in full, and specific details on self-care behaviors were extracted and organized into the themes of physical control, medication adherence, diet control, monitoring health status, and consultations with health care providers in a tabular form. Specific items on use and recommendation of technology were extracted and summarized in a tabular form and presented in appendices.

**Methodological Quality Assessment**

The McMaster Critical Appraisal Tools for Quantitative Studies and Qualitative Studies was used [16]. Each individual component is rated as “yes,” “no,” “not addressed,” or “not applicable.” A score of 1 was given to “yes,” 0 to “no” and “not addressed,” while items rated as “not applicable” were removed from the total score. Quantitative studies were assessed over 8 main components of study purpose, literature review, study design, sample, outcomes, intervention, results, and conclusions—with the maximum total score being 14. Qualitative studies were assessed over 8 components, which were study purpose, literature review, study design, sampling, data collection, data analysis, overall rigor, and conclusions—with the maximum total score being 22. Methodological quality score rating did not warrant exclusion of studies. The results of the assessment of methodological quality are outlined in Multimedia Appendix 5.

**Theoretical Framework**

The changes in self-care during COVID-19 and the technology used by people living with chronic conditions were reported according to the middle-range theory of self-care of chronic illness. This theory arose from clinical experience caring for persons with heart failure in 2012 [2]. Self-care is described as the maintenance of health. It is a process undertaken through health promotion practices and management of health conditions that can be performed in a healthy or ill state [2]. The focus is on the following three key concepts: self-care maintenance, self-care monitoring, and self-care management (Figure 1) [2]. The operational definitions and examples of the three key concepts are outlined in Table 1 [2,17].

![Figure 1](https://humanfactors.jmir.org/2022/2/e35173)
Results

Screening Process
The database search retrieved 498 publications, and 122 duplicates were removed. After title and abstract screening, 289 publications were removed. Search updates led to 9 publications being included in the screening. After full text screening, 63 publications were excluded, leaving 33 included articles. A further 3 articles were identified by searching the reference lists of the included articles. The entire screening process concluded with the inclusion of 36 original research publications. The literature selection process is outlined in Figure 2. Multimedia Appendix 4 provides more details about the screening process.

Figure 2. Number of articles included at each stage of the screening process.

Characteristics of the Included Articles
A total of 36 original research publications were included in the systematic review. The most common research strategy employed was semistructured online interviews. The majority of studies were conducted in India (10/36, 28%), followed by United Kingdom (5/36, 14%); United States and Brazil (4/36, 11%); Spain (3/36, 8%); Hong Kong and Arab states (2/36, 6%); and Pakistan, Israel, Denmark, Poland, Canada, Saudi Arabia, and Australia (1/36, 3%).

Over 28 health conditions were studied in the included articles: diabetes mellitus (26/36, 72%), hypertension (8/36, 22%), cancer (7/36, 19%), cardiovascular diseases (6/36, 17%), chronic heart diseases (6/36, 17%), respiratory conditions (6/36, 17%), chronic kidney diseases (5/36, 17%), and chronic obstructive pulmonary disease (4/36, 11%).

The different health conditions included in the articles are further outlined in Multimedia Appendix 6. The conditions most frequently stated in the included studies are diabetes mellitus (26/36, 72%), hypertension (8/36, 22%), and cancer (7/36, 19%).
The self-care behaviors included in the articles are provided in Multimedia Appendix 7. Instances where technology was stated in the included articles are outlined in Multimedia Appendix 8. Additionally, Multimedia Appendices 9 and 10 provide more information on the included articles.

**Self-care Behaviors Adopted by Participants**

People living with chronic conditions are embodied with the responsibility for their daily care and actively engage in tasks essential for long-term management of their conditions [2,17]. Self-care behaviors observed in the included studies are organized according to the middle-range theory of self-care of chronic illness. These include self-care maintenance (ie, medication adherence, physical activity, and diet control), self-care monitoring (ie, monitoring signs and symptoms), and self-care management (ie, consultations with health care providers). The technology reported in these studies was organized according to the technology used for self-care during COVID-19 and technology recommended for self-care during and beyond COVID-19. The results of self-care behaviors found in the included articles are illustrated in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Results of self-care behaviors in the included articles (N=36).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-care behaviors</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Self-care maintenance</td>
</tr>
<tr>
<td>Medication adherence (n=15)</td>
</tr>
<tr>
<td>Physical activities (n=20)</td>
</tr>
<tr>
<td>Diet control (n=14)</td>
</tr>
<tr>
<td>Self-care monitoring</td>
</tr>
<tr>
<td>Self-monitoring of signs and symptoms (n=7)</td>
</tr>
<tr>
<td>Self-care management</td>
</tr>
<tr>
<td>Consultations with health care providers (n=23)</td>
</tr>
</tbody>
</table>

\(^{a}\)Replaced with telehealth.

Expanded results of self-care behaviors and technology adopted or recommended in the included articles are outlined in Multimedia Appendix 11.

**Self-care Maintenance**

**Medication Adherence**

A total of 15 studies reported on medication adherence during COVID-19 [18-32]. Increase in medication adherence among participants trying to maintain good glycemic control during the pandemic was reported in 27% (4/15) [18,19,23,24] of the studies. Participants had difficulties in sourcing medication due to supply shortages in 53% (8/15) of these studies [20-22,25,27,29,30,32], with people in rural areas faring worse [29].

In one study, the participants reported lower levels of medication adherence due to store closures, fears of contracting the virus if they went outside, and difficulties in purchasing caused by financial constraints due to job losses [30]. A few studies [25,28,32] reported on difficulties in obtaining prescription renewals among participants due to cancellation of physical consultations, and telehealth was used for prescription renewals.

**PA**

A total of 20 studies reported on PA during the pandemic [18,20,24,26-29,30,33,35,37,38,41,45,46], and 35% (7/20) of these studies [28,33,38,40-43] reported on continual or increase in PA among the participants in their studies. Disruptions in routines, fear of going outdoors, lack of motivation, as well as increased anxiety and stress during COVID-19 led to the decline in PA in 65% (13/20) of these studies [18,20,24,26,27,29,34-37,39,44,45]. The participants in a study that measured PA exclusively [34] reported that 71.5% of Brazilian adults were not meeting the minimum PA recommendations. The study revealed that increasing age and multimorbidity had a positive association with increased sedentary risk during the pandemic.

**Diet Control**

A total of 14 studies reported on dietary habits during the pandemic [18-20,24,27,29,30,33,35,37,38,41,45,46], and 50% (7/14) of these studies [28,33,38,40-43] reported improved diet management among their participants. Reasons were of increased time availability, with more meals being prepared at home and lockdown restrictions limiting takeaway consumptions among participants.

There was an association between better diet control and improved glycemic control reported among participants [19,33,37,38,41,46]. Poor diet control was found in 57% (8/14) of these studies [19,20,33,37,38,41,46] reported improved diet management among their participants. Reasons were of increased time availability, with more meals being prepared at home and lockdown restrictions limiting takeaway consumptions among participants.

**Self-care Monitoring: Self-monitoring of Signs and Symptoms**

In total, 7 studies reported on participants monitoring their diabetes mellitus [18,19,24,33,37,38,41]. Regular compliance or increase in monitoring of blood glucose levels during the pandemic among participants was found in 57% (4/7) of these
studies [18,19,24,37]. Decline in monitoring of blood glucose levels among participants were due to difficulties in sourcing testing strips and lack of knowledge barriers in 43% (3/7) of studies [33,38,41].

**Self-care Management: Consultations With Health Care Providers**

All 23 studies that examined access to health care providers during the pandemic found disruptions to health care services, with postponement or cancellation of consultations noted among their participants [19-25,27-32,40,42,44,45,47-52]. In the 23 studies that reported on access to health care providers, 57% (13/23) of these studies [19,20,23,24,29,31,32,36,42,46,49,52,53] revealed participants used telehealth services in place of physical consultations with their health care team. Moreover, 13% (3/23) of these studies [21,40,45] found that difficulties in accessing health care services during the pandemic led to issues with glycemic control among the individuals. The results of technology used in the included studies are illustrated in Table 3.

Table 3. Use of technology for self-care of chronic conditions in the included studies (n=26).

<table>
<thead>
<tr>
<th>Technology reported in the studies</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telehealth used during COVID-19 among participants</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Other digital technology (television, social media apps, smartphone apps, web-based digital health tools, web-based platforms, and web browsing)</td>
<td>13 (50)</td>
</tr>
<tr>
<td>Role of telehealth discussed and recommended</td>
<td>20 (77)</td>
</tr>
</tbody>
</table>

**Technology: Technological Aids Used**

In total, 26 studies discussed the role of technology during COVID-19 to support individuals’ self-care of chronic conditions [19-29,31,32,35,36,40,42,43,45,46,48-53], and 50% (13/26) of the studies [19,20,23,24,29,31,32,36,42,46,49,52,53] reported on the use of telehealth, due to in-person consultations having been replaced with telephone or video consultations. Participants used telehealth for prescription renewals, test results discussion, or simple follow-ups. Moreover, 50% (13/26) of the participants in these studies [19,20,23,24,29,31,32,36,42,46,49,52,53] expressed that telehealth allowed continuity of care for them during the pandemic, that the support helped them maintain their self-care behaviors, and that they would continue using it in the future.

The use of television, social media apps, smartphone apps, web-based digital health tools, web-based platforms, and web browsing was found in 50% (13/26) of these studies [19,20,26-29,32,35,36,43,48,52,53]. One study [36] reported people living with diabetes and liver disease were the highest users of social media, while video consultations were mostly used by people living with chronic liver diseases and neurological conditions in their population sample.

The role of telehealth was discussed and recommended in the future delivery of health care services in 77% (20/26) of these studies [19-22,24-26,29,31,32,36,40,42,45,46,49,53], especially for people living in rural areas [46,50]. According to one study [48], effective intervention strategies are needed to improve digital literacy among elderly people living with chronic conditions to facilitate their participation and presence in digital health.

Telehealth was the most used technology, followed by social media apps (Facebook), messaging apps (WhatsApp, Messenger, and WeChat), web-based platforms for education and exercise (YouTube and web-based exercise platforms), and web browsing (Google).

Multimedia Appendix 12 provides details on the types of technology used and recommended in the included articles.

**Discussion**

**Principal Findings**

To our knowledge, this is the first systematic review of changes in self-care behaviors in people with chronic conditions and the technological aids they adopted in managing their conditions during COVID-19.

The purpose of this systematic review was to analyze the existing literature on how self-care behaviors have changed during COVID-19, and the range of technology adopted by people with chronic conditions in managing their conditions during the pandemic. Our results indicate that the lives of people with chronic conditions were altered by the course of measures imposed to contain the spread of COVID-19, with disruptions to their daily routines challenging their self-care behaviors. The lockdown resulted in both favorable and unfavorable changes in self-care behaviors, which could have short- and long-term effects on health.

Positive self-care behaviors that resulted from the lockdown were found among individuals motivated to keep good glycemic control, and those who maintained or increased their medication adherence during COVID-19. Improved diet control resulted from an increase in home cooking and less consumption of takeaways. Cancelled physical consultations were replaced with telehealth to allow continuity of health care services.

Negative self-care behaviors that resulted from the lockdown were from fluctuations in medical supplies, difficulties in sourcing prescriptions, and financial constraints impacting medication adherence. Reduction in fresh produce consumption due to supply issues and lack of motivation led to poor diet control. Significant decline in PA and increased sedentariness were found among participants in most studies during lockdown. In-person visits for routine consultations were postponed or cancelled. Access to health care services was facilitated by telehealth through phone or video consultations to allow continuity of care during the pandemic. However, in some developing counties, proactive contact with people with chronic...
diseases during the pandemic with telehealth was rare [30,33,34,41,44,47].

The role of technology in the home setting to manage chronic conditions remains low with telehealth being the most frequently used technology during COVID-19, followed by internet browsing, social media platforms, and messaging apps. There is a lack of studies focusing on the effects of eHealth, mobile health, and health apps in the delivery of health care services or management of self-care during COVID-19; this then presents an opportunity for future research in this area.

**Strengths and Limitations**

This review has several strengths. We developed and followed a rigorous and predefined protocol that was registered with the International Prospective Register of Systematic Reviews (PROSPERO) database at the beginning of the study. To ensure sensitivity and specificity, we developed an extensive search strategy of literature with the help of a clinical librarian. Eligibility criteria were objectively stated and applied in the screening of each article by 3 independent reviewers, and there was substantial agreement with the full text screening results.

There were some limitations in the review, as only articles published in English were included, and we did not have access to studies in other languages. The use of validated instruments to measure the effect of COVID-19 public health measures on self-care behaviors across all studies was limited. The review focused only on self-care behaviors undertaken by people living with chronic conditions, leaving out the caregiver’s role in managing self-care. Only 4 studies used qualitative approaches, and there is a need to increase the use of qualitative methodology in self-care research to gain more insights or context on the circumstances involved.

It is important to note that search of databases consisted of keywords such as “chronic conditions” and “multimorbidity” and not the exact diagnosis terms, which may result in excluding articles that use exact diagnosis terms (eg, “diabetes” and “cardiovascular”). The majority of studies examined technology that will enable communications with people with chronic conditions and their health care provider. However, the use of other digital tools that help in monitoring and providing aid in managing their conditions was limited. There is a need for further research on the use of other types of technology and how it was used in the management of self-care in the home environment.

**Comparison With Existing Literature**

A recent review focusing on lifestyle changes during COVID-19 [54] found increased consumption of unhealthy food and decline in PA across various population groups. The use of telehealth was widespread, and the review proposed the use of virtual networks in the future delivery of health care services, which is in line with our findings.

Kendzerska et al [12] focused on chronic disease management in the primary and specialty care settings. There were concerns that medicine shortages during COVID-19 and the decline in physical activity found among people with chronic conditions could exacerbate their conditions. The implementation of telemedicine during the pandemic outbreak has been associated with many barriers especially among elderly patients with digital literacy being a common issue, as we observed in our included study [12].

Most reviews on people with chronic conditions during the pandemic analyzed the prevalence of chronic conditions in patients diagnosed with COVID-19 and the adverse clinical outcomes associated with the population group. Increased age and underlying chronic conditions were the strongest predictors of longer hospitalizations or mortality rates among patients diagnosed with COVID-19 [55-57].

In our review, the lived experiences of people with chronic conditions and how they managed their self-care behaviors during the pandemic were examined; we also analyzed the role of digital technology in facilitating them.

**Implications**

The COVID-19 experience provides an opportunity to rethink what worked and what did not during the pandemic, and to better prepare for future pandemics or health threats.

**Key Implications 1: Self-care Behaviors**

The evidence from this review shows that certain groups of people with chronic conditions managed to improve or continue with their self-care behaviors amid the pandemic while others struggled to manage them. There is a need for in-depth study on how certain population groups were able to maintain this behavior and the coping strategies they adopted.

These findings can be drawn upon to enhance current self-care interventions to further empower and support these individuals in sustaining their self-care capabilities. It can help individuals to independently cope with self-care behaviors and maintain positive health outcomes, particularly in circumstances when health care resources are redirected toward infectious disease control.

Further research is required on why certain individuals failed to engage in effective self-care behaviors during COVID-19. The factors or barriers that affected this adverse behavior needs to be investigated. The findings can be used to develop successful strategies or interventions to reinforce better health-promoting behaviors and increased adherence to self-care behaviors among this population group. The experiences of COVID-19 have shown how integral self-care is in chronic conditions management. The health care system should use this opportunity to work on a systemic approach to tackle health inequities and incorporate self-care management into the fabric of health care services. Health care professionals also need to evaluate how able individuals are in understanding the information on self-care behaviors provided to them, and their capability to engage in self-care independently.

Hence, health care professionals should tailor self-care advice and plan at the individuals’ level of understanding, their capacity, and the context they are in, so that their actions are effective and sustainable for a longer period of time.
Key Implications 2: Digital Technology Adoption

The COVID-19 outbreak has changed the conversation on digital interventions in health care services. The rapid adoption of telehealth, as well as the tidal of acceptance by individuals and health care providers in the delivery of health care services, has led to telehealth emerging as the silver lining of the pandemic. It has re-envisioned chronic care management and opened opportunities of using evidence-based digital health interventions that can promote and support self-care capabilities among people with chronic conditions both now and in any future public health crisis.

The reassignment of the health care resources during COVID-19 on prioritizing communicable disease care severely disrupted chronic care management with cancelled or postponed health care services. This led to a backlog of routine services and a decline in screening and preventive care that could later exacerbate health risks and strain the health care system. Care pathways need to be reconfigured to allow new models of health care to treat both communicable and chronic diseases continuously. Embedding and accelerating digital changes in chronic care management can instigate individuals and health care providers to work on solutions that allow chronic care management to be maintained alongside communicable diseases in future pandemics or health threats. Future digital health interventions should consider the influence of family and friends in the health management of people with chronic condition. They play a major role in supporting or assisting individuals with making daily decisions about medications and symptoms management, helping coordinate health care services and facilitate healthy behavior changes. It is important that newer digital health interventions recognize and provide digital solutions for all members of the individual care team for optimal health outcomes.

There is a lack of research on vulnerable population groups (ie, elderly, indigenous communities, and disability groups) who are at a greater risk of contracting COVID-19 and the associated population health implications. These population groups must be the focus of future studies, evaluating their lived experiences in managing their chronic conditions and use of technology during COVID-19. Any disparities identified in access, digital literacy, and equity should be appropriately addressed. The lessons of the pandemic should not be lost; they should be used to build new approaches in chronic self-management.

Conclusions

This review provided insights into how people with chronic conditions managed their self-care behaviors during COVID-19, and the types of technology used during that period. In our systematic review, we found that the measures imposed to mitigate the spread of COVID-19 did have an impact on people with chronic conditions and their self-care capabilities, resulting in the decline in PA and self-monitoring of signs and symptoms, increase in unhealthy food consumption, and difficulties in medication adherence.

There are concerns that if these negative self-care behaviors are sustained postpandemic, they could lead to further health complications among people with underlying chronic conditions and burden the overstretched health care system.

The lived experiences of COVID-19 should become a catalyst for adoption of a new model for health care that is flexible to respond to both chronic and infectious diseases. It should recognize and have measures in place to support and enhance self-care capabilities among people with underlying chronic conditions during the pandemic, and for future health threats. The use of digital technology (telehealth, online platforms, and messaging apps) connected individuals to health care services and changed the way they receive care during the pandemic. This highlights the need for further research on incorporating and leveraging evidence-based digital health tools into newer models of health care. These can then aim to engage and motivate individuals toward the effective management of their self-care behaviors and facilitate continuity of health care services in any situation.
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Abstract

Background: The implementation of an integrated electronic health record (EHR) system can potentially provide health care providers with support standardization of patient care, pathways, and workflows, as well as provide medical staff with decision support, easier access, and the same interface across features and subsystems. These potentials require an implementation process in which the expectations of the medical staff and the provider of the new system are aligned with respect to the medical staff’s knowledge and skills, as well as the interface and performance of the system. Awareness of the medical staff’s level of eHealth literacy may be a way of understanding and aligning these expectations and following the progression of the implementation process.

Objective: The objective of this study was to investigate how a newly developed and modified instrument measuring the medical staff’s eHealth literacy (staff eHealth Literacy Questionnaire [eHLQ]) can be used to inform the system provider and the health care organization in the implementation process and evaluate whether the medical staff’s perceptions of the ease of use change and how this may be related to their level of eHealth literacy.

Methods: A modified version of the eHLQ was distributed to the staff of a medical department in Denmark before and 3 months after the implementation of a new EHR system. The survey also included questions related to users’ perceived ease of use and their self-reported information technology skills.

Results: The mean age of the 194 participants before implementation was 43.1 (SD 12.4) years, and for the 198 participants after implementation, it was 42.3 (SD 12.5) years. After the implementation, the only difference compared with the preimplementation data was a small decrease in staff eHLQ5 (motivated to engage with digital services; unpaired 2-tailed t test; $P=0.009$; effect size 0.267), and the values of the scales relating to the medical staff’s knowledge and skills (eHLQ1-3) were approximately $\geq 3$ both before and after implementation. The range of scores was narrower after implementation, indicating that some of those with the lowest ability benefited from the training and new experiences with the EHR. There was an association between perceived ease of use and the 3 tested staff eHLQ scales, both before and after implementation.

Conclusions: The staff eHLQ may be a good candidate for monitoring the medical staff’s digital competence in and response to the implementation of new digital solutions. This may enable those responsible for the implementation to tailor efforts to the specific needs of segments of users and inform them if the process is not going according to plan with respect to the staff’s information technology–related knowledge and skills, trust in data security, motivation, and experience of a coherent system that suits their needs and supports the workflows and data availability.

(JMIR Hum Factors 2022;9(2):e29780) doi:10.2196/29780)
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Introduction

Background

During the past 50 years, technological and digital evolution has facilitated the transformation of the organization and delivery of health services [1]. For more than two decades, it has been anticipated that electronic health records (EHRs), also termed electronic medical records or electronic patient records, would provide more efficient, effective, and safe workflows, benefiting both providers and patients [2-8].

In many regions, primarily Europe and the United States, the first generations of EHR were launched in the late ‘90s or the early 2000s [8,9]. These systems have been either upgraded or replaced with new systems with more advanced features and the integration of functions from various specialized systems into one system. The new generations of EHR have the potential to support standardization of patient care, pathways, and workflows, as well as provide organizations with data for business intelligence and health care professionals with decision support, easier access, and the same interface across its features and subsystems [8].

Factors for Medical Staff’s Acceptance of an EHR

Not all implementations of EHR systems have been successful over the years. The reasons for this may be understood in relation to the context, content, and processes of EHR [9]. This includes the structure and digital maturity of the organizations, influence on or interaction with existing workflows, degree of involvement, digital experience, and competence of the staff [2,4-8,10].

The attitude of the medical staff toward a new EHR, as well as their capability to gain benefits, is related to the staff’s level of information technology (IT) or eHealth literacy (eHL) [4,8,10]. To accept and adopt the technology, the user needs to feel confident and expect a good user experience based on the perceived ease of use and usefulness [4].

In general, most studies on the adoption and acceptance of technology build on the Technology Acceptance Model (TAM) or the Unified Theory of Acceptance and Use of Technology (UTAUT) [4,11,12]. Both TAM and UTAUT are relatively old theories that have not been specifically developed for the health care sector but have been adapted in several studies in the context of health [4]; for example, performance expectancy (individuals believe that the use of technology will be beneficial), effort expectancy (expected ease of use), social influence (expected attitude of significant others toward using the technology), and facilitating conditions (organizational or technical resources and preconditions to technology use) [10].

In 2015, Monkman and Kushniruk [13] proposed the Consumer Health Information System Adoption Model. The model is based on a theoretical approach and suggests, in alignment with the TAM and UTAUT, that an essential factor for adoption is the user experience; more importantly, they proposed that user experience relates not only to usability and perceived ease of use or usefulness but also to the individual user’s level of eHL as the user’s level affects their perceived user experience and influences the requirements of the systems interface [13].

eHealth Literacy

eHL was introduced to describe the competences needed to engage with digital health solutions in a health context. eHL was originally conceptualized by Norman and Skinner [14], who also proposed the first definition: “the ability to seek, find, understand, and appraise health information from electronic sources and apply the gained knowledge to addressing or solving a health problem” [14]. In 2015, Nørgaard et al [15] challenged the original concept with the proposal of a new and more comprehensive model, the eHL Framework (eHLF). The eHLF comprises 7 dimensions that not only address the user’s knowledge and skills, similar to Norman and Skinner [14], but also address the interface and context (i.e., the user’s trust, motivation, and experience with digital services and technology).

The dimensions relating to the user’s knowledge and skills are eHLF1, ability to process information; eHLF2, engagement in own health; and eHLF3, ability to actively engage with digital services. The dimensions relating to the user’s trust in the way their health data are handled and the benefits of digital services are eHLF4, feel safe and in control, and eHLF5, motivated to engage with digital services. The final two dimensions, eHLF6, access to digital services that work, and eHLF7, digital services that suit individual needs, relate to the experience of the available digital services in relation to access to relevant information whenever it is needed in a way that suits the user’s needs [15]. The user’s self-reported capability within the 7 dimensions can be quantified using the eHL Questionnaire (eHLQ), which is based on the eHLF [16].

Both the eHLF [17,18] and the eHLQ may, alone [19,20] or in combination with other scales such as the Readiness and Enablement Index for Health Technology instrument [21-23], help identify potential barriers or facilitators with respect to the user’s capabilities, their trust and motivation, and their experiences with digital services.

In the context of the implementation of an EHR, assessment of eHL among medical staff has the potential to provide the supplier and health care organization before the implementation with insights into which groups may have particular needs to be addressed and after the implementation with insights into how the implementation, including educational programs, affects users’ knowledge, skills, motivation, and experience.

The Setting of the Study

Part of the validation of the eHLQ was the inclusion of data from a medical outpatient clinic in the Capital Region of Denmark, Herlev-Gentofte University Hospital, from November 2015 to March 2016 [19]. Incidentally, one of the largest
implementations of an EHR in northern Europe was planned to take place simultaneously at the same hospital.

The new integrated EHR system was planned to replace >20 existing systems and be followed by investment in new technologies such as handheld devices, mobile computers, and standardized equipment such as infusion pumps. At the time of implementation, the medical staff was used to using a traditional EHR supporting documentation in notes along with a laboratory system, an imaging system, and a medicine prescription system, as well as a patient administrative system primarily used by medical secretaries and a documentation system for nurses. The latter was used by medical physicians, nursing assistants, and registered nurses. Everyday use was supported by both local health professionals trained as superusers and by regional IT support with a help desk.

The Capital Region of Denmark’s expected outcomes of the introduction of the new integrated EHR were more efficient workflows that were better supported by technology and a reorientation of the professional roles and tasks, including easier and better communication with outpatients [24]. An important change in workflow was the introduction of the principle that the individual staff member responsible for an order should also enter this into the system, which changed the work balance among medical physicians, registered nurses, and medical secretaries [24]. The introduction of an anticipated, easier to use EHR better supporting communication and workflows, together with a 3 full days training program for the nursing assistants and ≥4 full days for the other groups of medical staff, followed by 2 weeks of intensive support by superusers and specially trained floor walkers after the launch of the new EHR system, led us to expect that the overall effect of the implementation would be an increase in the medical staff’s eHL and their perceived ease of use.

The combination of having a new instrument to assess the multifaceted dimensions of eHL during the implementation of a promising new suite of EHR components, as well as curiosity about how this would influence the medical staff’s eHL profile, led us to initiate this study. Our aim is to evaluate the eHL of the medical staff using the eHLQ before and 3 months after the implementation of the EHR to examine the overall effect of the introduction of the new system.

We worked from the hypotheses presented in Textbox 1.

Textbox 1. Hypotheses of this study.

**Hypothesis 1**

- Hypothesis 1.1: The medical staff’s personal knowledge and skills (eHealth Literacy Questionnaire [eHLQ] 1-3) will increase as a consequence of the introduction of the new electronic health record (EHR) with a 3- to 4-day training program and extensive support for the first 2 weeks after implementation.
- Hypothesis 1.2: An overall positive experience with the new system with an EHR will improve the sense of feeling safe and in control (staff eHLQ4) and increase motivation (staff eHLQ5) as the medical staff experience the expected benefits of an integrated EHR system.
- Hypothesis 1.3: The implementation will provide an experience of an EHR that brings data together, makes them easier to access (staff eHLQ6), and better suits the individual needs (staff eHLQ7).
- Hypothesis 1.4: The eHLQ scores may differ between the groups of medical staff because of different professional cultures, tasks, obligations, and responsibilities.

**Hypothesis 2**

- Hypothesis 2.1: The experience of ease of access, ease of data sharing, and stability of the information technology system will increase with the new integrated system running on a more stable platform.
- Hypothesis 2.2: The increase may be associated with staff eHLQ5, staff eHLQ6, and staff eHLQ7, establishing a possible association between factors known to be important for technology acceptance and eHealth literacy dimensions.

To explore these hypotheses, we formulated the following research questions (RQs):

- **RQ1:** What is the level of the medical staff’s eHL before and 3 months after the implementation of the new EHR?
- **RQ2:** How do medical staff perceive ease of use, as measured by the ease of access, ease of data sharing, and stability of the existing EHR before implementation, compared with the new integrated EHR system after implementation, and are there any differences between professions?
- **RQ3:** Is there an association between the scores of staff eHLQ5-7 and perceived ease of use, as measured by ease of access, ease of data sharing, and stability of the system?

**Methods**

**Overview**

The study was originally designed as a longitudinal study to evaluate the medical staff’s eHL, perceived ease of use, and use of functions before implementation and at 3 and 12 months after implementation. The involved department was restructured before month 12 by fusing with 2 other medical departments, resulting in a change of jobs for 3 of the 4 clinical working authors of this study and relocation of the acute clinical unit and other specialties such as gastroenterology from one location in the city of Gentofte to another location in the city of Herlev. Therefore, we had to exclude the 12-month follow-up, as it was not feasible for us to conduct. A planned complementary qualitative study was also not feasible in the initial period.
because of a lack of support from a higher level of the organization responsible for the implementation. The study was designed with 2 cross-sectional samples, inviting all the medical staff employed at 2 time points. In March 2016, an invitation was sent by email to the medical staff working in all units, including the outpatient clinic, at the Department of Medicine C, Herlev-Gentofte University Hospital, containing a link to the survey, and by mid-March, a reminder to participate was sent to those who did not initially respond. The second survey was sent out in September 2016. The study was endorsed by the head of the department, who took an active part in recruiting respondents at both time points.

The survey was sent to 295 medical staff members in both rounds, with a response rate of 65.8% (194/295) in the first round and 67.1% (198/295) in the second round and respondents answering some or all questions. The distribution of respondents among different groups of medical staff is presented in Table 1.

### Table 1. Distribution of medical staff.\(^a\)

<table>
<thead>
<tr>
<th>Staff</th>
<th>Before implementation (N=194), n (%)</th>
<th>After implementation (N=198), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical physician</td>
<td>46 (23.7)</td>
<td>50 (25.3)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>29 (14.9)</td>
<td>26 (13.1)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>16 (8.2)</td>
<td>15 (7.6)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>97 (50)</td>
<td>104 (52.5)</td>
</tr>
<tr>
<td>Other professions</td>
<td>6 (3.1)</td>
<td>3 (1.5)</td>
</tr>
</tbody>
</table>

\(^a\)The table includes respondents who answered some or all questions.

All groups of medical staff employed at the department were represented in response to the survey. For this study, we report on all respondents in relation to overall statistics but have not included the group of other professions (9/295, 3.1%) when reporting on groups of professional medical staff (ie, medical physicians, medical secretaries, nursing assistants, and registered nurses). In Denmark, these 4 professional groups have the qualifications and level of education according to the International Standard Classification of Education (ISCED) given in the following sections [25].

Medical physicians had a master’s degree in medicine at ISCED level 7 [25]. Some of them also held a PhD or medical thesis degree at ISCED level 8. Their experience ranged from registrars leading the medical school to consultants, who were specialists. Registered nurses had 3.5 years of education and held a bachelor’s degree in nursing at ISCED level 6. Nursing assistants had a vocational education, which currently is 3 years at ISCED level 4; however, some of the respondents may have had a previous education of 2 years at ISCED level 3. Medical secretaries also had a vocational education of 3 years, with specialization in the medical field.

The surveys in the project were intentionally designed so that they would not be misinterpreted as an evaluation of the new EHR. In accordance with the hypotheses and RQs, the sole intention of the surveys was to describe the change in the medical staff’s eHL and their perceived ease of use of the 2 different EHR solutions. The survey comprised four sections: (1) digital experience; (2) the staff eHLQ; (3) experience of use with the EHR, including perceived ease of use; and (4) use of functions of the EHR. The use of functions and components will be reported elsewhere and are not included here.

Sex, age, and professional roles were extracted from the administrative system and merged with the survey. This was performed by an administrator based on each participant’s unique employee identifier. After the merging was complete, person-identifiable data were removed from the file, which was then handed over to the author group for analysis.

### Digital Skills

As an indicator of experience with digital services in their private lives, the respondents were asked to report on their use of the national digital mail service called e-Boks. e-Boks facilitates all communication from public authorities in Denmark to citizens aged >15 years. Individuals with language difficulties or disabilities can be exempted from the e-Boks system. The respondents reported on their use with four response options—rarely or never, at least once every 6 months, at least once a month, and at least once a week—scored from 1 to 4.

The second question was how their colleagues would describe their user level in relation to the systems they used at work with three options—standard user, advanced user, or expert user—scored from 1 to 3.

### Staff eHLQ

The staff eHLQ is a modified version of the eHLQ [16]. The modification comprised rephrasing 12 items in scales 4 to 7 of the eHLQ to change the perspective of the respondent from themselves to their interaction with patients; for example, item 24, which was changed from “I find I get better services from my healthcare provider when I use...” to “I find that patients receive better services from health professionals when...” The items in staff eHLQ1-3 are equivalent to the validated eHLQ, except that 1 item in eHLQ1 is missing because the staff eHLQ used here was based on an earlier version of the eHLQ.

Therefore, the staff eHLQ in this study comprised 34 items covering seven dimensions of eHL in the following scales: eHLQ1, using technology to process health information; eHLQ2, understanding of health concepts and language; eHLQ3, ability to actively engage with digital services; staff eHLQ4, feeling safe and in control; staff eHLQ5, motivated to engage with digital services; staff eHLQ6, access to digital services that...
work, and staff eHLQ7, digital services that suit individual needs. The eHLQ1 and staff eHLQ7 scales comprise 4 items, eHLQ2 to staff eHLQ5 comprise 5 items, and staff eHLQ6 comprises 6 items. The response options ranged from strongly disagree to strongly agree and were scored from 1 to 4 [16].

The validation of the eHLQ was reported by Kayser et al [16]. To ensure that the aforementioned minor changes did not change the internal consistency, we calculated Cronbach’s α, which is similar to those initially reported with the following values: eHLQ1=.7519, eHLQ2=.7646, eHLQ3=.8413, eHLQ4=.7463, eHLQ5=.7422, eHLQ6=.6786, and eHLQ7=.8131.

**Perceived Ease of Use Evaluated as the Experience of Use With the Digital Information and IT Systems**

This part comprised three items adopted from a national, regular survey, Termosatatten, administrated by The Danish e-Observatory [26], which assesses users’ self-reported experience of the following three items:

1. Quick and easy access: “In my daily work I have quick and easy access to all the essential digital information from my own sector or unit (department or hospital) that I need.”
2. Sharing of data to reduce doublet registration: “In my daily work I experience, that data is shared between systems in a way that makes double registrations avoidable.”
3. Stability of systems: “In my daily work I experience, that the work-related IT-system I use every day are stable and function without operational problems or crashes.”

The 3 items are all considered to report on perceived ease of use and are used for this purpose in the analysis. The response options ranged from strongly disagree to strongly agree, with scores ranging from 1 to 4. Each of the 3 items was evaluated separately.

**Statistical Analysis**

We treated the 2 samples as independent in the analysis as the questionnaire was administered anonymously to us.

To test hypotheses 1.1, 1.2, 1.3, and 2.1, we used an unpaired 2-tailed r test to compare the levels of eHL and perceived ease of use before and after the implementation. The effect size was calculated as Cohen’s d, and 1-way ANOVA was used to examine significant differences between the 4 medical staff groups in terms of their scores. The Tukey's honest significant difference test was used a posteriori to determine which medical staff groups’ means differed significantly from each other. We also used an unpaired r test to examine differences in scores between males and females. Pearson’s r was used to examine the association between age in relation to the eHLQ scales and self-reported IT skills.

To test hypothesis 2.2, Pearson r was calculated to examine the correlations among the experience of quick and easy access; sharing of data to reduce doublet registration; and the stability of the IT system; and staff eHLQ5, staff eHLQ6, and staff eHLQ7.

All quantitative data are reported as means and SDs.

Statistical calculations were performed using Stata (version 16; StataCorp).

**Ethics Approval**

Under Danish law, permission from an ethics committee was not required as biological material was not obtained or processed in the study, and no clinical intervention of the respondents was performed. The data were gathered by the hospital administration and stored on their servers. The anonymized data were further processed at the University of Copenhagen. Before data collection, all respondents were introduced to the survey by their local leaders. When initiating the survey, the respondents provided informed consent to participate by filling in the survey.

**Results**

**Overview**

The age and sex distributions of the 2 samples are presented in Table 2. The mean age of the sample before implementation was 43.1 (SD 12.4) years and 42.3 (SD 12.5) years in the sample after implementation. The sample mainly comprised female respondents.

Most respondents used the national email system, e-Boks, regularly. Few medical physicians and nursing assistants did not use the national email service before the implementation of the EHR. After implementation, all groups used the service at least once every 6 months, and most of them used the service more regularly. The average scores were approximately the same before and after implementation (Table 3). The score of how a colleague described their IT skills did not change over time and did not differ between the medical staff groups. Before implementation, there was a minor negative correlation with age (r =−0.1965; P <.009), which increased 3 months after implementation (r =−0.283; P <.001), signifying that the younger members of staff were more confident in their IT skills, a difference that increased after the introduction of the new EHR system. We also found a difference in males scoring higher than females both before implementation (mean 2.074, SD 0.675 vs mean 1.516, SD 0.661; P<.001; effect size 0.83) and 3 months after implementation (mean 1.848, SD 0.712 vs mean 1.538, SD 0.627; P=.01; effect size 0.482).
Table 2. Background variables by job functions.

<table>
<thead>
<tr>
<th>Characteristics and staff</th>
<th>Before implementation (N=194)</th>
<th>After implementation (N=198)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD; range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>43.1 (12.4; 23-68)</td>
<td>42.3 (12.5; 24-68)</td>
</tr>
<tr>
<td>Medical physician</td>
<td>43.6 (12.7; 26-68)</td>
<td>42.0 (13.0; 27-68)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>49.3 (10.7; 24-64)</td>
<td>50.1 (9.8; 25-63)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>52.4 (8.7; 34-64)</td>
<td>54.8 (9.0; 35-66)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>39.3 (12.0; 23-66)</td>
<td>38.8 (11.3; 30-60)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29 (14.9)</td>
<td>35 (17.7)</td>
</tr>
<tr>
<td>Female</td>
<td>165 (85.1)</td>
<td>163 (82.3)</td>
</tr>
<tr>
<td>Medical physician</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (8.2)</td>
<td>22 (11.1)</td>
</tr>
<tr>
<td>Female</td>
<td>30 (15.5)</td>
<td>28 (14.1)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Female</td>
<td>27 (13.9)</td>
<td>26 (13.1)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (0.5)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (7.7)</td>
<td>13 (6.6)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (5.2)</td>
<td>10 (5.1)</td>
</tr>
<tr>
<td>Female</td>
<td>87 (44.8)</td>
<td>94 (47.5)</td>
</tr>
</tbody>
</table>

Table 3. Information technology skills by job functions.

<table>
<thead>
<tr>
<th>Skill and staff</th>
<th>Before implementation, mean (SD; range)</th>
<th>After implementation, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use of e-Boks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>3.217 (0.629; 2-4)</td>
<td>3.3 (0.544; 2-4)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>3.310 (0.660; 1-4)</td>
<td>3.35 (0.485; 3-4)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>3.375 (0.806; 1-4)</td>
<td>3.67 (0.488; 3-4)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>3.333 (0.556; 2-4)</td>
<td>3.346 (0.587; 2-4)</td>
</tr>
<tr>
<td><strong>Information technology skills described by colleague</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>1.667 (0.6396; 1-3)</td>
<td>1.553 (0.619; 1-3)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>1.963 (0.854; 1-3)</td>
<td>1.783 (0.736; 1-3)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>1.2 (0.414; 1-2)</td>
<td>1.286 (0.726; 1-3)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>1.547 (0.663; 1-3)</td>
<td>1.61 (0.618; 1-3)</td>
</tr>
</tbody>
</table>

eHLQ Scales

After 3 months from the implementation, the only difference compared with the preimplementation data was a decrease in staff eHLQ5 (motivated to engage with digital services; unpaired t test; P=.009; effect size 0.267), whereas the other scales did not differ from before implementation (effect size ranging from 0.0093 to 0.0916). As seen in Table 4, the eHLQ scores in relation to the respondents’ knowledge and skills (eHLQ1-3) were approximately ≥3 both before and after implementation. The range of scores was narrower after the implementation, indicating that some of those with the lowest ability benefited from training and new experiences with the EHR. On the basis of these findings, we rejected hypotheses 1.1 to 1.3. With respect to hypothesis 1.4, we found differences among the groups of medical staff for some of the scales, both before and after the
implementation of the EHR, which partly supports our hypothesis.

Table 4. eHLQ\textsuperscript{a} scores by professional groups.

<table>
<thead>
<tr>
<th>Scales and staff</th>
<th>Before implementation, mean (SD; range)</th>
<th>After implementation, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHLQ1: using technology to process health information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.980 (0.597; 1.0-4.0)</td>
<td>3.009 (0.574; 1.5-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.989 (0.570; 1.75-4.0)</td>
<td>2.893 (0.663; 1.5-4.0)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.896 (0.611; 1.0-4.0)</td>
<td>2.860 (0.479; 2.0-4.0)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.921 (0.778; 1.0-4.0)</td>
<td>3.233 (0.458; 2.3-4.0)</td>
</tr>
<tr>
<td>eHLQ2: understanding of health concepts and language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>3.565 (0.356; 2.6-4.0)</td>
<td>3.551 (0.429; 2.0-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>3.255 (0.487; 2.4-4.0)</td>
<td>3.160 (0.374; 2.4-3.8)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>3.163 (0.742; 1.0-4.0)</td>
<td>3.413 (0.389; 3.0-4.0)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>3.408 (0.426; 2.4-4.0)</td>
<td>3.389 (0.441; 2.0-4.0)</td>
</tr>
<tr>
<td>eHLQ3: ability to actively engage with digital services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>3.448 (0.458; 2.4-4.0)</td>
<td>3.473 (0.493; 2.4-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>3.407 (0.559; 2.4-4.0)</td>
<td>3.176 (0.601; 1.8-4.0)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>3.188 (0.675; 1.0-4.0)</td>
<td>3.227 (0.345; 2.6-3.6)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>3.333 (0.466; 2.2-4.0)</td>
<td>3.363 (0.487; 2.0-4.0)</td>
</tr>
<tr>
<td>Staff eHLQ4: feel safe and in control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.843 (0.436; 1.8-4.0)</td>
<td>2.838 (0.491; 1.0-3.8)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>3.069 (0.461; 2.2-4.0)</td>
<td>2.912 (0.451; 2.0-3.8)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.987 (0.325; 2.2-3.6)</td>
<td>2.960 (0.275; 2.6-3.8)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.962 (0.407; 1.8-4.0)</td>
<td>2.934 (0.379; 2.0-4.0)</td>
</tr>
<tr>
<td>Staff eHLQ5: motivated to engage with digital</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.839 (0.482; 1.6-3.8)</td>
<td>2.675 (0.486; 1.4-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.821 (0.379; 2.0-3.6)</td>
<td>2.696 (0.487; 2.0-3.6)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.880 (0.477; 1.8-3.8)</td>
<td>2.880 (0.413; 2.0-3.8)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.738 (0.446; 1.6-3.8)</td>
<td>2.604 (0.395; 1.6-4.0)</td>
</tr>
<tr>
<td>Staff eHLQ6: access to digital services that work</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.566 (0.403; 1.5-3.8)</td>
<td>2.603 (0.411; 1.3-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.391 (0.461; 1.5-3.5)</td>
<td>2.417 (0.427; 1.3-3.3)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.661 (0.338; 2.2-3.7)</td>
<td>2.607 (0.333; 2.2-3.7)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.778 (0.325; 2.0-3.3)</td>
<td>2.833 (0.383; 2.2-3.7)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.589 (0.381; 1.7-3.8)</td>
<td>2.642 (0.393; 1.3-4.0)</td>
</tr>
<tr>
<td>Staff eHLQ7: digital services that suit individual needs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.549 (0.508; 1.0-4.0)</td>
<td>2.510 (0.506; 1.3-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.321 (0.499; 1.0-3.5)</td>
<td>2.229 (0.489; 1.3-3.0)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.741 (0.381; 2.0-3.5)</td>
<td>2.470 (0.435; 2.0-3.3)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.783 (0.352; 1.8-3.0)</td>
<td>2.800 (0.368; 2.0-3.3)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}eHLQ: eHealth Literacy Questionnaire.

Before Implementation

Before implementation, the score of eHLQ2 (understanding of health concepts and language) showed significant differences among the 4 groups ($F_{3,185}=4.47; P=.005$). The medical physicians scored significantly higher than the medical secretaries (Tukey test, $P=.02$) and nursing assistants (Tukey test, $P=.01$). There were no significant differences among the groups for eHLQ1 (using technology to process health information).
information) and eHLQ3 (ability to actively engage with digital services).

The number of respondents who scored lower than two-thirds of the maximum score (2.67) varied between 22% (10/46) and 31% (5/16) among the staff groups for eHLQ1 (using technology to process health information), with medical physicians representing the lowest and nursing assistants the highest percentage. For eHLQ2 (understanding of health concepts and language), the percentage varied from 2% (1/46) to 17% (5/29) and in eHLQ3 (the ability to actively engage with digital services), from 6% (1/16) to 10% (3/29), with medical physicians representing the lowest percentage again but now with the medical secretaries representing the highest percentage <2.67 in both scales.

The scores of staff eHLQ4 (feel safe and in control) and staff eHLQ5 (motivated to engage with digital services), which relate to the perception of the use of the system, were lower than the scores in eHLQ1 to eHLQ3. There were no differences between the groups.

With regards to staff eHLQ6 (access to digital services that work) and staff eHLQ7 (digital services that suit individual needs), which both reflect an overall experience with digital health services, the scores were even lower. Before implementation, for staff eHLQ6 (access to digital services that work), there were significant differences between the groups (F(3,183)=5.16; P=0.002). Medical physicians had a significantly lower score than medical secretaries (Tukey test, P=0.02), nursing assistants (Tukey test, P=0.006), and registered nurses (Tukey test, P=0.03). The abovementioned findings do not appear to be associated with differences in age or sex among the groups, as the only association between age and eHLQ scores was a small negative correlation for eHLQ3 (ability to actively engage with digital services; r=-0.2158; P=0.003) and between males and females for staff eHLQ5 (motivated to engage with digital services; mean 3.027, SD 0.477 vs mean 2.739, SD 0.426; P=0.01; effect size 0.637).

After Implementation

After implementation, the scores of eHLQ2 (understanding of health concepts and language) differed among the professional groups (F(3,191)=4.72; P=0.003), where medical physicians had a significantly higher score than medical secretaries (Tukey test, P=0.001).

In addition, for staff eHLQ6 (access to digital services that work), the ANOVA test showed significant differences among the groups (F(3,190)=5.61; P=0.001), where the medical physicians had a lower score than the nursing assistants (Tukey test, P<0.002) and the registered nurses (Tukey test, P=0.007). This pattern was repeated for the postimplementation measurement of staff eHLQ7 (digital services that suit individual needs), with significant differences among the groups (F(3,190)=8.51; P<0.001), where the medical physicians had a significantly lower score than the nursing assistants (Tukey test, P<0.001) and the registered nurses (Tukey test, P<0.001).

After implementation, there was a negative correlation between age and four of the seven eHLQ scales: eHLQ1, using technology to process health information (r=−0.193; P<0.007); eHLQ2, understanding of health concepts and language (r=−0.147; P=0.04); eHLQ3, ability to actively engage with digital services (r=−0.263; P<0.001); and staff eHLQ4, feel safe and in control (r=−0.153; P=0.04). There was a difference between males and females in the eHLQ2 (understanding of health concepts and language; mean 3.548, SD 0.527 vs mean 3.376, SD 0.413; P=0.04; effect size 0.394) and staff eHLQ5 (motivated to engage with digital services; mean 2.834, SD 0.500 vs mean 2.627, SD 0.417; P=0.01; effect size 0.478).

Association Between Self-reported Skills and eHLQ

To support the content validity, we tested whether there were any associations between eHLQ1 to eHLQ3 and what the respondent believed a colleague would describe their IT skills by calculating Pearson r. For the measurements before implementation, there were moderate to strong correlations among the three eHLQ scales and the IT skills items: eHLQ1 (using technology to process health information; r=0.2176; P=0.004), eHLQ2 (understanding of health concepts and language; r=0.2522; P<0.001), and eHLQ3 (ability to actively engage with digital services; r=0.4471; P<0.001).

For the postimplementation measurements, there were similar correlations among the three eHLQ scales and the IT skills items: eHLQ1 (using technology to process health information; r=0.1926; P=0.008), eHLQ2 (understanding of health concepts and language; r=0.2244; P=0.002), and eHLQ3 (ability to actively engage with digital services; r=0.4429; P<0.001).

This may be associated with the age of the respondents, as we also found a negative correlation between age and these 3 scales, as well as for the IT skills scale, as reported previously.

Perceived Ease of Use

The respondents scored the lowest on the stability of IT system items before implementation (Table 5). This item was the only one to increase after implementation of the new EHR system, whereas the 2 others did not change, which partly confirms hypothesis 2.1, that the new EHR system would increase the perceived ease of use. When comparing the groups of medical staff before implementation for the item regarding sharing of data to reduce doublet registration, there were significant differences among the groups (F(3,183)=5.24; P=0.002). Here, medical physicians had a lower score than medical secretaries (Tukey test, P=0.005) and nursing assistants (Tukey test, P=0.04). In addition, the registered nurses had a lower score than the medical secretaries (Tukey test, P=0.04).

When comparing the groups of medical staff after implementation, there was still an overall significant difference between the groups with respect to their experience of data being shared between IT systems to reduce doublet registration (F(3,191)=7.48; P<0.001). Medical physicians had a significantly lower score than nursing assistants (Tukey test, P<0.001) and registered nurses (Tukey test, P=0.005).
When looking at the associations between the items for perceived ease of use and staff eHLQ5-7, hypothesis 2.2 was confirmed, as there were highly significant correlations before and after implementation. For the preimplementation measurements, the values were as follows: for the item ease of access, staff eHLQ5 ($r=0.2831; P<.001$), staff eHLQ6 ($r=0.4385; P<.001$), and staff eHLQ7 ($r=0.4164; P<.001$); for the item data is shared between systems to reduce doublet registration, staff eHLQ5 ($r=0.2055; P<.001$), staff eHLQ6 ($r=0.4418; P<.001$), and staff eHLQ7 ($r=0.4165; P<.001$); and for the item stability of IT systems, staff eHLQ5 ($r=0.1753; P=.02$), staff eHLQ6 ($r=0.5519; P<.001$), and staff eHLQ7 ($r=0.4381; P<.001$).

For the postimplementation measurements, the values were as follows: for the item ease of access, staff eHLQ5 (motivated to engage with digital services; $r=0.3298; P<.001$), staff eHLQ6 ($r=0.5237; P<.001$), and staff eHLQ7 ($r=0.4759; P<.001$); for the item data is shared between systems to reduce doublet registration, staff eHLQ5 ($r=0.2763; P<.001$), staff eHLQ6 ($r=0.5122; P<.001$), and staff eHLQ7 ($r=0.5267; P<.001$); and for the item stability of IT systems, staff eHLQ5 ($r=0.3402; P<.001$), staff eHLQ6 ($r=0.4939; P<.001$), and staff eHLQ7 ($r=0.3869; P<.001$).

### Discussion

#### Principal Findings

This is the first in-depth examination of medical staff’s eHL and perception of ease of use in the transition from a combination of eHealth systems into an integrated EHR. We found that despite a systematic training program, extensive support, and implementation of a coherent EHR, the medical staff’s eHL did not change, except for a small decline in motivation. This is of interest, as the stability of the system is perceived to increase, and the perceived ease of access and the system’s ability to share data remain unchanged after the implementation of the EHR.

#### eHL Scales

Our first hypothesis was an expected increase in all 7 scales of the staff eHLQ based on an increase in knowledge and skills obtained in the implementation process and an increase in the positive experience of using the new system. However, we were unable to confirm this hypothesis.

With respect to eHLQ1 to eHLQ3, relating to personal knowledge and skills, all groups of medical staff had relatively high scores compared with 2 recent studies on medical outpatients and nursing students [19,20]. Regardless of this, only a limited number considered themselves to be experts. Interestingly, there was a positive association between the scores of the eHLQ1 to eHLQ3 scales and the scale regarding how the respondents thought their colleagues would score their user level. This information adds to the evidence for the content validity of the eHLQ1 to eHLQ3 scales. All 4 scales were negatively correlated with the age of respondents after implementation. Interestingly, the association with age was less pronounced before implementation, where only eHLQ3 (ability to actively engage with digital services) was associated with age, and Pearson $r$ was lower than that after implementation for the correlation of age and how they thought their colleagues would score their user level. This may indicate that the older part of the respondents experienced less confidence in their self-reported skills as an effect of their experience during the implementation of the new EHR system.

The medical secretaries and nursing assistants scored lower than the medical physicians, which may be related to their prior experience and knowledge in using digital services.

Table 5. Experience of quick and easy access, sharing of data to reduce doublet registration, and stability of IT systems.

<table>
<thead>
<tr>
<th>Ease of use and staff</th>
<th>Before implementation, mean (SD; range)</th>
<th>After implementation, mean (SD; range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick and easy access to information</td>
<td>2.959 (0.625; 1.0-4.0)</td>
<td>2.959 (0.625; 1.0-4.0)</td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.816 (0.697; 1.0-4.0)</td>
<td>2.816 (0.697; 1.0-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.96 (0.61; 1.0-4.0)</td>
<td>2.96 (0.61; 1.0-4.0)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>3.0667 (0.594; 1.0-4.0)</td>
<td>3.0667 (0.594; 1.0-4.0)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>3.0 (0.594; 1.0-4.0)</td>
<td>3.0 (0.594; 1.0-4.0)</td>
</tr>
<tr>
<td>Sharing of data to reduce doublet registration</td>
<td>3.011 (0.7219; 1.0-4.0)</td>
<td>3.011 (0.7219; 1.0-4.0)</td>
</tr>
<tr>
<td>Medical physician</td>
<td>2.207 (0.675; 1.0-4.0)</td>
<td>2.207 (0.675; 1.0-4.0)</td>
</tr>
<tr>
<td>Medical secretary</td>
<td>2.245 (0.829; 1.0-4.0)</td>
<td>2.245 (0.829; 1.0-4.0)</td>
</tr>
<tr>
<td>Nursing assistant</td>
<td>2.126 (0.6879; 1.0-4.0)</td>
<td>2.126 (0.6879; 1.0-4.0)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>2.379 (0.7017; 1.0-4.0)</td>
<td>2.379 (0.7017; 1.0-4.0)</td>
</tr>
</tbody>
</table>

When implementing the new EHR system, the mean (SD; range) for the presence of doublets was as follows: for the item access, Medical physician 2.467 (0.6399; 1.0-4.0), Medical secretary 2.25 (0.7746; 1.0-4.0), Medical physician 2.359 (0.721; 1.0-4.0), and Medical secretary 2.32 (0.557; 1.0-4.0); for the item sharing of data, Medical physician 2.467 (0.7123; 1.0-4.0), Medical secretary 2.25 (0.7746; 1.0-4.0), Medical physician 2.359 (0.721; 1.0-4.0), and Medical secretary 2.32 (0.557; 1.0-4.0); for the item stability of IT systems, Medical physician 2.467 (0.7123; 1.0-4.0), Medical secretary 2.25 (0.7746; 1.0-4.0), Medical physician 2.359 (0.721; 1.0-4.0), and Medical secretary 2.32 (0.557; 1.0-4.0).

This information confirms our hypothesis that the medical staff would score their user level. However, we were unable to confirm this hypothesis.

Regardless of this, only a limited number considered themselves to be experts. Interestingly, there was a positive association between the scores of the eHLQ1 to eHLQ3 scales and the scale regarding how the respondents thought their colleagues would score their user level. This information adds to the evidence for the content validity of the eHLQ1 to eHLQ3 scales. All 4 scales were negatively correlated with the age of respondents after implementation. The correlation of age and how they thought their colleagues would score their user level was lower than that after implementation for the correlation of age and how they thought their colleagues would score their user level. This may indicate that the older part of the respondents experienced less confidence in their self-reported skills as an effect of their experience during the implementation of the new EHR system.

The medical secretaries and nursing assistants scored lower than the medical physicians, which may be related to their prior experience and knowledge in using digital services.
training or educational background. Such an association between the level of training or educational background has not yet been observed in relation to eHL; however, further exploration is needed to better understand the possible needs of stratifying digital capacity building.

Before the investigation, we expected that the medical staff’s knowledge and skills would increase during the implementation period because of the training and expected higher use of the systems. We were not able to identify such changes as evaluated by the eHLQ scores on scales eHLQ1 to eHLQ3 or in self-reported IT skills described by a colleague. Interestingly, the only change in the staff eHLQ scales was a small decrease in staff eHLQ5 (motivated to engage with digital services), indicating that the new EHR system appeared to be less beneficial for users.

As our findings suggest that medical staff report sufficient levels of knowledge and skills but are challenged in relation to how health technology and services are perceived and experienced, we suggest that training should focus on their existing assumptions and prior experiences with the existing EHR.

The lower scores of staff eHLQ5 to eHLQ7 further suggest that the training should focus on how the implementation of the EHR will increase the security and safety of patients, ensure data integration, and support workflows, with data being available to those who need them, including the patients at any time.

Despite the medical physicians having the highest scores in two of the three scales that relate to personal knowledge and skills (eHLQ2 [understanding of health concepts and language] and eHLQ3 [ability to actively engage with digital services]), they had the lowest scores among the groups of medical staff in three of the four scales relating to their trust in how data are handled (staff eHLQ4, feeling safe and in control) and experience with the services (staff eHLQ6 [access to digital services that work] and staff eHLQ7 [digital services that suit individual needs]).

On the basis of the mean value of eHLQ1 to eHLQ3, our results would suggest that the medical staff’s knowledge and skills are not the main issues to be addressed when planning the introduction of a new system. However, when looking at the distribution of scores, it is evident that for eHLQ1 (using technology to process health information), 22% (10/46) of medical physicians and 31% (5/16) of nursing assistants scored <2.67. A similar pattern occurred in eHLQ2 (understanding of health concepts and language) and eHLQ3 (ability to actively engage with digital services), albeit at a lower percentage below the value of 2.67. These results underline the importance of identifying subgroups with low scores across groups of medical staff to address their particular needs in relation to knowledge and skills.

**Perceived Ease of Use**

Our second hypothesis was that the perceived ease of use, measured by experienced ease of access, ease of data shared between systems to avoid doublet registration, and stability of the system, would increase after the implementation of the EHR system. We only found an increase in the experience of stability of the IT system with the implementation of the new EHR, which should contribute to a higher perception of ease of use. For nursing assistants and registered nurses, we also found an increase, although not significant, in their score of experience of data being shared between systems to avoid doublet registration, which may be explained by a certain degree of support of their workflows in relation to data. In contrast, medical physicians tended to disagree more than other staff groups with the statement that data were shared between the systems to avoid doublet registrations. This indicates that the system before implementation did not sufficiently support the workflows of medical physicians, and as the medical physicians’ degree of disagreement increased after implementation, the new EHR did not have any beneficial effects on their workflows.

Our findings only partly support our hypothesis that the experience relating to the performance of the IT environment would improve within the initial short period of implementation of the first installation of the EHR. The experiences of quick and easy access to relevant information or sharing the data to reduce double registration did not improve overall. As the EHR is provided by one vendor and is anticipated to provide a better experience of coherence and easy access, it is of interest that the medical staff did not experience such an improvement. The new system has many new functions that support quick and easy access. We cannot exclude the possibility that more training and support could have increased the medical staff’s capacity to use the system, thereby improving their experience of quick and easy access to information by using macros and tailored interfaces, which the EHR supports.

We also hypothesized that we would be able to identify an association between the staff eHLQ5 to eHLQ7 scales and 1 or more of the 3 items reporting on perceived ease of use: quick and easy access, data being shared between systems to avoid doublet registration, and stability of the IT systems. We found such an association between all 3 staff eHLQ scales and all 3 perceived ease of use items both before and after the implementation.

Confirmation of the hypothesized associations between the staff eHLQ5 to eHLQ7 and the 3 items reporting on perceived ease of use contributes to a better understanding of how eHL, as understood by the eHLF model and measured by staff eHLQ, may intertwine with dimensions from the technology acceptance theory (ie, perceived ease of use and usefulness). User experience is a product of the individual’s competence, usability of the user interface, and level of complexity and difficulty of tasks to be solved.

Staff eHLQ5 (motivated to engage with digital services) discloses perspectives on the use of health technology, which may relate to a sense of ease of use and usefulness. Staff eHLQ6 (access to digital services that work) reports on the experience of data being available whenever needed, and independent of where you are, the data are provided by digital systems that work together. Staff eHLQ7 (digital services that suit individual needs) reports on the users’ feeling that the digital services suit their needs. In combination, the staff eHLQ5 to eHLQ7 report on this product at a generic level; however, in our study, they were largely influenced by the context of the old EHR or the new EHR system, respectively. User experience, and thereby
the likelihood of adoption [13], is also influenced by the overall perception of how easy and how useful a given technology or system is.

In addition to the respondents’ level of eHL, by using the 3 items directly reporting on various aspects of ease of use, we also obtained a more detailed insight into the respondents’ specific experience of both the old EHR and the new EHR system and how this relates to their general motivation and experience with health technology.

Implications
Our findings emphasize the need for caution when planning implementations of EHR, as recommended by the literature in this area, such as the studies by McAlearney et al [27] and Boonstra et al [9].

All 4 groups of medical staff had relatively low scores on the staff eHLQ scales, which relates to digital services, and this was most pronounced among medical physicians. If these data had been available to the vendor and the health care organization responsible for the training of the staff, it might have helped them to better address the specific needs of the users; in this case, the medical physicians were characterized by having a high level of self-reported knowledge and skills in relation to data and digital services.

Our findings may also contribute to the understanding of why medical physicians are often resistant to the implementation of EHRs. As pointed out by Boonstra et al [9], this also indicates that an increase in staff capacity with respect to increased digital knowledge and skills may not automatically contribute to an increase in user experience. This is supported by the Monkman and Kushniruk [13] model of adoption, where it is proposed that adoption and a good user experience are both related to the users’ eHL and the usability of the systems, as well as the main principle of TAM, which is that the perceived ease of use is a significant factor in facilitating acceptance and adoption [28]. This signifies the importance of tailoring the new EHR’s interface and the introduction of system functions according to the specific needs and competences of the medical staff.

The finding that respondents’ perception of the ease of access, data sharing to reduce doublet registration, and the stability of the IT systems are influenced by the respondents’ overall level of eHL to a large degree suggests that the users’ perception of systems is closely linked to not only their competence but also to their general experiences with and confidence in using technology. This knowledge leads us to recommend the identification of staff members with low staff eHLQ scores to better address this particular group specifically and help them during the training to develop or increase self-confidence and self-efficacy in their work with digital health technology.

Limitations
The version of the staff eHLQ used in this study is not the final version and may need further validation. We had to exclude one item from this version as it was not modified to suit the domain to which it belonged. The eHLQ [16] has been thoroughly validated in several languages and appears to be a robust, valid psychometric instrument. The modifications made in the staff eHLQ do not change the intentions or the significant words of the individual items, and the Cronbach α for the scales demonstrates internal consistency similar to data obtained with the eHLQ. Therefore, we are confident that our results are reliable despite the use of this early version of the staff eHLQ.

We also think that the content validity of the staff eHLQ scales is supported by the fact that the staff eHLQ5 and staff eHLQ6 mirror the experience of usefulness of the systems, and eHLQ1 to eHLQ3 is associated with self-reported IT skills, whereas staff eHLQ5 to eHLQ7 is associated with the experience of data being shared in a way that reduces the double entry of data. Another limitation is the lack of administration of the survey after the training but before the implementation of the new EHR system, as we were not able to distinguish between the effect of training and the influence of experiences with the new system, which may affect, for example, the motivation. The reason for this design was a naive approach, where we expected the implementation of the EHR to be beneficial; therefore, we only wanted to focus on the synergy of the new system together with training.

Unfortunately, we were not able to follow up with this after 12 months in the involved department because of restructuring. Therefore, we may have missed effects that would only occur after a longer period of observation, such as 6 or 12 months [29]. We still hope to be able to perform a follow-up later. This is now of particular interest as the vendor in February 2019 has installed a major revision that also has increased interoperability with other national services.

Perspective
The digital competence of the medical staff may vary among countries and regions and may therefore be addressed differently when a vendor or organization introduces a new EHR system. The staff eHLQ may be used to better understand the particular needs of medical staff groups, which should be addressed.

In addition, staff eHLQ6 may have an important role in settings where the EHR is not only used for documentation of hospital activities but also for primary care activities, and data are expected to be available for all actors at any time. However, this requires further investigation.

The association between the level of eHL and indicators of how the respondents perceive the performance of the system calls for further research on whether ≥1 of the staff eHLQ scales (ie, eHLQ5-7) can be used as predictors for users’ acceptance of technology in health care settings.

Conclusions
The staff eHLQ may be a good candidate for monitoring the medical staff’s response to their training during the implementation of a new EHR system. It may also inform those responsible for the implementation whether the process is not going according to plan, with respect to the staff’s knowledge, skills, trust in security, motivation, and experience of a coherent system that suits the needs and supports the workflow and data availability.

Overall, this new insight in the presented case could have been helpful for the organization that led the implementation of the
EHR and helped them to understand how the training should focus on how to (1) make use of the new functionality, (2) inform about the changes in workflow, and (3) make sense of the transition and thereby focus less on digital competence. It should be noted that the lower scores of staff eHLQ5 to eHLQ7, as found in all groups of medical staff, may also be because of problems with the functionality of the EHR as it was the first installation. This calls for both the vendors in their design and the healthcare organizations in their procurement to pay more attention to these areas in the implementation process.
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Abstract

Background: The Portfolio Diet, or Dietary Portfolio, is a therapeutic dietary pattern that combines cholesterol-lowering foods to manage dyslipidemia for the prevention of cardiovascular disease. To translate the Portfolio Diet for primary care, we developed the PortfolioDiet.app as a patient and physician educational and engagement tool for PCs and smartphones. The PortfolioDiet.app is currently being used as an add-on therapy to the standard of care (usual care) for the prevention of cardiovascular disease in primary care. To enhance the adoption of this tool, it is important to ensure that the PortfolioDiet.app meets the needs of its target end users.

Objective: The main objective of this project is to undertake user testing to inform modifications to the PortfolioDiet.app as part of ongoing engagement in quality improvement (QI).

Methods: We undertook a 2-phase QI project from February 2021 to September 2021. We recruited users by convenience sampling. Users included patients, family physicians, and dietitians, as well as nutrition and medical students. For both phases, users were asked to use the PortfolioDiet.app daily for 7 days. In phase 1, a mixed-form questionnaire was administered to evaluate the users’ perceived acceptability, knowledge acquisition, and engagement with the PortfolioDiet.app. The questionnaire collected both quantitative and qualitative data, including 2 open-ended questions. The responses were used to inform modifications to the PortfolioDiet.app. In phase 2, the System Usability Scale was used to assess the usability of the updated PortfolioDiet.app, with a score higher than 70 being considered acceptable.

Results: A total of 30 and 19 users were recruited for phase 1 and phase 2, respectively. In phase 1, the PortfolioDiet.app increased users’ perceived knowledge of the Portfolio Diet and influenced their perceived food choices. Limitations identified by users included challenges navigating to resources and profile settings, limited information on plant sterols, inaccuracies in points, timed-logout frustration, request for step-by-step pop-up windows, and request for a mobile app version; when looking at positive feedback, the recipe section was the most commonly praised feature. Between the project phases, 6 modifications were made to the PortfolioDiet.app to incorporate and address user feedback. At phase 2, the average System Usability Scale score was 85.39 (SD 11.47), with 100 being the best possible.

Conclusions: By undertaking user testing of the PortfolioDiet.app, its limitations and strengths were able to be identified, informing modifications to the application, which resulted in a clinical tool that better meets users’ needs. The PortfolioDiet.app educates users on the Portfolio Diet and is considered acceptable by users. Although further refinements to the PortfolioDiet.app will continue to be made before its evaluation in a clinical trial, the result of this QI project is an improved clinical tool.

doi:10.2196/34704
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Introduction

Background

The Portfolio Diet, or Dietary Portfolio, is a plant-based dietary pattern of cholesterol-lowering foods that has demonstrated drug-like reductions in low-density lipoprotein cholesterol (LDL-C) and other cardiovascular risk factors [1,2]. In a metabolically controlled study, the Portfolio Diet was shown to result in the same LDL-C reduction (approximately 30%) as lovastatin therapy, the first statin to be widely used [1]. In a recent systematic review and meta-analysis, these drug-like reductions in LDL-C were confirmed and further benefits were also found on other aspects of the lipid profile (non–high-density lipoprotein cholesterol, apolipoprotein B, and triglycerides), blood pressure, inflammatory markers, and estimated 10-year Framingham risk score compared with a National Cholesterol Education Program Step 2 diet alone [3]. This evidence has led to the recognition of the Portfolio Diet as a therapy for cardiovascular disease management from major international clinical practice guidelines, including the Canadian Cardiovascular Society [4,5], Diabetes Canada [6], Obesity Canada [7], Canadian Cardiovascular Harmonized National Guidelines Endeavour [8], Heart UK [9], European Atherosclerosis Society [10], and the American College of Cardiology and American Heart Association guidelines [11]. Although the Portfolio Diet is recognized by clinical practice guidelines as a preventive nutrition therapy for cardiovascular disease, implementation in clinical practice is limited. Traditionally, nutrition therapy involves multiple face-to-face sessions over an extended length of time with trained personnel. However, many health care providers cite a lack of education, educational materials, and time to counsel their patients on nutrition [12,13]. Advancements in technology may be able to circumvent these issues and expand access to nutrition therapies for patients.
Several studies have shown that health apps can promote positive behavior change and improve related health outcomes. Block et al [14] found that a fully automated intervention targeting nutritional and physical activity behaviors in individuals with prediabetes improved glycemic control and Framingham diabetes risk score over 6 months compared with the waitlist control. In a meta-analysis of 47 randomized controlled trials, Beishuizen et al [15] found that web-based interventions in primary care settings improved risk factors for cardiovascular disease compared with standard of care alone. Thus, health apps can provide an alternative and complementary approach to delivery of preventive nutrition therapy within the limits of primary care, where the shift to remote care during the COVID-19 pandemic has further highlighted the need for evidence-based health apps [16].

Therefore, to translate the current clinical practice guidelines for nutrition therapy for dyslipidemia, we developed a web-based application, the PortfolioDiet.app. The application was developed by an interdisciplinary team of clinical nutrition experts, registered dietitians, cardiologists, and software architects, as well as patient, physician, and dietitian advisory committees. The collaboration with knowledge users throughout the development and testing process is the central premise of the integrated knowledge translation (iKT) approach [17]. The PortfolioDiet.app is currently being used as an optional add-on therapy to the standard of care (usual care) for primary and secondary prevention of cardiovascular disease at St Michael’s Hospital, Toronto, Ontario, Canada. As part of this iKT approach to enhance the adoption of the Portfolio Diet, it is important to ensure that the PortfolioDiet.app meets the needs of its end users. The population of end users for the application includes adult patients at risk for cardiovascular disease and clinical staff who may wish to learn more about the diet or want to recommend the PortfolioDiet.app to their patients. By undertaking user-centered evaluations, the needs of the target population can be identified, leading to improved uptake of the application.

Quality Improvement Initiatives

Quality improvement (QI) initiatives offer an opportunity to optimize and test current clinical tools and are a proven method to improve patient care [18]. These initiatives are especially important when the clinical tool is an app because usability problems have been identified as a major obstacle in the adoption of health apps and have been associated with attrition [19,20]. By performing usability testing of health apps, problems related to ease of use can be identified before undertaking costly trials. Although regarded by many as an essential step in app development, usability testing of nutrition apps is less common in the literature, possibly leading to low user engagement and loss of effectiveness over time [21]. In a recent systematic review by König et al [22], usability was the most frequently identified barrier by participants for nutrition apps, underpinning the importance of usability testing in the development of nutrition therapy apps. This paper provides a description of our user testing approach to help inform research groups seeking to improve similar apps. Therefore, the objective of this project is to undertake and describe user testing to inform modifications to the PortfolioDiet.app as part of ongoing engagement in QI.

Methods

System Intervention

The PortfolioDiet.app is based on a nutrition therapy to manage dyslipidemia, the Portfolio Diet, that was demonstrated to be effective in individuals with hyperlipidemia [1,2]. The PortfolioDiet.app is a freely available web-based application that can be accessed on any smartphone or PC [23]. A web-based platform was chosen as the initial form to ensure that the application was accessible to patients. Although most Canadians have home internet or smartphone access (94% and 86%, respectively, in 2017) [24], having a web-based platform allows those patients who do not have home internet or a smartphone to access the application through public computers such as in libraries. Ensuring accessibility was especially important, given the inner city community that St Michael’s Hospital serves. The PortfolioDiet.app is automated and patient facing. The application contains a variety of personalized elements to enhance and sustain patient education and engagement based on a 25-point Portfolio Diet score. These include elements preferred by health app users: an interaction-enabled dashboard, learning resources, gamification components, nudging, and so on [25]. The dashboard presents various summary statistics on adherence, such as total score, individual diet component score, and a 30-day score trend (Multimedia Appendix 1 shows screenshots depicting the various features on the dashboard of the application). The learning resources in the application include the Portfolio Diet infographic, recipes, tip sheets, and educational videos. The infographic provides a visual of the Portfolio Diet and its health benefits (Multimedia Appendix 2). The recipes were developed by registered dietitians according to the Portfolio Diet’s targets. The gamification components include star rewards, weekly quiz questions about the Portfolio Diet, and the Portfolio Diet score leaderboard. Users gain star rewards for each log-in of the day and for completion of weekly quiz questions.

Design

We performed a 2-phase QI project from February 2021 to September 2021 (Figure 1). Adult users from a number of areas were invited by email to participate in the testing of the application. Selective convenience sampling was used to generate a varied sample of previously identified end-user groups: patients with hyperlipidemia, family physicians and registered dietitians, the general public, and nutrition and medical students. For both phases, users were provided with the PortfolioDiet.app link and an instructional guide (Multimedia Appendix 3 shows example pages from the instructional guide) and asked to use the PortfolioDiet.app daily for 7 days. As the application is intended to be used over a long-term duration, a 7-day time frame was chosen to ensure that the users had sufficient time to experience each PortfolioDiet.app feature, such as the personalized weekly email reminders and accumulation of their daily scores displayed on the 30-day graph.

For phase 1, users were sent an email at the end of the 7 days, asking them to complete a mixed-form questionnaire and return it by email (Multimedia Appendix 4). The questionnaire was...
developed with experts in knowledge uptake evaluation. The purpose of the questionnaire was to evaluate the user’s perceived acceptability, knowledge acquisition, and engagement with the PortfolioDiet.app. The questionnaire collected both quantitative and qualitative data, including 2 open-ended questions. A mixed-form questionnaire allows for a more comprehensive collection of data on views and feedback from end users [26]. Open-ended questions were included to provide users an opportunity to identify strengths and limitations. In phase 2, the usability of the PortfolioDiet.app was measured using the System Usability Scale (SUS; Multimedia Appendix 5). The SUS is a validated usability questionnaire that has been used in clinical settings to assess the usability of various systems and tools [27,28]. The SUS includes 10 statements rated on a 5-point Likert scale. The Likert scale is a psychometric scale often used in psychology questionnaires and frequently applied in health, nutrition, and foods research as well as QI to assess the acceptability of systems and tools. These scales are often used to assess personality, attitudes, and behaviors.

The application users were asked to indicate their age range (<40 years, 40-60 years, >60 years) because age has been previously identified as an important covariate when assessing usability and is inversely correlated with the SUS score, whereas other characteristics such as gender have not [29]. Other than age range, no other demographic information from users was collected. During the QI project, the core team held weekly meetings to coordinate the application development process. User feedback from phase 1 was discussed within the research team during these weekly meetings. Modifications and updates to address user feedback were implemented in the PortfolioDiet.app and its supporting material before the initiation of phase 2. Although sample sizes of n=5 have previously been deemed acceptable for usability testing [30], a sample of at least 25 was decided upon to ensure a high level of problem detection [31]; therefore, with an anticipated response rate of 80% [32], a total of 30 users were invited. All 30 invitees accepted.

Figure 1. Project overview. SUS: System Usability Scale.

<table>
<thead>
<tr>
<th>Users</th>
<th>Data collection</th>
<th>Main objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1 (n=30): February 2021 to June 2021</td>
<td>30 end users</td>
<td>Mixed-form questionnaire</td>
</tr>
<tr>
<td>Updates to app: June 2021 to August 2021</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase 2 (n=19): August 2021 to September 2021</td>
<td>19 end users</td>
<td>SUS questionnaire</td>
</tr>
</tbody>
</table>

Data Analysis
All open-ended responses from the questionnaire were collected and sorted manually into either limitations or strengths. Common comments (reported by ≥2 users) were identified and summarized. Representative quotations of common comments were included to improve the credibility of the findings, an approach recommended by Graneheim and Lundman [33]. All quantitative data were grouped and summarized as totals. A summary usability score was calculated (range 0-100) using the standard score conversion procedure for the SUS [27], with a score higher than 70 being considered acceptable [29]. Data were expressed as mean (SD).

Ethics Approval
This project was formally reviewed by institutional authorities at Unity Health Toronto and deemed to require neither research ethics board approval nor written informed consent from participants.

Results
Phase 1
For phase 1, a total of 30 users provided feedback from February 2021 to June 2021, with 20 (66%) users aged <40 years, 6 (20%) aged 40-60 years, and 4 (13%) aged >60 years. The response rate for the questionnaire was 100% (30/30). Table S1 in Multimedia Appendix 6 presents the results of the quantitative responses of phase 1. Of the 30 users, 29 (97%) said the PortfolioDiet.app increased their knowledge of the Portfolio JMIR Hum Factors 2022 | vol. 9 | iss. 2 | e34704 | p.751 https://humanfactors.jmir.org/2022/2/e34704 (page number not for citation purposes)
Diet, demonstrating that perceived knowledge acquisition was high. Most of the users reported that the application influenced or changed their food choices (24/30, 80%) and that they would use the application daily (20/30, 67%) or weekly (9/30, 30%), demonstrating a high level of engagement with the application. In addition, users ranked the infographic and the tip sheets as the first and second highest features that helped them learn about the Portfolio Diet. Users ranked the star rewards (a gamification component) and recipes as the first and second highest features that supported their interest and engagement in using the application. Most of the users responded that the application was easy to use (26/30, 87%) and it was easy to navigate between the applications functions (28/30, 93%), demonstrating acceptability. Common comments from ≥2 users are summarized as representative quotations in Textbox 1 (a full report of all comments can be found in Table S2 in Multimedia Appendix 6).

Feedback from phase 1 revealed several opportunities for improvement of the PortfolioDiet.app and its content. The user feedback was reviewed by the team during weekly meetings, and modifications to the second prototype of the application were made to address the common comments. Subsequently, usability of the updated application prototype was assessed in phase 2.

Textbox 1. Qualitative data from users in phase 1.

<table>
<thead>
<tr>
<th>Representative quotations of feedback on the PortfolioDiet.app after using it for 7 days.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Limitations and suggestions for improvement</strong></td>
</tr>
<tr>
<td>• “I got more familiar with the food items in each category. I might have learned more but I didn’t realize at first that there was anything important in the ‘Learn’ section.”</td>
</tr>
<tr>
<td>• “I found some portions to be very large.”</td>
</tr>
<tr>
<td>• “...one thing I did not enjoy was the lack of information about plant sterols and where to find/purchase these.”</td>
</tr>
<tr>
<td>• “The app did not accurately record my average scores.”</td>
</tr>
<tr>
<td>• “It would be nice not to have to log in each and every time, if the app could remember my login info.”</td>
</tr>
<tr>
<td>• “It would be helpful to possibly add a video or a step-by-step guide that pops up when you first enter the app. Otherwise, it felt like I had to search for the diet outline and recipes myself.”</td>
</tr>
<tr>
<td>• “Would prefer an actual app, and not doing it via web browser.”</td>
</tr>
<tr>
<td><strong>2. Positives and strengths</strong></td>
</tr>
<tr>
<td>• “I learned a lot about which foods are part of the diet as well as quantities needed for one serving”</td>
</tr>
<tr>
<td>• “The resources gave good summaries of the Portfolio Diet. I was unaware of the Diet prior to beginning using the app so it was a good introduction. The tip sheets and recipes were very helpful.”</td>
</tr>
<tr>
<td>• “I found the front page most useful by allowing me to see where I am not meeting the daily targets, and where and what I still need to eat for the day.”</td>
</tr>
<tr>
<td>• “I loved how easy it was to enter information into the app and the progress bar really helped me visualize my progress.”</td>
</tr>
<tr>
<td>• “The recipe booklet offered many great and creative meal ideas, and I can personally say I have used it since, and will continue to use it moving forward.”</td>
</tr>
</tbody>
</table>

App Updates Based on Themes

**Navigation to Resources: Theme 1**

Users reported navigation challenges with the phase 1 application prototype. For example, some users were unsure how to initially navigate through the PortfolioDiet.app to find resources. Although a PDF instructional guide was provided to all users, this may have not been the most suitable format for communicating with all user types. Therefore, several short videos were created to help supplement the PDF instructional guide, resulting in 9 tutorial videos lasting from 1 minute to 3 minutes to familiarize users with the PortfolioDiet.app and its functions.

**Navigation to Settings: Theme 2**

Multiple users noted concerns with the food portions within the application; a user commented: “I found some portions to be very large.” The application automatically starts all users on the 2000 kcal per day diet. Although instructions for users on changing calorie targets were provided through the PDF instructional guide, it may have not been intuitive to users that the fruit icon at the top of the home page would lead them to their account settings. Therefore, to help users navigate to their account settings, the fruit icon was changed to an Account button (Multimedia Appendix 7 shows the screenshots of the application changes). In addition, a short instructional video was created that explained to users how to correctly select their appropriate kcal target per day in the account settings of the application.

**Plant Sterol Familiarity: Theme 3**

Users expressed limited knowledge of plant sterols. As plant sterols are 1 of 5 major components of the Portfolio Diet, it is important that patients feel informed and comfortable incorporating plant sterols into their diet. It was decided that the creation of an evidence-based educational resource was
critical to helping communicate the health benefits of plant sterols to patients and clinical staff. Therefore, a plant sterol tip sheet was developed and added to the updated version of the application (Multimedia Appendix 7).

**Saving Issue Leading to Point Inaccuracy: Theme 4**

Of the 30 users, 2 (7%) expressed concerns regarding inaccuracies in their 25-point Portfolio Diet score calculated by the application. An investigation with the application development team determined that after 45 minutes the application was not connecting with the server and not saving food entries for some users. To address this, a logout notification was added to inform users when to refresh and log back into the application (Multimedia Appendix 7).

**Logout Frustration: Theme 5**

Users expressed frustration with the application automatically logging them out after 45 minutes of inactivity. To help reduce user frustration, the automatic logout was extended to 21 hours as a balance between user experience and personal health data security.

**Opportunities for Future Improvements: Themes 6 and 7**

Although many improvements to the PortfolioDiet.app were made based on phase 1 feedback, certain user feedback remained challenging to address in the short term (Textbox 1: themes 6 and 7). Users suggested the addition of pop-up windows to help with initial navigation to important areas. Although the QI team agreed with the benefits of pop-ups, this proved challenging to implement and was considered lower priority than other key application issues identified by users. In addition, users expressed interest in, or preference for, a mobile app over the current web-based platform. A web-based platform was chosen as the initial form to ensure accessibility of the application. Future work to enhance the adoption of this tool will include the development of an iOS app and an Android app for mobile use as well as the integration of pop-ups to further engage participants with features and resources.

**Recipes: Theme 12**

The enjoyment of the recipes was the most commonly praised feature by users and was the second favorite application feature supporting engagement with the PortfolioDiet.app (Table S1 in Multimedia Appendix 6). Therefore, the recipe bank was expanded from 53 to 70 recipes and culinary students were engaged in this work to expand the cultural diversity of the recipes. To enhance usability, the downloadable PDF recipe book was converted into a filterable recipe webpage, allowing users to filter recipes by each of the Portfolio Diet categories. Recipes were also made filterable by type of meal (eg, breakfast, lunch, dinner, and snack), preparation difficulty level (eg, beginner and intermediate), and preparation time (eg, quick; Multimedia Appendix 7).

**Phase 2**

In phase 2, a total of 19 users completed the SUS from August 2021 to September 2021, with 11 (58%) users aged <40 years, 5 (26%) aged 40-60 years, and 3 (16%) aged >60 years. The response rate was 79% (19/24). Nearly half of the participants (9/19, 47%) were new to using the application. The rest were previously users in the phase 1 testing who were reapproached and asked to again use the updated application for 7 days. The participating users gave the application a mean SUS score of 85.39 (SD 11.47). Full responses to the individual SUS items are shown in Table S3 in Multimedia Appendix 6. Examination of the responses to the individual SUS items showed that most users thought that they would not need the support of a technical person to use the application (average rating of 1.11, SD 0.32, out of 5, where 1=strongly disagree and 5=strongly agree), they thought that the application was easy to use (4.47, SD 0.84), they believed that most people would learn to use the application very quickly (4.68, SD 0.67), and they felt confident using the application (4.32, SD 0.76). There were 2 questions where, although most of the users agreed that they would use the application frequently (3.58, SD 0.90) and that the various functions in the application were well integrated (3.79, SD 1.32), these scores averaged closer to a neutral rating; therefore, updates to further improve application engagement and application function integration will be a focus during the next application revision.

**Discussion**

**Principal Findings**

The result of this QI project is a clinical tool that better meets the needs of end users. Through this 2-phase QI project, user feedback was collected and common issues and strengths were identified. The feedback was then used to make modifications to the application. Users considered the updated PortfolioDiet.app as acceptable, giving it a mean SUS score of 85.39 (SD 11.47), which is above the usability quality benchmark threshold score of 70.

In phase 1, the PortfolioDiet.app was found to increase users’ perceived knowledge of the Portfolio Diet and to influence their perceived food choices. Responses to open-ended questions revealed common issues and suggestions related to challenges with navigating to (1) resources and (2) profile settings, (3) limited information on plant sterols, (4) inaccuracies in points, (5) timed-logout frustration, (6) request for step-by-step pop-up windows, and (7) request for a mobile app version. When looking at positive feedback, the enjoyment of the recipes was the feature most commonly praised by users. Between the project phases, 6 key modifications were made to the PortfolioDiet.app to incorporate user feedback. In phase 2, the participating users gave the updated PortfolioDiet.app a mean SUS score of 85.39 (SD 11.47). The remaining suggestions to be addressed from phase 1 (Textbox 1: themes 6 and 7) should be prioritized in the next update of the application. Moreover, as identified in the SUS findings in phase 2, the focus should be on engagement and function integration to improve the application’s overall usability. To increase engagement, adding social features to the PortfolioDiet.app is recommended. Social features can enhance the benefits of gamification components in engaging users. Patel et al [34] found that a web-based intervention with social support and competition increased physical activity in individuals with type 2 diabetes compared with a control intervention consisting of feedback alone.
Comparison With Previous Work

To our knowledge, this is the first QI initiative undertaken with a nutrition therapy application. There is a paucity of literature focused on QI initiatives with health apps in clinical practice. Although trials investigating the benefits of health apps are common, their findings are inconsistent and the details of their QI initiatives are unclear or not reported. The totality of evidence for web-based applications targeting risk factors for cardiovascular disease found beneficial effects on blood pressure, glycated hemoglobin level, LDL-C, body weight, and physical activity compared with standard of care alone in a systematic review and meta-analysis of 47 randomized controlled trials [15]. However, the evidence for the use of mobile apps to improve health outcomes, although positive, was considered weak based on a recent systematic review and meta-analysis [35]. When looking specifically at mobile apps targeting nutrition-related behaviors, Villinger et al [21] found benefits on both nutrition behaviors and nutrition-related health outcomes; however, these benefits were only found in short-term studies lasting for <6 months. The lack of benefits found in longer-term nutrition app studies may be related to low user engagement because of app usability barriers [22]. Nutrition apps are particularly susceptible to usability issues because they require the user to manually enter food data to provide the user with feedback compared with apps that link to accelerometers and other wearable health devices, such as physical activity apps. These inconsistent findings demonstrate the importance of QI and usability testing of health apps before conducting costly trials.

Previous studies have assessed the usability of digital dietary assessment tools, but these tools were only intended for dietary intake assessment and not for delivering nutrition therapies [36,37]. Usability testing of other lifestyle therapies has been conducted, including a web-based exercise program for older adults (mean SUS score of 84.2, SD 13.3) [38] and a comparison of 2 web-based interventions to increase physical activity, with mean SUS scores of 61.7 (SD 10.8) and 62.5 (SD 11.1) [39]. Another study assessed usability testing of a lifestyle intervention app in patients with type 1 or type 2 diabetes and found a mean SUS score of 62.0 (SD 18.0) [40].

Strengths and Limitations

The purpose of this QI project was to conduct initial testing of the PortfolioDiet.app and to integrate a diverse group of end users in the development and testing of the application. By collecting both qualitative and quantitative data, this project allowed for a more comprehensive collection of data on the views of, and feedback from, end users. The data collected through this QI project identified several important issues with the previous application version that were able to be addressed and also provided direction for future development. The expansion of the tailored recipes may be especially important because of concerns in the literature regarding the nutritional content of internet recipes [41]. The COVID-19 pandemic has shown that maintaining care at a distance was not only essential, but must also be done well. The resulting application would strongly support distance care both in times of the pandemic and beyond.

A limitation of our study was that we used a convenience sample of users. Although convenience samples have been previously found to increase the risk of bias to favor the intervention, we attempted to limit the bias by purposefully reaching out to a broad range of users (patients with hyperlipidemia, family physicians and registered dietitians, the general public, and medical and nutrition students), resulting in an assorted sample. This assorted sample of users may have allowed for more barriers to be identified. The need for more information on plant sterols may have not emerged with a sample of informed patients and staff from a specialist lipid clinic.

Another limitation is that the SUS was not specifically designed to evaluate therapeutic health apps and is recommended to be combined with other usability metrics. Although there are various methods available to test the usability of therapeutic apps, the SUS is commonly used in the literature [42-44], which allows for comparisons with other therapeutic lifestyle intervention apps. In addition, the SUS uses an intuitive 100-point scale for the score, allowing findings to be easily communicated to those outside of the usability field. Another benefit of the SUS is that it can be completed by users in a short period of time with 10 questions. Other questionnaires developed to assess health apps are longer, increasing user response burden. Future assessments of the mobile version of the PortfolioDiet.app will include other questionnaires more specific to mobile health apps, such as the user version of the Mobile Application Rating Scale questionnaire [45].

Conclusions

The continued consultation with knowledge users throughout the development and testing process of the PortfolioDiet.app aligns with participatory research or iKT approaches [17]. The result of this QI project is a clinical tool that better meets the needs of end users. Although the therapeutic benefits of the Portfolio Diet are well established and the PortfolioDiet.app was demonstrated to increase knowledge of the Portfolio Diet and is usable, the impact of the PortfolioDiet.app on LDL-C and cardiovascular risk reduction is unknown. Therefore, the next step will be to evaluate the utility of the PortfolioDiet.app in primary care settings in a clinical trial.
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Abstract

Background: There is no consensus on which risks to communicate to a prospective surgical patient during informed consent or how. Complicating the process, patient preferences may diverge from clinical assumptions and are often not considered for discussion. Such discrepancies can lead to confusion and resentment, raising the potential for legal action. To overcome these issues, we propose a visual consent tool that incorporates patient preferences and communicates personalized risks to patients using data visualization. We used this platform to identify key effective visual elements to communicate personalized surgical risks.

Objective: Our main focus is to understand how to best communicate personalized risks using data visualization. To contextualize patient responses to the main question, we examine how patients perceive risks before surgery (research question 1), how suitably the visual consent tool is able to present personalized surgical risks (research question 2), how well our visualizations convey those personalized surgical risks (research question 3), and how the visual consent tool could improve the informed consent process and how it can be used (research question 4).

Methods: We designed a visual consent tool to meet the objectives of our study. To calculate and list personalized surgical risks, we used the American College of Surgeons risk calculator. We created multiple visualization mock-ups using visual elements previously determined to be well-received for risk communication. Semistructured interviews were conducted with patients after surgery, and each of the mock-ups was presented and evaluated independently and in the context of our visual consent tool design. The interviews were transcribed, and thematic analysis was performed to identify major themes. We also applied a quantitative approach to the analysis to assess the prevalence of different perceptions of the visualizations presented in our tool.

Results: In total, 20 patients were interviewed, with a median age of 59 (range 29-87) years. Thematic analysis revealed factors that influenced the perception of risk (the surgical procedure, the cognitive capacity of the patient, and the timing of consent; research question 1); factors that influenced the perceived value of risk visualizations (preference for rare event communication, preference for risk visualization, and usefulness of comparison with the average; research question 3); and perceived usefulness and use cases of the visual consent tool (research questions 2 and 4). Most importantly, we found that patients preferred the visual...
consent tool to current text-based documents and had no unified preferences for risk visualization. Furthermore, our findings suggest that patient concerns were not often represented in existing risk calculators.

**Conclusions:** We identified key elements that influence effective visual risk communication in the perioperative setting and pointed out the limitations of the existing calculators in addressing patient concerns. Patient preference is highly variable and should influence choices regarding risk presentation and visualization.

*(JMIR Hum Factors 2022;9(2):e29118)* doi:10.2196/29118

**KEYWORDS** data visualization; surgical informed consent; shared decision-making; biomedical informatics

**Introduction**

**Background**

In the United States, >50 million surgical procedures are performed annually [1]. For each procedure, a clinician obtains informed consent from the patient or a surrogate. The discussion during this process plays an important legal and ethical role and should determine the appropriate treatment plan for each patient. The literature suggests that this discussion often does not address the patient’s personal treatment goals [2,3]. In addition, many important details are solely communicated verbally [2]. Unexpected, poorly communicated, or possibly life-threatening events can lead to malpractice lawsuits [2,4,5]. Instead, the informed consent conversation should properly set the patient’s expectations to decrease the chances of what a patient would consider a nonbeneficial outcome [2,3,5].

Although medical professionals agree that determining patient priorities is important for choosing the appropriate treatment plan, the discussion during informed consent often fails to consider the patient’s condition and treatment goals [2,3]. Furthermore, the current informed consent process is not standardized and leaves patients without a clear understanding of the consequences of surgery [6]. There is also a lack of consensus in the medical community regarding which risks to communicate, and risk estimates are often too broad and vary among physicians [2]. Multiple studies have shown that, despite reviewing the surgical procedure and associated risks, the patients’ understanding after these discussions is well below acceptable limits [7]. Risk score calculators try to expand the conversation through personalized risks for any given patient. They provide discrete risk scores for a variety of outcomes based on the surgical procedure and preoperative patient data. Despite the growing prevalence of these tools, the surgical community has not reached a consensus on how to communicate these scores. Some groups have attempted to address this issue by categorizing complications into best case and worst case or good, intermediate, and bad [8-10]. In these approaches, patient preference, which is essential for defining a good outcome for a patient, is not necessarily incorporated or used to inform the conversation.

We propose a design for a visual consent tool to address previous limitations in (1) incorporating patient preferences, (2) setting expectations for the upcoming surgery, and (3) standardizing risk communication during informed consent. The visual consent tool communicates personalized risks to the patients in 3 main steps (Figure 1). First, personalized risks are calculated using one of the risk prediction models currently available [11-14]. These prediction models typically incorporate a surgical Current Procedural Terminology code and patient preoperative data to calculate risks. The design allows for the use of a preferred risk calculator such as the American College of Surgeons (ACS) [13], the Surgical Risk Preoperative Assessment System [12], or the Predictive Optimal Trees in Emergency Surgery Risk [11], among others, without affecting the rest of the workflow. In our particular design instance, we rely on a simulation of the ACS risk calculator at a level that allows us to go through the visual consent tool workflow and conduct our study. Second, patients select a limited number of major concerns (we chose 3 arbitrarily) out of a list of 20 complications produced by the simulated ACS calculator, preranked in descending order of likelihood. Finally, we visualize the probability of the 3 most likely and patient-selected complications as well as the potential discharge destinations: home, rehabilitation, and death. With this, the visual consent tool allows patients to compare the risks of the most likely and prioritized complications and communicates potential discharge destinations after surgery.
Figure 1. The proposed visual consent tool includes 3 main steps to help the patient and surgeon evaluate the risks of a surgery. In the first step, the personalized risks are calculated using an existing risk model with identification of surgery (e.g., Current Procedural Terminology [CPT] code) and patient preoperative data as inputs. The patient then chooses up to 3 risks that are of high concern (purple bars) in addition to the top 3 calculated risks (blue bars). Finally, a visualization of these 6 risks is displayed along with the likelihood of each of the final discharge destinations (green bar).

Objectives

Using high-fidelity design mock-ups for the visual consent tool, we conduct a qualitative design feedback study in which we want to address the following research questions: (1) How do patients perceive risks before surgery—does what matters depend on the context? (research question 1), (2) How suitably the visual consent tool is able to present personalized surgical risks—are the patients looking at the risks they really care about the most? (research question 2), (3) How to best communicate these personalized risks using data visualization approaches—are there ways to present these risks that are most understandable to patients? (research question 3), and (4) In which scenarios can the visual consent tool be used, and can it improve the informed consent process—are the patient and surgeon able to engage in a more productive discussion?

Focusing only on the visual consent tool’s personalized risk visualization component (Figure 1, step 3), we conduct semistructured interviews with patients during their postoperative visit to the acute care surgical clinic at an academic medical center. Through thematic analysis of the interviews, we identify several factors that affect the perception of risks and their importance, the perceived value of risk visualization, the preferences for risk visualization, the effects of risk visualization, and the potential usefulness of the visual consent tool in a real-life setting. The report of this study is based on the COREQ (consolidated criteria for reporting qualitative research) guidelines [15].

Methods

Visual Consent Tool Design

A schematic overview of the visual consent tool is shown in Figure 1. The visual consent tool consists of three elements: risk calculation, preference identification, and risk visualization.

Risk Calculation

Multiple methods for calculating personalized perioperative risks for patients have been published [11–14]. These calculators
use collected patient data (e.g., age, sex, and smoking status) to calculate the risk of a given postoperative complication.

As an example, the ACS risk calculator, the most commonly used tool, leverages National Surgical Quality Improvement Program participant data from >400 hospitals to calculate 20 different perioperative risks [13]. In this study, we did not focus on improving risk calculation. Generally, our approach could be applied to risks calculated using any risk calculator. For practical purposes, we used the results obtained from the ACS risk calculator for this study. In our proposed interface, the surgeon provides information about the surgery by entering a Current Procedural Terminology code and the patient profile (Figure 2).

**Figure 2.** Patient profile and Current Procedural Terminology (CPT) code input. The form at the top is used to enter the CPT code for the surgery, and the form at the bottom is used to provide patient characteristics required by the risk calculator. ASA: American Society of Anesthesia; COPD: chronic obstructive pulmonary disease.

Incorporating Patient Preferences

To incorporate personal preferences, our tool provides an interface for patients to identify 3 complications that are of particular concern in addition to the top 3 risks that the tool automatically selects as most important based on the risk calculations (Figure 3). After presenting the patient with a list of possible complications preranked by likelihood, patients are able to choose the risks that are most concerning to them (Figure 3).
Figure 3. Incorporating patient preferences. A total of 3 most common complications are preselected, with the remaining complications listed in descending order of likelihood. The patient can select up to 3 risks at a time. OR: operating room; SSI: surgical site infection.

**Risk Visualization**

The visualization is intended to communicate personalized perioperative risks and the likelihood of the discharge destinations in a clear and understandable manner. The overall goal is to promote a more coherent discussion between the surgeon and patient for improved shared decision-making. The layout includes the most likely preselected complications based on the risk calculations as well as those selected by the patient and the likelihood of each discharge destination (Figure 4, top left). Discharge destinations are communicated using weighted lines to represent likelihood. Preselected and patient-selected complications are boxed separately to allow for comparison between the 2 categories. Given the relatively low rates of complications, the representation of the likelihood of each complication presented a unique challenge that we examined in detail.
**Figure 4.** The design of the 3 risk visualizations used in this study. This study investigated 3 visualizations that, through a literature review, were identified as likely to be successful in communicating risks to patients. The top left shows the general layout that all 3 visualizations follow, where the patient’s highest risks are displayed at the top and the complications they have chosen are displayed below to allow for comparison. The likelihood of each discharge destination is separated from the risks and communicated using positional cues and weighted lines. The 3 visualizations tested were bar strength (top right), dot array (bottom left), and logarithmic scale visualization (bottom right). OR: operating room.

We grouped complications into **rare events** (<1%) and **common events** (≥1%). We referred to the Visualizing Health repository [16] to choose visualizations that could be suitable for communicating these events. We chose the **bar strength** visualization that resembles the signal strength on mobile devices and represents a familiar visualization owing to the prevalence of mobile devices (Figure 4, top right). We also chose a waffle chart, called **dot array**, as it is more granular than the bar strength and is recommended by the Visualizing Health repository to accurately communicate risk (Figure 4, bottom left). To be able to more accurately show risks <1% (compared with the **bar strength** and the **dot array**), we chose a logarithmic scale inspired by the perspective scale proposed by Paling [17], which also allows for direct comparison of risks (Figure 4, bottom right). All of the different visualizations—bar strength, dot array, and logarithmic scale—are shown in the context of the final visualization of the visual consent tool. In Figure 5, we present one instance, the dot array, in a larger image for a better presentation of the design.
Evaluation of the Visual Consent Tool

Participants
A convenience sample of 20 patients was interviewed during their postoperative checkup visit to the acute care surgical clinic at an academic hospital. The patients were approached by the interviewer and asked about their willingness to participate in the study. This study only included patients who had undergone a surgical intervention by an acute care surgeon and who agreed to participate with written consent.

Ethics Approval
This study was approved by the Beth Israel Deaconess Medical Center Institutional Review Board (2019P000013).

Interviewer
The interviews were conducted by the first of the 2 joint first authors of this paper (UG). The researcher had no previous relationship with the participants and briefly stated the purpose of the study at the beginning of the interviews. The interviewer did not have any previous biases aside from the assumption that visualization would be a useful tool for the consent process.

Study Procedure
The interview guide was trialed with 2 individuals who were not participants in the study and was refined to fit within 30 minutes and provide answers to our research questions. Figure 6 shows the structure of the semistructured interview (see Multimedia Appendix 1 for the interview guide). The interviews first aimed to understand the patient’s informed consent experience in the current practice—without any visualization aids (Figure 6, part 1 provides answers to research question 1). The second section focused on risk perception and visualization preference (Figure 6, part 2 provides answers to research questions 2 and 3). Finally, the third section assessed perceptions of the value of a visual consent tool and its usefulness during the informed consent process (Figure 6, part 3 provides answers to research question 4). Each of the participants went through the interview only once, and no repeat interviews were conducted.

The interviews were conducted in a clinical setting after a postoperative visit. In some cases, the interviews were conducted in the presence of a significant other or family member of the participant. The interviewer gathered demographic data and impressions of the existing informed consent experience by asking the participants to recall their most recent discussion about the risks of informed consent with a surgeon (Figure 6, part 1).

Following this, the interviewer assessed the patient’s perception of the risk visualizations (Figure 6, part 2). First, using a broadly familiar example, the interviewer evaluated perceptions of life-threatening rare events by asking the patient if there was a notable difference between 0.1% and the phrase less than 1% for a likelihood of being struck by lightning. Patients who perceived a difference were shown 3 visualizations and asked to identify the visualization that conveyed most clearly the 0.1% chance of being struck by lightning. Using a similar approach, the interviewer assessed visualization preferences for more common life-threatening events by using an example of a 12.3% chance of an earthquake. Again, the patient was shown the same 3 visualizations and asked to indicate which one conveyed this.
information best. In cases where the visualizations chosen for rare events differed from the visualizations chosen for common events, the patients chose one of the two preferred options for showing all possible risks: for rare events and more common events.

Figure 6. Semistructured interview structure. Part 1 assessed the current informed consent experience. Part 2 assessed risk perception and risk visualization preferences. Part 3 gathered feedback on the useful elements of the visual consent tool and its applicability.

In the final step (Figure 6, part 3), the final visual consent tool risk and discharge visualization was presented to the patient using the previously selected visualization type. To test the intuitiveness of the design, the patient was asked to explain what they saw and what decisions could be made without receiving any explanation of the final visualization. The interviewer then explained the intended purpose of the visualization and collected additional comments about the visual consent tool.

Finally, the patient was asked to identify situations in which they would find this tool useful, what they found most useful, and what could be improved.

Data Analysis

The interviews were recorded using an iPhone (Apple Inc.), and no field notes were taken during the interview. Interviews were transcribed using Dragon Dictate 3.0 (Nuance Corporation) with manual verification by the interviewer. Transcriptions were not sent back to the participants for comments and corrections. We conducted a mixed methods analysis of the data. For the qualitative part, the two joint first authors of this paper (UG and DN) conducted a thematic analysis of the data using Microsoft Word and Excel. Each of them inductively coded selections of the transcribed interviews independently by assigning labels to the meaningful discourse units in the patients’ answers. Both researchers reviewed the codes and clarified any disagreements. Codes were collaboratively grouped into categories, and the categories were grouped into themes. These were checked for validity with domain experts and carefully modified to accommodate feedback. We did not conduct any member checks with participants. We also applied a quantitative approach to the analysis and extracted discourse units that expressed different preferences and reasons for those preferences. We used the discourse units identified for each interview to assess the prevalence of different perceptions of the visualizations presented in our visual consent tool.

Results

Overview

We interviewed 20 patients attending a postoperative visit. The average age of the cohort was 61.7 (SD 14) years with a range of 29 to 87 (median 59) years, with 55% (11/20) female and 45% (9/20) male participants. The education level ranged from some high school to Ph.D. Most patients (17/20, 85%) had surgery on the intestines, gallbladder, or appendix, and approximately half of the cases (10/20, 50%) involved emergency procedures.

The thematic analysis of the semistructured interviews revealed three main categories: (1) factors that influence risk perception (research question 1), (2) perceptions of the visualizations (research questions 2 and 3), and (3) effects of the proposed visual consent tool and use case scenarios (research question 4).
Factors That Influence Risk Perception

Overview

We found that patients reacted positively to learning that risks could be personalized. Some stated that personalization of risks was the highlight of the tool as it made them feel more considered as patients. We identified several factors that influenced the perception of those personalized risks, which encompass the surgical procedure, the patient’s cognitive state, and the timing of consent.

The Surgical Procedure

Factors that influenced risk perception of the procedure included the clarity of diagnosis, the complexity of the procedure, and the urgency of the case. We found that most patients (17/20, 85%) had a clear diagnosis and were confident in the surgeon’s familiarity with the case. They indicated that they were less concerned about the risks associated with their surgery compared with patients with an unclear diagnosis. The latter group made statements that emphasized the uncertainty of what was about to take place, which increased their anxiety, and made comments such as “[the surgeons] didn’t know what they were getting into.”

Similarly, patients who underwent routine procedures were generally less threatened by the risks compared with patients who were supposed to go through a complex surgical intervention that involved multiple subprocedures. For patients who returned to the operating room, all complications were of low importance, and pain or fear of death outweighed all others.

Finally, patients who had an extended time before the surgery were more willing to analyze the risks and discuss them in greater detail with the surgeon. In contrast, patients who had to go through an emergency surgery were less motivated or even incapable of any form of analysis and were mostly focused on their chance of survival.

The Cognitive Capacity of the Patient

We found that the cognitive capacity of the patient, such as the capacity for unobstructed thinking, medical knowledge, and literacy, played a key role in risk perception.

Patients who were in pain or feeling drowsy cared less about complications and wanted to proceed with the surgery as soon as possible.

Preference for Risk Visualization

A consistent theme was the delegation of decision-making to a more medically knowledgeable and literate family member such as a spouse or child when such an opportunity existed. Patients with low health literacy were more likely to not understand the diagnosis and felt that identification of complications was of low importance. These patients would completely delegate the decision-making to the medical professional and restrain themselves from engaging in contributing to the process.

The Timing of Consent

The timing of consent varied among patients. For emergency cases, risks were communicated within a few hours of the surgery; for transfer cases or planned operations, risks could have been initially communicated a couple of weeks in advance. For patients with acute conditions, the lists of complications were of low importance as pain and death were described as important factors. Alternatively, patients with subacute conditions (surgeries within 3-24 hours) felt that knowing the risks was important for expectation management.

Interestingly, although knowing about the risks was of varying importance depending on the timing of consent, all respondents were clear that knowledge about the risks would not have influenced their decision to go forward with the surgery.

Factors That Influence Perceptions of the Visualizations

We identified several factors that influenced the perceptions of the visualizations: preference for rare event communication, preference for risk visualization, and usefulness of comparison with the average.

Preference for Rare Event Communication

Most patients (16/20, 80%) did not have a preference for how rare events were communicated. Patients who wanted to know the exact percentage <1% (3/20, 15%) preferred the logarithmic representation for rare events.

Preference for Risk Visualization

Table 1 is based on the preferred visualization after the participant was exposed to the visualization options for rare and common events and asked to consolidate their answers in a single visualization. Table 1 shows the preferences that ranged across the visualizations. Of the three available graphics—the bar strength, dot array, and logarithmic scale—there was no consensus on a preferred visualization.

Table 1. Visualization preferences of the patients.a

<table>
<thead>
<tr>
<th>Visualization chosen</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bar strength</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Dot array</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Logarithmic scale</td>
<td>7 (35)</td>
</tr>
<tr>
<td>None</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

aThe table shows that the patients had differing preferences for optimal visualization for communicating risks in the visual consent tool. Of the 20 participants, 1 (5%) liked a visual aid but preferred a different visualization from the 3 presented, and 3 (15%) did not express interest in a visual aid.
Patients who preferred the bar strength visualization (5/20, 25%) liked the simplicity and clear step increases, which allowed for quick interpretation. Patients who liked this approach felt that it was less complicated than other options. In addition, 5% (1/20) of patients expressed concern over the discretization of the bars, and a few patients felt that it did not show enough information.

The dot array was endorsed by 20% (4/20) of the patients, who preferred its visual organization and felt that it allowed for comparison of ratios of shaded to grayed out dots. These patients found the dot array easy to understand and that it gave “just the right amount” of information. In addition, 5% (1/20) of patients noted that they would waste time counting dots, and another patient (1/20, 5%) felt that it would be hard to compare risks.

Patients who preferred the logarithmic scale (7/20, 35%) felt that it communicated the risks most clearly and allowed for easy comparison and aggregation of risks. Of those 7 patients, 4 (57%) mentioned that they liked the labeling of $1$ in $X$. However, patients who did not prefer the logarithmic scale found it the most complicated of the 3 options.

Of the 20 patients, 4 (20%) did not respond positively to the visualizations. In addition, 5% (1/20) of patients was dissatisfied with the choices presented, and 15% (3/20) of participants rejected the visual aids and preferred verbal communication or that the decision be left to the physician. These patients were all aged >75 years, which is notably higher than the average age of the other participants.

**Usefulness of Comparison With the Average**

Most patients (11/20, 55%) expressed indifference to knowing whether their risk was above or below the average. Those who cared about the average stated that it would raise or lower their concern, and some only cared if it was actionable information. Many were not confident in how to include this information in their decision-making process.

**Effects of the Visual Consent Tool and Use Case Scenarios**

**Overall Impression of the Visual Consent Tool**

In terms of intuitiveness, most patients (14/20, 70%) found the final visualization intuitive without any context. However, after explaining the context of the tool and the steps leading up to the final visualization, most patients (15/20, 75%) felt able to make decisions with the help of the visualization.

We observed three major effects of the visual consent tool on perceived informed consent: depth and length of the discussion, information retention, and risk awareness.

**Depth and Length of the Discussion**

Most patients (13/20, 65%) stated that the visual consent tool would have helped them pick up more information or be more confident in their surgical decision. Most patients (12/20, 60%) claimed that the visual consent tool would allow them to have a better understanding of the possible complications and their likelihood.

All the patients (20/20, 100%) agreed that the visual consent tool would help stimulate a deeper discussion with their provider. They claimed it would “help [them] think of new questions [they] hadn’t thought of before.”

However, some patients (4/20, 5%) expressed concern that having this information and new questions may extend the discussion and would take too much of the surgeon’s time.

**Information Retention**

A couple of patients (2/20, 10%) also felt that the visualizations might help retain information and suggested using it as a reference to consult after consent.

**Risk Awareness**

Most patients (11/20, 55%) believed that the visual consent tool would make them more aware of potential risks. This made them more confident in their decision to pursue surgery, but most noted that it would not have changed their decision to pursue surgery.

A number of patients (9/20, 45%) noted that it prompted more long-term thinking about what to expect after the surgery and how it would affect not only them but also their families. In addition, the patients expressed concern that this may be too much information for some patients and that it may dissuade them from pursuing a surgery that was in their best interest.

Patients expressed interest in seeing information generally not available in current risk calculators, such as pain level and expected recovery time. Our interviews revealed that the patients were most concerned about their potential health status and whether they would be able to continue normal activity after surgery—including the chances of avoiding an ostomy (Table 2).
Table 2. The major concerns of the patients before surgery.a

<table>
<thead>
<tr>
<th>Concern</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ostomy</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Health status after the operation</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Postoperative plan</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Not laparoscopic</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Death</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Recovery time</td>
<td>3 (15)</td>
</tr>
<tr>
<td>General complications</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Pain medication</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Life support</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Infection</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Blood transfusion</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

aThis table shows that the patients were most concerned about their potential health status, possible ostomy, and the pain level they could expect after surgery.

Discussion

Principal Findings

Essentially, the main purpose of our visual consent tool is to empower patients in the decision-making process, provide them with a degree of control over what is being discussed and how the information is being presented to them, and give them the sense that their voice is being heard. To achieve this, we aimed for a high level of personalization in the design, allowing the patients to not only select the risks they wanted to discuss in depth but also account for different risk visualizations to choose from. This approach is different from the traditional one that positions the surgeon as the sole driver of the discussion regarding the risks and assumes that there is one risk visualization type that is suitable for all patients [12,13,18].

The aforementioned approach allowed us to obtain broad insights into how to tackle the design of visual consent tools. In contrast to existing studies that focus primarily on barriers to tool adoption by surgeons, patients’ perceptions of the material risk communicated by physician-facing risk assessment tools, or the effect of risk visualization on understanding, the study presented here, to our knowledge, is the first to broadly enumerate the requirements and benefits of a personalized visual informed consent tool that incorporates patient-facing risk visualizations and accounts for patient preference for which risks to be visualized and discussed in detail with the surgeon [18-25]. Through our interviews with patients, we elucidated several unique findings that add to the existing literature and inform the present practice of risk communication and the future landscape of personalized risk visualization. First, and perhaps most significantly, the patients did not identify a single preferred risk visualization, and their preferences varied across the 3 visualizations presented. Second, the patients’ concerns regarding postoperative adverse outcomes did not align well with the most probable risks offered by the ACS risk calculator we relied on in our visual consent tool or with the other traditional risk calculators we reviewed. Third, our visual aid was perceived to improve information retention and risk awareness compared with traditional text-only informed consent documents. These findings will be further discussed below in the context of the current literature.

Variable Preference for Risk Visualization

Almost all patients (15/20, 75%) agreed that the visualizations were useful in communicating risk and would be helpful in their decision-making. Notably, there was no single visualization preferred by most patients, and preferences varied across the available visualizations.

It is difficult to assess whether this finding is aligned with or different from previous findings as most of the literature on this topic of study has evaluated preference for a broad range of visualizations over verbal or textual communication of risks. A few studies have shown that tables, icons, and vertical bar charts are generally preferred over other options such as horizontal bar charts [26,27]. However, the visualizations used in those studies did not cover all 3 visualizations compared in our study.

Although the goal of our study was to determine the preference of patients for risk visualizations, we did not measure understanding quantitatively, though several recent studies have demonstrated differences between participant understanding and preference when presented with different graphical formats to communicate health information [28,29].

Presenting the appropriate risk visualization to a given patient is of high importance but also very challenging. Along these lines, researchers have found that allowing patients to choose a preferred visualization that they feel motivated to interact with versus showing them the useful one that will help them in understanding and using the information better is a decision with trade-offs [30]. To corroborate this, the findings from a study indicated that risks presented in the form of random icons and stacked vertical bar graphs may affect the likelihood of choosing surgery or cause patients to view certain risks as more...
complex or threatening [31]. Furthermore, a study of 45 adults contemplating the risks and benefits of recombinant tissue plasminogen activator for ischemic stroke concluded that, although patients preferred bar graphs for risk information, accurate recall and confident decision-making decreased when using the bar graph compared with an icon array or stacked graph [29]. In addition, although bar graphs were preferred, patients spent more time studying them compared with the 2 other graphical formats despite these longer decision times correlating with less accurate recall [29]. The question of how to visually present surgical risks to patients is further complicated by our finding that the desire for risk information and involvement in decision-making varies per patient.

In this context, our findings suggest a need for highly tailored patient-facing decision aids with increased flexibility in visualization beyond a one-size-fits-all approach.

**Misalignment Between Patients’ Concerns and Current Risk Calculators**

Notably, we found that patient concerns were discordant with the risks presented by traditional risk calculators. According to the interviewed patients, postoperative pain, changes in overall health status, familial burden, and adverse functional outcomes were additional considerations before undergoing a procedure that were very rarely or almost never discussed with them. In comparison, traditional risk calculators highlight major causes of perioperative morbidity, such as the risk of renal failure or venous thromboembolism. If we are to consider surgical risk calculators as a step toward improved shared decision-making, our interviews suggest that it is important for physicians to leverage these tools to communicate the risk of major changes in quality of life, expected functional outcomes, and consequences of the procedure as they are key tenets of informed consent [22,32]. In some cases, patients may consider these risks to outweigh the clinical consequences when considering whether to pursue surgery and, therefore, these risks should be communicated as well and with equal attention. For example, a study showed that 18% of patients with postopen abdominal aortic aneurysm (AAA) repair would not undergo AAA repair again knowing that the recovery process negatively affects functional activity (such as driving and shopping, among other daily tasks), despite understanding the life-threatening consequences of potential AAA rupture [33].

Although we acknowledge that the aforementioned functional consequences can often be subjective, intangible, and therefore more difficult to capture reliably and at the scale of traditional clinical outcomes, patient demand suggests that these risks should also be prioritized and incorporated into the consent tools. Our tool, for example, addressed the likelihood of the patient returning home compared with the patient not returning home (ie, to a skilled care, acute care, or rehabilitation facility), incorporating an example of a procedure’s consequences to the patient’s lifestyle. Given patient feedback, and to further mirror the scope of informed consent, future iterations of surgical risk calculators should attempt to explicitly incorporate the probability of additional adverse quality-of-life outcomes and the risks associated with not pursuing a surgical intervention.

**Benefits From Using the Visual Consent Tool**

The study participants did find benefits from the proposed visual consent tool, which aligns with the understanding that, generally, patient-facing decision aids have numerous benefits for patients [34]. Similar to other studies that assessed patients’ desire for risk information, the patients in our study believed that the visual consent tool has the potential to improve information retention and risk awareness [22]. However, they were concerned about how being introduced to a high number of risks might become overwhelming at times, overburden the patient, and maybe dissuade them from going through a surgery that could actually be their best option. Nevertheless, patients using similar surgical risk calculators have reported that preoperative education regarding postoperative risks actually decreases anxiety, with meta-analyses indicating that their use is associated with reduced decisional conflict and increased knowledge [34]. Although some data have shown that patients using decision aids are more likely to choose more conservative or less invasive treatments, other data have shown that the use of surgical risk calculators did not dissuade or discourage patients from pursuing surgical treatment [22,34]. These findings, combined with those of our study, support the idea that delivering risks to patients should be tailored to their needs and preferences. However, determining how many and which risks to show and when requires further research.

Along these lines, and based on the participants’ perceptions in our study, we found evidence that our visual consent tool can improve shared decision-making and be beneficial for patients and providers if appropriately customized to the particular context pertinent to the patient. This hypothesis is, of course, subject to further quantitative studies on an updated version of the visual consent tool based on the findings of this study.

**Putting the Visual Consent Tool in Broader Real-life Context**

Finally, an important consideration are the stakeholders involved in incorporating the visual consent tool into the current clinical workflow. These stakeholders include the patient and their family, surgeons, and hospital administration. This study focuses on the preferences of the patients, but future work should consider input from surgeons and hospital administrators to find a solution that maximizes benefits for all. For example, although the visual consent tool exhibits benefits for the patients, some of them expressed concern that the interactions stimulated by the introduction of the visual consent tool might take too much of the surgeon’s time and negatively affect their clinical productivity. Future work should consider how to enable visual consent tool–based communication efficiency that will benefit both patients and surgeons and not significantly favor one over the other. Although the visual consent tool may disrupt current practices, it is also important to consider the greater value of such a tool to the hospital and its administration. Most patients in our study agreed that the visual consent tool can likely raise awareness, stimulate new questions, and allow them to reflect on the discussion with their surgeon after the conversation. As a consequence, the participants believed that these benefits would allow them to take a more active role in their treatment plan. For these reasons, we anticipate that the proposed visual
consent tool will help promote shared decision-making by empowering patients with confidence in their decisions and attenuating the opportunities for miscommunication. Therefore, we can expect that more comprehensively informed patients will be less likely to pursue legal action when they experience a nonbeneficial outcome [5]. We believe that the proposed principles in our visual consent tool and the benefits they could bring show promise not only for patients but also for the health care system as a whole.

Limitations

Our findings should be considered in light of the limitations of this study. The study population was biased toward older patients and only included patients who underwent a specific group of general surgeries. Their relatively positive experience and historical exposure may have influenced their recall and opinions. Patients who undergo different surgeries, have a different demographic makeup, have worse outcomes, or are in the preoperative period may have different risk perceptions and risk visualization preferences than our study population.

Although we covered only a specific group of general surgeries, we still included a variety of them. This approach may make the results look less focused; however, it was optimal to have a setup that enabled us to learn more comprehensively about the factors that influence risk perception.

Conclusions

We found that current risk calculators do not account for a number of concerns patients have, primarily related to their quality of life after the surgery, and suggest that efforts should be made to incorporate these risks into the risk calculators and the consent process. Most importantly, we identified that there is no universal way of visually communicating risks to patients, which counters the current practice of using a single approach. We found that multiple factors affect the perception of risks and that the proposed visual consent tool has the potential to provide useful information to patients and stimulate shared decision-making with their surgeons. We anticipate that these benefits can be achieved if patient characteristics are taken into account to deliver a tailored risk visualization solution. Finally, we postulate that the need for tailored visual communication of complex medical information applies to other domains of health care as well.
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Abstract

Background: Internet-delivered psychological treatment (IDPT) systems are software applications that offer psychological treatments via the internet. Such IDPT systems have become one of the most commonly practiced and widely researched forms of psychotherapy. Evidence shows that psychological treatments delivered by IDPT systems can be an effective way of treating mental health morbidities. However, current IDPT systems have high dropout rates and low user adherence. The primary reason is that the current IDPT systems are not flexible, adaptable, and personalized as they follow a fixed tunnel-based treatment architecture. A fixed tunnel-based architecture follows predefined, sequential treatment content for every patient, irrespective of their context, preferences, and needs. Moreover, current IDPT systems have poor interoperability, making it difficult to reuse and share treatment materials. There is a lack of development and documentation standards, conceptual frameworks, and established (clinical) guidelines for such IDPT systems. As a result, several ad hoc forms of IDPT models exist. Consequently, developers and researchers have tended to reinvent new versions of IDPT systems, making them more complex and less interoperable.

Objective: This study aimed to design, develop, and evaluate a reference architecture (RA) for adaptive systems that can facilitate the design and development of adaptive, interoperable, and reusable IDPT systems.

Methods: This study was conducted in collaboration with a large interdisciplinary project entitled INTROMAT (Introducing Mental Health through Adaptive Technology), which brings together information and communications technology researchers, information and communications technology industries, health researchers, patients, clinicians, and patients’ next of kin to reach its vision. First, we investigated previous studies and state-of-the-art works based on the project’s problem domain and goals. On the basis of the findings from these investigations, we identified 2 primary gaps in current IDPT systems: lack of adaptiveness and limited interoperability. Second, we used model-driven engineering and Domain-Driven Design techniques to design, develop, and validate the RA for building adaptive, interoperable, and reusable IDPT systems to address these gaps. Third, based on the proposed RA, we implemented a prototype as the open-source software. Finally, we evaluated the RA and open-source implementation using empirical (case study) and nonempirical approaches (software architecture analysis method, expert evaluation, and software quality attributes).

Results: This paper outlines an RA that supports flexible user modeling and the adaptive delivery of treatments. To evaluate the proposed RA, we developed an open-source software based on the proposed RA. The open-source framework aims to improve development productivity, facilitate interoperability, increase reusability, and expedite communication with domain experts.

Conclusions: Our results showed that the proposed RA is flexible and capable of adapting interventions based on patients’ needs, preferences, and context. Furthermore, developers and researchers can extend the proposed RA to various health care interventions.

(JMIR Hum Factors 2022;9(2):e31029) doi:10.2196/31029
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Introduction

Background

Internet-delivered psychological treatment (IDPT) systems are software applications that offer psychological therapies or treatments through the internet. In our study, we focused on treatments based on evidence-based psychological therapy [1]. IDPT systems borrow core ideas from learning management systems and other content management systems (CMSs). However, IDPT systems are more inclined toward the health care domain and have a principal perspective of helping patients cope with their psychological problems. IDPT systems have 2 types of content: psychoeducational materials and treatment exercises.

Problems With Current IDPT Systems

We attempt to address 2 problems associated with the current IDPT systems.

First, despite evidence that web-based interventions can be effective means for mental health morbidities, most of the current IDPT systems are tunnel based, inflexible (unable to adapt according to user needs, preferences, and context), and noninteroperable [2-4]. These restrictions cause a high dropout rate; less personalization; and hence, low user adherence [3,4].

Second, IDPT systems targeting different psychological issues (such as depression, anxiety, bipolar disorder, schizophrenia, and others) have many similarities in psychoeducational materials, intervention structures, and assessment techniques. However, because of the lack of standard documentation, established frameworks, and clinical guidelines, several forms of IDPT models exist. As a result, developers and researchers tend to reinvent their versions of IDPT systems, making them more complex and less interoperable [5]. Interoperability in such IDPT systems is essential for exchanging information from one system to another. With the prevalence of ambient intelligence, several Internet of Things devices have been connected to assess, monitor, and guide patients. These devices require communication with each other. In addition, people migrate from one geographic area to another. Consequently, there is a need to share data from one software system to another.

Objective

To address the issues associated with the current IDPT system, we conducted this study with 2 objectives.

The first objective was to create a reference architecture (RA) [6] of an adaptive IDPT system, which can personalize the treatments according to patients’ needs and support adaptability, interoperability, reusability, scalability, security, and modifiability. Adaptability is the ability of a system to accommodate treatments based on patient needs, preferences, and context. Interoperability is the ability of a system to exchange information correctly and use the information being exchanged. We use reusability in two contexts: (1) the ability to use the treatment for other types of mental health care and (2) the ability to use the component of the IDPT system. Scalability is the ability of a system to grow with the number of patients, data, or other factors increases. Security is the ability of a system to communicate safely when considering malicious attacks. Modifiability is the ability to evolve and maintain systems.

On the basis of the proposed RA, the second objective was to create an open-source framework [7] that can be used to develop an adaptive IDPT system. The open-source framework was created to aim to (1) improve development productivity; (2) facilitate communication with domain experts; and (3) improve the quality of user interfaces (UIs), user interactions, and user experiences.

The Need for Adaptive IDPTs

IDPTs have surfaced and become one of the most commonly practiced and widely researched forms of psychotherapy [8]. The evolution of IDPTs, coupled with the exponential growth of internet access worldwide, has the potential to reshape the landscape of mental health care. Despite the evolution of IDPT, several patients with mental health issues remain untreated [9,10]. Obstacles to receiving treatment for mental health problems include long waiting lists, limited access to therapy and psychiatric medications, perceived stigma of seeking help, and treatment costs [3,10,11]. IDPT systems have been proposed as a solution to bridge this treatment gap. IDPT removes several barriers to traditional face-to-face therapy, which hinders most patients from receiving efficient psychiatric care [12]. The use of IDPT tools can enhance mental health in several manners:

1. IDPT is available and accessible from anywhere through an internet connection [13].
2. The temporal aspects of accessing the treatments can be substantially improved.
3. The scalability of IDPT can drastically enhance the functional capacity of the care [14]; for example, multiple patients can receive treatment at the same time.
4. IDPT makes the treatment cost-effective for individuals who do not have insurance or cannot afford out-of-pocket fees for treatment.
5. IDPT removes the discomfort and stigma-related issues associated with face-to-face approaches [14].

Despite this evidence, most current IDPT systems are not adaptive and have poor interoperability. These restrictions cause a high dropout rate; less personalization; and hence, low user adherence. Hence, there is a crucial need for an intervention system that can help personalize treatments and increase user adherence. Current learning management systems and CMSs are not designed to capture information on mental symptoms, and they do not monitor treatment progress and relevant data. Moreover, they cannot address the need for personalization and interoperability. To address these intrinsic requirements, we propose a new RA and evaluate it by developing an open-source
framework based on the RA. The proposed architecture relies on the user profiling technique for personalization (Figures 1 and 2) and ontological labeling for interoperability (Figure 3).

Figure 1. The figure depicts our proposed model of a data-driven adaptive internet-delivered psychological treatment system. The patients interact with the intervention, and an analytics server captures those interactions. On the basis of the logged data analysis, a process referred to as user profiling maintains an up-to-date user model to provide the adaptive effect.

Figure 2. Reference architecture of data-driven adaptive internet-delivered psychological treatment system. AI: artificial intelligence; API: application programming interface; CMS: Content Management System; DL: deep learning; EDA: exploratory data analysis; ML: machine learning; NLP: natural language processing; REST API: RESTful API.
How We Propose to Increase Adaptivity in IDPT Systems

Figure 1 shows the interaction model of the proposed data-driven adaptive IDPT system. Patients interact with the *intervention system* (see the Intervention System section), and an *analytics server* (see the Analytics Server section) stores these interactions. In our RA, an analytics server refers to third parties or self-contained services that contain data stores to collect a large amount of data and provide data analytics services such as pattern matching, natural language processing (NLP) service, exploratory data analysis service, machine learning (ML) and deep learning (DL) services among others. On the basis of the analysis of logged data, a process referred to here as *user profiling* (see the User Profiling section) maintains an up-to-date user model. A user model is used to provide an adaptive effect. Adaptive systems behave differently for different users. The decision on how the system should behave for any particular user is based on a user model. A user model is a detailed representation of an individual user’s information that is associated with an adaptive system. User preferences and needs are dynamic. Hence, it is essential to create, maintain, and update the user model. An adaptive system accumulates data using two distinctive approaches to create and maintain an up-to-date user model: (1) implicitly by observing user interactions and (2) explicitly by requesting direct input from the user. This process is referred to as *user profiling*. The essence of the adaptation effect that a system can deliver depends on the nature of the user model’s information. Hence, in this study, we aimed to present a framework based on user profiling to provide different adaptation effects.

Contributions

The contributions of this study are 2-fold.

First, we propose an RA for an adaptive IDPT system that provides different adaptation levels based on user profiling. To the best of our knowledge, this novel study is a pioneer in creating, evaluating, and publishing an RA in this domain.

Second, to evaluate the proposed architecture, we created an open-source framework that can be easily extended to several health care interventions. We envision promoting open-source development by creating a proof-of-concept prototype based on the proposed architecture.

Related Work

Grua et al [15] presented an RA for personalized self-adaptive eHealth apps. The proposed RA was envisioned to personalize and self-adapt interventions and increase user engagement with artificial intelligence (AI) applications. The proposed RA uses the Monitor-Analyze-Plan-Execute loop and is primarily targeted at mobile apps. Moreover, the RA follows a client-server architecture and assumes a self-containing, fully flexible AI-enabled back-end system. Such a self-containing back end is neither scalable nor flexible, especially for small-scale health care providers. Health care providers specialize in their domain and dedicate services such as AI, CMS, authentication, and authorization to third parties. For example, in Norway, the health care system relies on a level 4 security system such as BankID [16] for authentication and authorization and AI services from Microsoft Azure or Amazon Web Services. Not all services are coupled into a self-containing system. In such a scenario, Service-Oriented Architecture (SOA) is suitable, similar to what we provided in our RA. Unlike their RA, our RA focused on a loosely coupled intervention system that incorporates intervention authorizing services, user profiling services, adaptation services, and others.

WSO2 [17] presents a layered structure that targets scalability and security. On the one hand, the architecture is abstract and domain independent and lacks a specific mechanism to adapt the intervention according to the patient’s needs. On the other hand, Warten et al [18] outlined the RA of a personal telehealth ecosystem referred to as Continua. The proposed RA uses the end-to-end architecture as a design guideline to support interoperability. Continua identifies personal area network devices for communication around a person, local area network devices for communication around a location, wide area network devices for communication around a home and office, and health reporting network devices for communication around enterprise systems such as hospitals, telehealth services, and others. In addition, this study reported how these devices could communicate using associated protocols, promoting interoperability. However, the architecture was abstract, did not address other software quality attributes besides interoperability and security, and did not report how one adapts interventions or personalizes health services.
Rodriguez [19] presented a detailed RA regarding Health care Supportive Homes, a particular type of Ambient Assisted Living (AAL) domain. The proposed RA provides detailed guidelines that can be used to achieve software quality attributes such as interoperability, reusability, security, safety, performance, and reliability. The study reported a detailed and stepwise recommendation for creating a reusable RA. Similar to Continua, Hanke et al [20] presented a universAAL reference model for establishing a cross-platform for AAL. However, both the RAs were specific to the AAL domain. Moreover, they fit the psychological perspective to adapt interventions according to the patient’s needs. Mukhiya et al [4] conducted a systematic literature review to identify adaptive elements (content, presentation, feedback message, assessment, activities, reminders, exercises, and reports) of an IDPT system for mental health disorders. The study concluded that most current IDPT systems attempt to adapt feedback messages to patients from therapists. The study reported the lack of an open-source framework for creating adaptive IDPT systems.

Researchers have attempted to theorize user profiling for adaptive web, personalization, and intelligence systems [21-24]. Similar to the studies by Brusilovsky and Millan [21] and Schiaffino and Amandi [24], we considered interest, knowledge, background, goals, individual tasks, and context as essential user profile components. However, in addition to these, we considered several other attributes, including temporal profile, lingual profile, user level, and intervention profile. Furthermore, we modeled these attributes in the proposed framework and illustrated how they could facilitate psychological intervention personalization.

**Methods**

As a part of the INTROMAT (Introducing Mental Health Through Adaptive Technology) project (see the Acknowledgment section), we envisioned developing an adaptive system to offer personalized and customized treatments for patients with mental and neurological disorders. To satiate this goal, we started with the procedures described in the following sections.

**Evaluating State-of-the-Art Digital Psychological Treatments Systems Concerning the Current Treatment Requirements**

We included usability and universal design principles to evaluate current IDPT systems and publish our findings in this study [25]. Our findings indicated that despite satisfactory treatment results and proven clinical effects, in general, the systems have several issues regarding usability, universal design, and outdated technology.

**Collecting Recommendations From Research by Conducting a Systematic Literature Review**

We conducted a systematic literature review [4] to (1) inspect and identify the main adaptive elements of an IDPT system, (2) find its information architecture, and (3) determine how adaptation influences the efficacy of IDPT on mental health treatments. The review suggested that adaptive IDPT has the potential to enhance intervention outcomes and increase user adherence. However, current IDPT systems are tunnel based and do not offer personalized treatment according to user needs. To comprehend how usability is addressed and measured in mobile health interventions for mental health problems, we conducted a systematic literature review [26]. We publish our findings from the perspective of computer science and human-computer interaction in this study [26]. Most studies described their methods as trials, gathered data from a small sample size, and conducted a summative evaluation using a single questionnaire, which indicates that usability evaluation was not the main focus.

**Collaborating With Domain Experts and Stakeholders to Comprehend Actual User Needs**

Technical domain experts included academicians and industry workers from software engineering, human-computer interaction, AI, and health informatics. Health care domain experts were personal consultants for several mental and neurological disorders. We followed the Domain-Driven Design (DDD) architectural style [27] to model and create the adaptive IDPT framework as these systems involve creating software programs that facilitate the delivery of psychological health care treatments over the internet. Psychological treatments fall under the complex domain, and the development of software systems requires thoughtful collaboration between domain and technical experts. When the domain is complex, it is difficult for designers and developers to build the software. In such cases, developers must steep themselves into the domain to build up their business knowledge. However, most developers do not have much interest in learning about a specific domain in which they are working. In such use cases, the DDD method comes to the rescue.

With the help of domain experts and a technical team, we created the proposed RA. To evaluate the RA, we developed an open-source framework that is presented in this study. We have open sourced the initial prototype under a Massachusetts Institute of Technology License, where everyone is permissible to extend the framework without any consequences. The framework follows the SOA for communication. The server side of the framework follows the Back end for Front end architecture pattern. We followed the Test-Driven Development [28] during framework development. To evaluate the RA’s and proposed open-source framework efficacy, we continuously extended the framework for several health care issues, performed randomized controlled trials (RCTs), conducted usability evaluations, and enhanced the system.

**Ethical Considerations**

This study is a part of the INTROMAT (Introducing Mental Health through Adaptive Technology). As a part of this project, the study was exempted from obtaining ethical approval and the authors have been permitted to publish their findings and research without external approval.

**Results**

**Overview**

We use the term RA concerning the context and definitions provided by Cloutier et al [6]. As suggested in this study, our
proposed RA encompasses three essential questions: (1) what (ie, the intervention system and its components), (2) why (ie, to adapt and personalize the intervention to enhance user adherence and reduce dropouts), and (3) how (ie, by creating detailed user profiling and using AI and other adaptive strategies to adapt the intervention). One of the reasons for this study is to disseminate the proposed RA, the open-source framework, and ideas for constructing adaptive web applications for health care treatments. To meet the objective of this study, we contextualized a web application at a high level without focusing on specific expertise. From this contextualization, we designed models to comprehend application behavior. Figure 2 shows the RA of the adaptive IDPT system. As the vision is a high level of abstraction, we eliminated constraints related to design, external stakeholders, and others from the model. The RA constitutes 4 major components: authorization server, mobile client, intervention system, and analytics server.

Authorization Server

The authorization server [29] is an OpenID Connect–compliant web server [30] with the ability to authenticate patients and grant authorization access tokens. Moreover, the authorization server manages the scopes and permissions of the patients, introspects tokens, entails roles and permissions, audits logs, assigns policies, and requests the intervention system. Our open-source framework included a stand-alone authentication server. However, as the adaptive system follows the SOA architecture, any third-party authentication server can be easily integrated with the framework. For example, in Norway, the use of BankID [16] for authentication or authorization is common.

Mobile Client

The mobile client is the host where the adaptive intervention app (mobile health app) is installed. The mobile client app contains a third-party app data collector, network connectivity and utility service, intervention interface, and sensor data manager. The third-party app data collector is responsible for communication with third-party apps, health care apps, and built-in health care apps to collect health care data. The sensor data manager collects sensors data from Internet of Things devices. The network connectivity and utility service are responsible for sending these health care and sensor data to data lake services in the analytics server. The mobile client incorporates intervention interfaces that allow patients to interact with adapted interventions and communicate with the therapists.

Analytics Server

Conceptually, the analytics server has two parts: (1) the structural part of building a user profile and (2) the analytics method of feeding information to the profile. The analysis servers (Figure 2) incorporate analytical software as a service application programming interface (API). These services take the data as input, detect patterns, and provide a detailed analysis. Although there were several possibilities for the types of algorithms used for data analytics, in the adaptive IDPT context, we aimed for the following core functionalities:

1. Data lake services accumulate both sensors and intervention data.
2. Exploratory data analysis services help with data cleaning, preparation, exploration, and visualization.
3. NLP services help in building, evaluating, and detecting patterns in the textual data set. For example, when patients interact with an intervention, they write some texts as part of computerized exercises. These texts exhibit keywords that express the patient’s current state or emotions. It is possible to send these texts directly to available NLP APIs such as Google NLP, obtain the sentiment and tone of the texts, and detect the presence of depression-related keywords [31]. In this study [31], we demonstrate how we can exploit the NLP technique to extract depression symptoms from patient-authored texts.
4. Pattern matching services can reveal several associations, correlations, and hidden patterns in the sensor and intervention data. For example, Sharma et al [32] presented a large-scale analysis of the engagement patterns of 35 million posts on 2 popular web-based mental health platforms: TalkLife and Reddit. This study demonstrates that the proposed framework of the engagement patterns enables informative evaluations and analysis of web-based support platforms.
5. ML and DL-based services constitute ML and DL algorithms. Data from sensors and interventions can be used to predict early dropout rates and personalize interventions. Once a model has been developed, trained, and evaluated, domain experts can evaluate it for approval. For example, Bremer et al [33] outlined the use of ML techniques to predict dropout in insomnia interventions. Similarly, Nemesure et al [34] proposed an ML approach to predict the presence of generalized anxiety disorder and major depressive disorder.
6. The user profiling manager is envisioned to use the analyses and predictions made by NLP services, pattern matching services, and ML and DL services to build a comprehensive profile for the patient.

Intervention System

Overview

The intervention system (Figure 2) is ≥1 web application communicating via web services such as RESTful API or GraphQL API. This comprises several services. CMS services facilitate a therapist’s dashboard (intervention creator, reminder library, progress viewer, communication channels) UI and a patient’s dashboard UI (progress viewer, communication channel, history, next or upcoming intervention modules, or tasks). Adaptation services provide a rule-based engine for building adaptation rules based on user profiles. User profiling services maintain the user profiles. Similarly, communication services create a communication channel between patients and therapists. Network and utility services handle internet connectivity logic and other utility-oriented tasks. One may separate these components and communicate using a microservice architecture [35]; however, the intervention system components are monolithic for this open-source framework. Figure 3 depicts a conceptual model of the intervention. An intervention is a psychological treatment or therapy delivered through IDPT systems. An IDPT system refers to software that facilitates the creation and delivery of and interaction with
psychological therapy through the internet. These include web applications, mobile apps, augmented reality, and virtual reality applications.

**Components**

Interventions generally comprise cases, modules, tasks, and taxonomies (labels). In this section, we explain these components, their underlying assumptions (Textbox 1), and their constraints.

**Textbox 1.** Different assumptions that were considered when designing the open-source framework.

<table>
<thead>
<tr>
<th>Components and assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case</strong></td>
</tr>
<tr>
<td>- A case contains at least one module.</td>
</tr>
<tr>
<td>- A case can have ≥1 evaluation criterion.</td>
</tr>
<tr>
<td>- A case can have user inclusion and exclusion criteria.</td>
</tr>
<tr>
<td><strong>Modules</strong></td>
</tr>
<tr>
<td>- A module contains at least one task.</td>
</tr>
<tr>
<td>- A module can belong to ≥1 case.</td>
</tr>
<tr>
<td>- A module can depend on other modules.</td>
</tr>
<tr>
<td>- A module can have ≥1 evaluation criterion.</td>
</tr>
<tr>
<td><strong>Tasks</strong></td>
</tr>
<tr>
<td>- A task can have subtasks.</td>
</tr>
<tr>
<td>- Each task can have ≥1 evaluation criterion.</td>
</tr>
<tr>
<td>- The evaluation criteria of a task are the overall evaluation of the subtasks.</td>
</tr>
<tr>
<td>- Tasks can have dependency but cannot have their own dependency.</td>
</tr>
</tbody>
</table>

**Cases**

Typically, IDPTs target ≥1 case such as depression, social anxiety, bipolar disorder, attention-deficit/hyperactivity disorder, or other health issues. An example of a case is shown in Figure 4.

**Figure 4.** Example data structure of a case.

```
CASE EXAMPLE
   title: Depression
   taxonomy: Depression disorder
   SNOMEDCT: 160329001
   LOINC: 45666-5
   evaluation: psychometric tests
   test1: PHQ9
   test2: MADRAS-S
```

**Modules**

Each case contains ≥1 module that focuses on any particular dimension of the case. For example, in the case of depression, there can be modules for understanding and monitoring emotions, behavioral activation, identifying automatic thoughts, and others. A specific module can be part of ≥1 case. The modules can have dependencies that specify their ordering.

**Tasks**

In turn, each module can include ≥1 task. A task can be learning materials (informative task) or an exercise (interactive task). *Informative tasks* provide learning materials on mental health issues (cases), symptoms, use cases, and several ways of managing them. The main objective of such informative tasks is to provide psychoeducation so that patients and their families can learn about symptoms, causes, and treatment concepts; patients can comprehend the self-help program and steps required to manage their illness; and patients can correlate their situations with others who have similar issues, which helps to ventilate their frustrations.

These informative tasks are in the form of reading (text), listening (audio), graphics, presentations, and watching (video). In contrast to informative tasks, *interactive tasks* involve user interaction, often in the form of exercises and psychometric tests. These exercises can be *physical activities* or *computerized tasks*. Examples of physical activities include physical workouts and mindfulness exercises such as breathing exercises, walking certain distances, stretching, or physically performing other activities. Examples of computerized exercises involve filling in blanks, answering (questions and answers), multiple-choice questions, and feedback. The feedback forms comprise the use of free text, rating systems, or multiple-choice questions. The
minimal data structure of a task and its types are illustrated in Figure 5.

**Figure 5.** Data structure of a task.

![Data structure of a task](image)

### Taxonomy or Labels

Each case, module, and task is associated with a label or taxonomy. As cases, modules, and tasks form the hierarchical structure, these taxonomies provide ontological structures for adaptation.

### Constraints

A task or module may have ≥1 constraint. These constraints determine the states (see the *States of Intervention Components* section) of the task and module. As illustrated in Figure 5, a task or module can have the following constraints:

1. Prerequisite, which is a list of tasks required to be completed before the task is active
2. Next task, which is a task that can have a restrictive follow by selecting the next available task
3. Completion required, which is a Boolean value that represents that a user must complete the task if truthy
4. A passing score on an exercise of a quiz type determines whether an exercise is complete

### States of Intervention Components

All the cases, modules, and tasks can have four different states, as shown in Figure 6:

1. **Locked**: An entity is locked if its evaluation criteria are not fulfilled or if a dependent entity is not completed.
2. **Active**: An entity is active as soon as the evaluation criteria are matched or its dependent entity is completed.
3. **Progress**: An entity is in progress if it is active, but all the evaluation criteria have not been completed.
4. **Complete**: An active entity is marked as complete if all evaluation criteria are completed.
Figure 6. States of cases, modules, and tasks of an internet-delivered psychological treatment system.

User Profiling

Overview

A profile is a description of an actor containing the necessary facts about the individual. In an adaptive IDPT context, a user profile (or user model) holds essential facts about an individual patient. The process of inferring unobserved data about users from observable data about them (i.e., their actions or interactions) is referred to as user profiling [36]. The primary motivation for building user profiling is that users differ in their preferences, interests, backgrounds, goals, cognitive skills, and other attributes. Discovering these differences is essential for presenting users with personalized or adapted services. In an adaptive IDPT system context, user profiling aims to provide an adaptation effect; that is, to behave differently for different users [21]. As mentioned previously, we envision applying user profiling as a fundamental basis for adaptation. Hence, we discuss user profiling in this section and discuss how we can use such profiling to adapt interventions in the Scenario-Based Evaluation for Adaptation Support section. It is essential to note that user profiling can be based on a distributed architecture. Hence, the data-driven adaptive system presented in Figure 1 follows the SOA. An adaptive system tends to find the most relevant information to the user’s interests and presents the information in the right form so that the user may perceive its relevance. A user profile typically powers the discovery of such relevancy and its ranking. A user profile can contain several components (see the Components of a User Profile section), such as user interest, knowledge, background, goal, individual traits, and user context. An adaptive system can create and maintain the user profile explicitly and implicitly. We discuss these data acquisition methods in the Methods of Collecting Information for the User Profile section. Table 1 summarizes the different aspects of a user profile, including the components of a user profile, the form of representation in software, and the types of data stored in each of the component processes of obtaining data.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Common representations</th>
<th>Types of data</th>
<th>Profiling approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest</td>
<td>Weighted vector of keywords; topic hierarchies</td>
<td>News topics, webpage topics, document topics, work-related topics, and hobbies</td>
<td>Implicit or explicit</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Scalar modeling; overlay modeling</td>
<td>Application domain</td>
<td>Implicit</td>
</tr>
<tr>
<td>Background</td>
<td>Stereotype modeling</td>
<td>Profession, job responsibilities, experience of work, and specific view on the domain</td>
<td>Explicit</td>
</tr>
<tr>
<td>Goals or tasks</td>
<td>Goal catalog approach</td>
<td>Goal of the work, information need, and learning goal</td>
<td>Explicit</td>
</tr>
<tr>
<td>Individual traits</td>
<td>Mixed approaches</td>
<td>Cognitive styles, personality traits, learning styles, and demographic</td>
<td>Implicit or explicit</td>
</tr>
<tr>
<td>Context</td>
<td>Set of name-value pairs</td>
<td>Platform, location, physical environment, social context, and affective state</td>
<td>Implicit</td>
</tr>
</tbody>
</table>

Components of a User Profile

Overview

The content of the user profiles varies according to the system’s domain and the software architect who designed the system. There are no specific standards that specify which components should be in a profile. Similar to the studies by Brusilovsky and Millan [21] and Schiaffino and Amandi [24], we categorized the user profile content into the components described in the following sections for our framework.
Interests

User interests affect their adherence to software systems. Hence, capturing user interests and attempting to personalize content based on their interests can be an effective means of boosting user adherence. A software system can represent user interest in two ways:

1. The weighted vector of keywords: For example, Lieberman et al [37] used term frequency and inverse document frequency to model user interests. In the term frequency and inverse document frequency technique, each word’s weight is computed by comparing the word frequency in a document against the word frequency in all documents in the corpus.
2. Topic hierarchies: A graph can express topic hierarchies where a node is a set of topic words representing a user’s specific interest. These types of representations are essential when modeling user interests and associated subtopics.

Knowledge

The user’s knowledge represents their understanding of the subject or domain. The user’s knowledge is a dynamic feature that increases or decreases over time. Therefore, a well-adaptive system should recognize a user’s current state of knowledge and tailor the user model accordingly. A software system can represent a user’s knowledge in two ways (Table 1):

1. Scalar modeling: Scalar modeling systems use quantitative scales (for example, 0 to 10) or qualitative scales (eg, excellent, very good, good, bad, poor, and none). However, formulating scalar values for user knowledge is challenging. Hence, scalar modeling has low precision.
2. Overlay modeling: In overlay modeling, the domain contains ≥1 subfragment. For each fragment, an overlay model stores the estimation of the user knowledge. The estimation can be binary (knows or does not know), qualitative (excellent, very good, good, bad, poor, or none), or quantitative.

Background

The user’s background constitutes information about their profession, job responsibilities, work experience, and a specific view of the domain. The most common representation format for a user’s background is stereotype modeling, as detailed background information is not essential. In stereotype modeling, a domain expert distinguishes the most common categories of users according to their background information and adapts the content presented to the user category. The system can also differentiate users by profession (student, medical person, teachers, and others), which implies both knowledge and responsibilities. Several adaptive systems use background information to adapt the content based on the background information of the user.

Goals

The user’s goal represents the purpose that the user desires to achieve from the system. The purpose can be information needs, learning goals, or the working of the applications (Table 1). These user goals are dynamic and change over time. Hence, it is essential to tailor the intervention according to the current user’s goal. The most common way of representing a user’s goal is to use the goal catalog approach, in which the system presents a predefined set of possible user goals. An adaptive system can recommend certain pages to the user based on a predefined set of goals [21] or adapt the content selected page [38].

Individual Traits

The user’s traits include cognitive styles, personality traits, learning styles, or demographic data. Several researchers have agreed on the importance of individual traits and their use in adaptation. Individual traits are stable features of a user, do not change at all or change over a long time, and can be extracted through specially designed psychological tests. Although cognitive styles, personality traits, and demographic data have been discussed in the literature, learning styles have been argued [39]. Various methods have been used to extract a user’s personality traits and cognitive styles and use them for adaptation.

Context

The prevalence of ubiquitous computing has attracted several researchers of the user’s context, such as location, social context, physical environment, and affective state, to tailor software systems. Most of the work on user context has focused on user platforms. For example, most of the studies attempted to adapt to make the system responsive [40] or tailor the content based on hardware, available software, and bandwidth. Affective contexts include physiological and mental contexts. The social context comprises the current user’s social aspects, such as information about friends, neutrals, enemies, neighbors, coworkers, and relatives. The most common way of storing the user context is in the form of a key-value pair.

Methods of Collecting Information for the User Profile

As mentioned previously, there are 2 ways of extracting the information required to build a user profile: explicitly or implicitly.

Explicit Information Extraction

A software system can extract profile components such as backgrounds, goals, and interests explicitly; that is, by asking users through UIs such as forms or feedback. Generally, users are not willing to fill in long forms to provide information about them; hence, they are optional. The information accumulated in this way includes demographic data such as age, job, and hobbies.

Implicit Information Extraction

Explicit method of user information has several challenges, including (1) users do not like to fill up long forms, (2) users do not always tell the truth when made obligated to feel forms, and (3) users who wish to fill up the form willingly may not know how to express their interests in words. Observing user interactions (time spent on the content page, bookmarked pages, amount of scroll, content viewed, video watched, and others) with a software system and logging these actions, we can obtain information about users through ML or data-mining techniques. A vital advantage of the implicit method is that we can log and analyze users’ changing interests, preferences, habits, and goals.
over time. These logs can help adapt the content or presentation according to the correct context of the user.

Discussion

Principal Findings

Architectural evaluation ensures that the architectural design decisions produced are the correct ones [41]. One of the RA evaluations aimed to analyze and verify that it addressed the problems identified in the current IDPT systems. We chose both empirical (case study) and nonempirical (expert evaluation and scenario-based method) evaluation techniques to analyze and verify the proposed RA and open-source framework. Two relevant options for scenario-based evaluation are the software architecture analysis method (SAAM) [42] and the architecture trade-off analysis method [43]. We chose to apply the SAAM method as we proposed RA and qualitatively evaluated it. Moreover, SAAM is suitable for assessing whether a given RA satisfies a specific system’s desired properties, whereas the architecture trade-off analysis method is more suited to determine the trade-off between architectural alternatives [43], as performed in the Related Work section.

Scenario-Based Evaluation for Adaptation Support

Overview

The first SAAM method was to develop scenarios. This section presents how the proposed RA can perform different types of adaptations based on user profiling. These scenarios, along with the open-source framework’s initial prototype, served as scenarios for our evaluation process. The next step in SAAM is to describe the candidate RA outlined in the Discussion section. After that, it is necessary to identify the system quality attributes with the help of the developed scenario. The Software Quality Metrics section describes the identified software quality attributes extracted from our scenarios.

Content Adaptation

Content adaptation may involve two subcategories: (1) content materials adaptation, which involves deciding what content is the most relevant to the current user, and (2) content presentation adaptation, which involves determining how to present the selected content effectively to the current user.

Content Materials Adaptation

The main task was to identify the most relevant content for a given user in their context and how to organize that content. User profile components such as interests, preferences, background, knowledge, and goals can help to select the most relevant content for a given user. The literature mentions 2 different approaches for adapting content: page variants and fragment variants [44]. Our RA supported both approaches for content adaptation. Moreover, with user profiling in place, we can perform adaptation based on the metadata. The details of the approaches are as follows:

1. In the page variants approach, different versions of each page are created using the CMS service (Figure 2). The chosen adaptive strategy [3] selects and presents the most suitable content to the user based on its current context and profile.

2. A page is divided into ≥1 fragment in the fragment variants approach, where each fragment corresponds to a self-contained element such as text, audio, video, paragraph, picture, or presentations. In an IDPT system, these fragments are authored by domain experts. These fragments are selected and presented to the user based on an appropriate adaptive strategy. Currently, most IDPT systems use rule-based adaptation mechanisms to predefined these fragments. However, once these fragments are predefined and labeled correctly, many pages can be automatically generated to cover a correspondingly large number of interaction contexts.

3. As illustrated in Figure 5, in metadata or taxonomy-based adaptation, a task can have several tags. These tags act as a list of controlled vocabulary sets that define several dimensions of a text. For example, a text can provide psychoeducation about different human emotions (sad, happy, angry, disgust, sadness, joy, love, and surprise). These controlled vocabularies can be abstracted to form a taxonomy and ontology related to any particular illness (Figure 7). For example, joy and love indicate positive emotions. Similarly, anger, disgust, sadness, and fear indicate negative emotions. While a user reads a text about disgust, these taxonomies can help recommend other tasks (audio, video, images, or activities) that exhibit similar labels as anger, sadness, or fear as they indicate negative emotions at a higher level. Moreover, emotions are associated with other mental health issues. Learning materials related to emotions for depression cases can also be used in social anxiety cases.

Figure 7. An example scenario of human emotion taxonomy.
Content Presentation Adaptation

Let us assume that a task can be represented by the following modalities: audio, video, slides, and text. Here, we assume that each format preserves the semantic meaning of the original format. An IDPT system can personalize a content format based on user interests (see the Interests section) and goals (see the Goals section). An IDPT system can obtain user interests based on (1) a process mining technique, (2) explicitly asking users, (3) user interaction data, and (4) other data-mining techniques. Process mining can reveal the format of the content that a particular user interacts with the most. If a user spends more time watching videos, the system can present the next video format task. In addition to process mining, user interaction data can reveal the preferred content format for any particular user. These preferences and interests are stored in the user profile and are used for content format adaptation.

Reminders or Alert or Other Notifications Adaptation

Figure 8 illustrates an example of different tasks inside a module in a typical IDPT. As shown in the figure, Task 2 and Task 3 have Task 1 as a dependency. This dependency means that a patient must finish Task 1 before Task 2 and Task 3 are active for them. In addition, to complete Task 1, the patient must fulfill both evaluation criteria E1.1 and E1.2. Once Task 1 is completed, it is marked complete, and Task 2 and Task 3 are active. In addition, the IDPT system schedules an automatic alert or notification for the patient with a personalized message indicating the completion of the task and availability of the next tasks. As shown in Table 2, the process of customized alerts or notifications can be adapted based on the task status. The alert or notification adaptation scenario presented here is an example and can be extended based on other criteria.

![Diagram](https://humanfactors.jmir.org/2022/2/e31029)

Figure 8. An example of different tasks inside a module in an internet-delivered psychological treatment system. Here, the dotted arrow denotes dependencies. For example, Task 2 is dependent on Task 1. Such dependency indicates that a patient cannot start Task 2 before Task 1. Each task has ≥1 evaluation criterion denoted as E.x.

<table>
<thead>
<tr>
<th>Task and evaluation</th>
<th>Completion</th>
<th>Notifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1.1</td>
<td>✓</td>
<td>• Task 1 completion alert</td>
</tr>
<tr>
<td>E1.2</td>
<td>✓</td>
<td>• Task 2 and Task 3 are active</td>
</tr>
</tbody>
</table>

| Task 2              |               |               |
| E2.1                | ✓            | • Task 2 completion alert |
| E2.2                | ✓            | • Task 2 completion alert |

| Task 3              |               |               |
| E3.1                | ✓            | • Task 3 completion alert |
|                     |              | • Task 4, and task 5 are active |

| Task 6              |               |               |
| E6.1                | ✓            | • Task 6 completion alert |
|                     |              | • Module 1 completion SMS text message |

Table 2. An example illustrating alert or notification adaptation.

User-Level Adaptation

As depicted in Figure 5, each task has an evaluation (points) associated with it. Once a user completes the task, the user obtains these points. The sum of the points obtained from each task indicates the overall score for any user. An adaptive system can have a simple adaptive rule to activate or deactivate tasks...
based on their overall score. For example, if we know the total score of $T_{\text{overall}}$ for a user, we can activate or block the availability of the next task for that user. We can use a simple rule engine, such as the following, to activate or deactivate tasks:

\[
T_i \begin{cases} 
T_1, & \text{if } T_{\text{overall}} < 0 \\
T_2, & \text{if } 0 < T_{\text{overall}} < 40 \\
T_3, & \text{if } T_{\text{overall}} \geq 40 
\end{cases}
\]

In the above rules, $T_i$ (T1, T2, and T3) is a list of tasks. In the above example, we assumed that the threshold score for each task could be decided empirically or determined by the therapists who designed the intervention. According to this example, if $T_{\text{overall}}$ is between 0 and 40, we would recommend Task 1 to the patient. Similarly, if $T_{\text{overall}}$ is between 41 and 80, we would recommends Task 2 to the patient.

Software Quality Metrics

Overview

As previously mentioned, we envisioned addressing the challenge of high dropout and low user adherence in the current IDPT system. Therefore, a primary software quality metric based on International Organization for Standardization/International Electrotechnical Commission (ISO/IEC) 25000 [45] is adaptability. Moreover, based on the current IDPT system analysis, recommendations from the literature review, and discussion from domain experts, our secondary software quality attribute requirements include scalability, interoperability, security, reusability, and modifiability. We have adopted the notational convention keywords MUST, MUST NOT, REQUIRED, SHALL, SHALL NOT, SHOULD, SHOULD NOT, RECOMMENDED, MAY, and OPTIONAL in this section to describe these software quality attributes and compliance in the proposed RA. These keywords are to be interpreted as described in Request for Comments (RFC) 2119 [46].

Adaptability

We aimed to adapt interventions according to user needs and requirements to enhance user engagement and increase adherence. To adapt the intervention, we created a detailed user profile. On the basis of these profiles, we adapted the intervention. The discussion section provides several scenarios explaining how the proposed RA fulfils this need.

Scalability

The entire data-driven adaptive system is based on the SOA. The SOA enforces scalability by organizing services into several components that communicate over a network. Each component of the architecture can be updated and evolved in terms of hardware and software, independent of other components. For example, the IDPT intervention system server’s data storage capacity can be increased or decreased without affecting the analytics server.

Interoperability

Our framework supports taxonomic labeling. These are the basics of ontology. On the basis of these taxonomies, we can define several ontology codes such as Systematized Nomenclature of Medicine–Clinical Terms, Logical Observation Identifiers Names and Codes (LOINC), and others. The support for such taxonomies will allow us to gain interoperability. To enforce interoperability, we used Health Level Seven International Fast Healthcare Interoperability Resources (HL7 FHIR) as the underlying communication standard.

Reusability

The proposed RA uses an SOA that supports reusability to a great extent. For example, we can use the authorization server to handle authentication and authorization for several services. We can reuse the interventions for other health care treatments. Similarly, the analytics server was loosely coupled with the RA and can be reused for several different data analysis purposes.

Security

The authorization mechanism must be Transport Layer Security secured [47] and should be improved using the contemporary practices mentioned by the Internet Engineering Task Force [47]. For the prototype, the authorization is incorporated inside the IDPT system but is subject to change as a separate SOA component, similar to the authorization server used [13]. In any case, the authorization should issue short-lived tokens and have a mechanism open to administrators and end users to eliminate tokens in the case of a security conflict.

Modifiability

Modifiability incorporates evolvability, customizability, configurability, and extensibility [13]. The SOA-based architecture facilitates modifiability by allowing the manageable growth of systems [48]. These systems and components are independent of vendors, products, and technologies. This independence makes it easy to manage and modify individual components. For example, the analytics server in the architecture (described in the Discussion section) may update the ML libraries or create an additional service that consumes data and performs business intelligence without affecting other components. Similarly, the authorization server may create a customized interface for managing authorized clients, scopes, and permissions without broadcasting its development complexity, structure and patterns, and technological compliance with other components. However, the constituting components must follow a common standard for data storage and transmission.

Expert Evaluation of the Open-Source Framework

As part of the nonempirical evaluation, we conducted an expert review. A panel of 17 experts (developers and designers) was invited to review the system and its components. We invited experts from the field, all of whom worked in the information technology industry. The review team was presented the RA and an open-source framework. An interview followed the review to determine their reaction toward the open-source framework and its components. We chose full-stack developers (7/17, 41%), front-end developers (3/17, 18%), back-end developers (5/17, 29%), and system architects (2/17, 12%) with >5 years of industrial experience. The evaluation aimed to inspect the open-source framework’s modifiability, extendibility, scalability, security in authentication, reusability, and code readability. The reviewers were asked to rate the evidence of these software qualities in the presented open-source framework.
The results of the expert evaluation are presented in Table 3. As shown in Table 3, experts evaluated the open-source framework as possessing most of the abovementioned capabilities. In addition to these questions, we asked open-ended questions regarding feedback, reviews, and improvements. This feedback and reviews were considered for enhancement of the open-source framework.

### Empirical Evaluation: Case Study

In addition to nonempirical evaluation, we evaluated the framework with a small group of participants for the feasibility study for the attention-deficit/hyperactivity disorder cases in the INTROMAT project. Domain experts created a web-based intervention, and the participants were asked to interact with the intervention. The feasibility study and results are under review for publication as RCTs [49]. The feasibility study results show that the intervention system built on the top of the proposed RA can adapt to interventions, such as reminder or alert adaptation and content adaptation.

### Implication of the RA

One of the essential questions is why the RA is essential. Our literature review revealed a lack of standard documentation, framework, and clinical guidelines on how the IDPT system should be developed [4]. As a result, developers and researchers reinvent their own version of the IDPT system, making it more complicated, less interoperable, and lacking a common foundation. Defining RA is a well-recognized method of addressing these challenges. Martinez et al [50] mentioned that RA increases development speed, reduces operational expenses, and improves software system quality. Similarly, several other studies [6,51] have outlined the benefits of RA as it provides a template solution for a specific domain.

In the health care context, researchers, developers, and industrial partners have published RA. Therefore, one might argue why the proposed RA is better and how it solves the identified problems. To the best of our understanding, no RA has been reported in the psychological domain. Some related, published RAs have been compared in related work (see the Methods section). Furthermore, we provide a detailed architecture of the intervention system, which is part of the RA. The intervention system allows for the creation and design of interventions that can be used in several cases. Hence, both researchers and software developers can use an open-source framework or extend the framework to match their use cases. Angelov et al [52] presented a detailed framework for the analysis and design of RA. To reduce threats to validity, we used this framework [52] to analyze the proposed RA and create the contextual Table 4. We identified two problems in the current IDPT systems: (1) they lack adaptiveness, and (2) they are complex and less interoperable because of the lack of open-source standards. The How We Propose to Increase Adaptivity in IDPT Systems section outlines several scenarios of how the proposed RA addresses adaptiveness. We made both the RA and intervention system an open-source framework to attract researchers and developers to use it rather than reinvent it from scratch.
Table 4. Analysis of the proposed RA\(^a\) with respect to the framework presented by Angelov et al [52].

<table>
<thead>
<tr>
<th>Category and questions</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Context</strong></td>
<td></td>
</tr>
<tr>
<td>Where will it be used?</td>
<td>Health care providers, hospitals, and health clinics that provide digital intervention</td>
</tr>
<tr>
<td>Who defines it?</td>
<td>Collaboration between psychological domain experts, software engineers, IT(^b) industry partners, and HCI(^c) experts</td>
</tr>
<tr>
<td>When is it defined?</td>
<td>With a high prevalence of mental or neurological disorders in Norway and around the world, the INTROMAT(^d) project aims to provide adaptive interventions for people with mental health issues</td>
</tr>
<tr>
<td><strong>Goals</strong></td>
<td></td>
</tr>
<tr>
<td>Why is it defined?</td>
<td>To adapt the intervention to reduce current higher dropouts and increase user adherence</td>
</tr>
<tr>
<td><strong>Design</strong></td>
<td></td>
</tr>
<tr>
<td>What does it describe?</td>
<td>Components that are working together to form a data-driven adaptive system</td>
</tr>
<tr>
<td>How is it represented?</td>
<td>We used a semiformal representation of RA and described each component in detail</td>
</tr>
</tbody>
</table>

\(^a\)RA: reference architecture.  
\(^b\)IT: information technology.  
\(^c\)HCI: human-computer interaction.  
\(^d\)INTROMAT: Introducing Mental Health through Adaptive Technology.

**Future Work**

A promising objective of this open-source framework is to adapt interventions based on user needs and preferences. However, the RA requires continuous evolution and refactoring, and so does our open-source framework for the intervention system. Our immediate future work involves (1) usability and performance evaluation of the CMS for therapists and patients’ UI, (2) evaluation of adaptive strategies and their implications on user adherence using effective RCT methods, (3) maintenance and evaluation of UIs using UI experts, and (4) building and supporting analytics server end points for adaptation. There are several potential research directions for future research with this open-source framework, including the automatic structuring of modules and tasks inside a case; taxonomic or ontology-based adaptation; interoperability; and support for better user interactions, such as adaptive conversational agents.

**Conclusions**

To the best of our knowledge, this is the first study to create an RA and open-source framework for an adaptive IDPT system. The proposed RA uses a user profiling model to adapt and personalize interventions based on user needs. On the basis of the proposed RA, we created an open-source framework for an adaptive IDPT system. We followed the DDD architectural style and Test-Driven Development process to create an open-source framework prototype. We evaluated it using empirical (case study) and nonempirical approaches (SAAM method, expert evaluation, and software quality matrices). This paper presents an initial study, and preliminary evaluation results show that developers and researchers can extend the proposed RA to multiple health care interventions. Our immediate future work will involve extending and evaluating the framework for usability, performance, and other adaptive capabilities.
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