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Abstract

Background: Artificial intelligence (AI) is widely used in various medical fields, including diagnostic radiology as a tool for
greater efficiency, precision, and accuracy. The integration of AI as a radiological diagnostic tool has the potential to mitigate
delays in diagnosis, which could, in turn, impact patients’ prognosis and treatment outcomes. The literature shows conflicting
results regarding patients’ attitudes to AI as a diagnostic tool. To the best of our knowledge, no similar study has been conducted
in Saudi Arabia.

Objective: The objectives of this study are to examine patients’ attitudes toward the use of AI as a tool in diagnostic radiology
at King Khalid University Hospital, Saudi Arabia. Additionally, we sought to explore potential associations between patients’
attitudes and various sociodemographic factors.

Methods: This descriptive-analytical cross-sectional study was conducted in a tertiary care hospital. Data were collected from
patients scheduled for radiological imaging through a validated self-administered questionnaire. The main outcome was to measure
patients’ attitudes to the use of AI in radiology by calculating mean scores of 5 factors, distrust and accountability (factor 1),
procedural knowledge (factor 2), personal interaction and communication (factor 3), efficiency (factor 4), and methods of providing
information to patients (factor 5). Data were analyzed using the student t test, one-way analysis of variance followed by post hoc
and multivariable analysis.

Results: A total of 382 participants (n=273, 71.5% women and n=109, 28.5% men) completed the surveys and were included
in the analysis. The mean age of the respondents was 39.51 (SD 13.26) years. Participants favored physicians over AI for procedural
knowledge, personal interaction, and being informed. However, the participants demonstrated a neutral attitude for distrust and
accountability and for efficiency. Marital status was found to be associated with distrust and accountability, procedural knowledge,
and personal interaction. Associations were also found between self-reported health status and being informed and between the
field of specialization and distrust and accountability.

Conclusions: Patients were keen to understand the work of AI in radiology but favored personal interaction with a radiologist.
Patients were impartial toward AI replacing radiologists and the efficiency of AI, which should be a consideration in future policy
development and integration. Future research involving multicenter studies in different regions of Saudi Arabia is required.
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Introduction

Introduction to Artificial Intelligence
Artificial intelligence (AI) is a branch of computer science
focused on creating systems that mimic human intelligence,
enabling machines to learn, solve problems, and understand
language and visuals. The aim is to develop machines capable
of performing cognitive tasks traditionally associated with
human intelligence. It is anticipated that this revolution in data
science and technology will provide practical advantages in
many areas [1]. AI has many subsets, including algorithmic
machine learning and autonomous decision-making. AI is used
in diverse specialties, including health care [2]. In health care,
AI decreases the workload of health care providers [3] and
improves disease prevention, diagnosis, management, and
treatment; thereby, improving patient outcomes and decreasing
the economic burden [1,2].

Numerous studies have explored the implementation of AI in
diverse aspects of medicine [4-6]. AI-based technologies have
been used in surgery, observation of pulmonary metastasis on
computed tomography scans, diagnosis and evaluation of
diabetic retinopathy, Alzheimer disease, heart arrhythmias,
onychomycosis, vertebral compressions, cerebral aneurysms,
brain neoplasms, assessment of psoriasis, detection of
subarachnoid hemorrhage, and for glioblastoma prognosis after
bevacizumab treatment [5-8]. AI is also expected to show
advancements in differentiating lung diseases and improvements
in breast and skin cancer detection and screening [4,7,9].
However, to integrate AI appropriately, it is crucial to grasp the
viewpoints of various stakeholders, including patients and health
care professionals like students, physicians, and caregivers,
regarding the use of AI in clinical practices.

Implementation of AI in Radiology
Radiology is an important digital data generator. Due to
advancements in technology, increasing rates of diagnostic
procedures among older patients in an aging population, and
improvements in screening programs [1,2], there is a notable
rise in the number of scans to be evaluated and diagnosed.
However, this demand coincides with a lack of trained
radiologists in certain specialties [10]. As a result, radiologists
face an increased workload, leading to marked delays in
diagnosis and reduced interpretation power. Such delays could
affect patients’ prognosis and treatment outcomes [10-12].

Saudi Arabia has prioritized changing this practice to be more
time efficient and improve the health care system, especially
for clinical cases where time is crucial for quick diagnosis and
immediate management (stroke, trauma, and cancer). In
radiology, a surge of evidence has demonstrated the potential
of AI to outperform physicians in some clinical aspects. The
use of AI would decrease the time between patient diagnosis
and administration of treatment. Fewer delays in diagnosis and

treatment can help mitigate legal implications, such as
malpractice cases, where timely and accurate diagnoses
supported by AI can minimize the risk of misdiagnoses or
delayed treatments that may result in patient harm [10].
Consequently, the implementation of AI in radiology became
a heated debate and a subject of discussion in around 800 related
published papers in 2017 [13]. AI developers have increased
efforts to provide trustworthy technologies that aid image
recognition and diagnostic tasks minimizing radiologists’
workloads [12]. AI can achieve faster-customized diagnoses
and recommendations equal to or superior to highly qualified
radiologists for performance [4,7,11,14,15], precision, and
accuracy [8], thus increasing diagnostic reliability [3].

The use of AI also involves ethical, legal, and societal concerns,
which are essential and must be addressed. These involve
protecting autonomy, ensuring transparency and accountability,
and promoting human well-being, safety, and equity. Legal
concerns include adhering to protection laws, establishing
principles for the use of AI in health, and complying with
bioethics regulations [16]. Recognizing these concerns, it is
crucial for developers to engage all stakeholders, especially the
patients that AI intends to serve [11,14,15]. The World Health
Organization [16] states the public should be informed about
the development of AI in health care as it will facilitate their
understanding of data use and allocation and help them voice
their concerns and anticipation of the use of AI technologies.
The public should be encouraged to have further knowledge of
AI technologies to determine those acceptable for use.
Therefore, there is an increasing need to explore patient attitudes
toward using AI in radiology and address social and ethical
considerations.

Patients are important stakeholders in the decision-making
process and understanding their perspective is necessary to
ensure widespread implementation of these technological
advances. By studying patients’ attitudes, we can uncover
potential barriers and facilitators to the integration of AI,
ultimately informing strategies to enhance patient engagement,
trust, and satisfaction. Moreover, exploring patients’viewpoints
adds a crucial dimension to the discourse on AI in health care,
fostering patient-centered approaches and ensuring that AI
implementations align with patients’ needs and preferences
[4,7]. Positive patient attitudes to AI as a diagnostic tool will
indicate readiness and support, whereas a lack thereof will
indicate patient education is necessary. To the best of our
knowledge, no studies have examined patients’attitudes toward
the use of AI in radiology or health care in Saudi Arabia.

This study aimed to investigate the attitudes of patients toward
the use of AI in diagnostic radiology at King Khalid University
Hospital (KKUH) in Riyadh, Saudi Arabia, and to evaluate
potential associations between patients’ attitudes and specific
sociodemographic factors. Our study could influence future
policy making on the integration of AI into health care by
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defining critical points of supervision, it will guide program
development and primary education on a national level, ensuring
AI implementation caters to societal needs.

Methods

Recruitment
This was an analytical cross-sectional study conducted between
July and December 2022 at the tertiary care hospital KKUH,
Riyadh, Saudi Arabia. Eligible participants were outpatients
scheduled for any type of radiological imaging involving any
part of the body, aged ≥18 years old, literate, and able to speak
Arabic or English. Mental health patients were excluded. We
used convenience sampling techniques for ease of recruitment
and cost-effectiveness. Participants were approached for
enrollment in the radiology waiting rooms by 1 of 6
investigators. Participants who voluntarily agreed to participate
and provided their explicit consent were provided a brief
description of the role of AI in diagnostic radiology and asked
to complete a self-administered electronic questionnaire via
Google form in Arabic or English based on their preferences.
Questionnaires were completed by participants from August 9,
2022, to September 1, 2022.

Study Variables
The main outcome of the study was patients’ attitudes to using
AI in radiology at KKUH. Demographic and socioeconomic
data (age, sex, nationality, marital status, education level, place
of residence, family income, employment status, specialty,
self-reported health status, and self-reported prior knowledge
about AI, and experience of diagnostic errors) were collected.

Survey Tools
The questionnaire had 2 sections, sociodemographic data and
attitude toward AI in radiology. The first section had participant
characteristics, including age, sex, nationality, marital status,
education level, place of residence, family income, employment
status, and field of specialization, and additional information
such as self-reported health status, self-reported prior knowledge
about AI, and experience of diagnostic errors.

The second section measured attitudes toward AI in radiology
using a validated questionnaire (Multimedia Appendix 1)
developed by Ongena et al [17]. It is a 39-item tool that
calculates the average score of 5 dimensions, which are distrust
and accountability (15 items), procedural knowledge (8 items),
personal interaction (7 items) and communication, efficiency
(5 items), and ways patients are informed of their imaging results
and prognosis (4 items). Respondents assessed each item on a
5-point Likert scale ranging from “Strongly Disagree” to
“Strongly Agree.” The mean of statements within each factor
was then calculated. Subsequently, the scores for the 5 factors
were categorized into levels of attitude: “Strongly Negative
Attitude” (1.00-1.80), “Moderately Negative Attitude”
(1.81-2.60), “Neutral Attitude” (2.61-3.40), “Moderately
Positive Attitude” (3.41-4.20), and “Strongly Positive Attitude”
(4.21-5.00), using criteria corresponding to the Likert scale
values. The higher scores indicate being more negative toward
the use of AI in radiology.

The tool was originally developed in English and conceptually
translated into Arabic by a certified translator whose first
language is Arabic and who is fluent in English. A panel of 12
experts (radiologists, public health consultants, epidemiologists,
and family and community medicine consultants) reviewed the
Arabic version of the questionnaire and compared it with the
original English version. The panel provided several suggestions
for improving the translation. A pilot study was conducted and
responses from the pilot study were excluded from the analysis.

Statistical Analysis
Based on previous reports of a 1.10 difference between
participants’attitudes toward AI [17], the minimum sample size
consisted of 384 participants in total and had more than 80%
power (α=.05) to detect small differences between participants.
Ten percent was added to account for nonresponses, yielding a
total sample size of 423 participants.

Data were analyzed using the SPSS (version 27; IBM Corp).
Descriptive statistics (frequencies, percentages, means, and
SDs) were used to describe the categorical and quantitative
variables. The hypothesis testing was 1-tailed. Associations
were determined between the patients’ attitudes to using AI in
radiology and demographic and socioeconomic data (such as
age, sex, nationality, marital status, and education level) through
a bivariate analysis using the student t test for independent
samples or a one-way analysis of variance followed by post hoc
analysis to test for quantitative outcome variables to compare
the mean values in relation to the categorical study variables,
which have 2 and >2 options, respectively. Common
confounders, such as sociodemographic factors, were analyzed
either via student t test or ANOVA as appropriate. The Pearson
correlation coefficient was used to determine the association
between continuous quantitative study variables (age) and the
outcome variables.

Multivariable Analysis
Multivariable regression models examined whether any
associations between the sociodemographic variables and
common confounders and quantitative outcome variables were
retained after controlling for selected covariates.
Sociodemographic variables that were found statistically
significant (or approaching significance level) in bivariate
analysis were entered as predictors in the multivariable
regression model. Four regression models were built (factors
1, 2, and 5, overall score). Factors 3 and 4 only had one
significant (or approaching significance) predictor, therefore
multivariable analysis was not warranted. Categorical predictors
were included with the most suitable category being chosen as
the reference category. For each regression model, we reported
the overall model fit, significance of each predictor (omnibus
ANOVA), regression coefficients (including 95% CI and
standardized estimate), and checked for multicollinearity
assumption (variance inflation factor values). Variance inflation
factor values <5 indicate no presence of multicollinearity.

A level of significance of 0.05 was used for all inferential
analyses. The 95% CI was reported where applicable. P values
were reported for inferential tests, with P<.05 interpreted as
statistically significant. Missing data such as occupation and
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social status were collected from patients’ files through the
electronic system for integrated health information (e-SIHI).
Invalid entries were excluded from the analysis, such as patients
who had nondiagnostic radiological imaging or those who were
not waiting for a radiology appointment regarding their own
health.

Ethical Considerations
The study was approved by the Institutional Review Board of
the College of Medicine at King Saud University on July 24,
2022 (research project number E-22-6966). All participants
were verbally informed and were given sufficient time to read
the consent form and give written consent before enrollment
(Multimedia Appendix 1). Participation was voluntary, and
subjects retained the autonomy to withdraw from the study at
any point without incurring any adverse consequences.

Results

Descriptive Statistics
There were 382 completed surveys with a nonresponse rate of
≈11%. Participants were 18-86 years old (mean 39.51, SD 13.26
years), 273 (71.5%) women and 109 (28.5%) men, 281 (73.6%)
were married, and 293 (76.7%) were college-educated
individuals. There were 180 (47.1%) employed participants and
131 (34.3%) of participants had a monthly household income
of US $ 2666-5331. The participants’ detailed demographic
information is in Table 1.

The participants were scheduled for ultrasound imaging
(209/382, 54.7%), magnetic resonance imaging (46/382, 12%),

x-rays (43/382, 11.3%), computed tomography scans (40/382,
10.5%), mammograms (20/382, 5.2%), echocardiography
(18/382, 4.7%), and angiography (6/382, 1.6%). Some
participants (8.6%) had previously experienced diagnostic
medical errors (Table S1, Multimedia Appendix 2). Most
respondents evaluated their prior knowledge of AI as average
(36.1%) or very good (27.7%; Table S2, Multimedia Appendix
2). The top 3 sources of their AI information were internet
sources (80.4%), social media (66.2%), and friends and peers
(42.7%; Table S3, Multimedia Appendix 2).

Table 2 presents the average scores for patients’attitudes toward
AI in radiology per statement and factor. Participants were
neutral in their trust of AI taking over radiologists’ diagnostic
interpretation tasks for accuracy, communication, and
confidentiality, 3.16 was the average score for factor 1 (distrust
and accountability). The average score for factor 2 (procedural
knowledge) was 4.08, signifying that patients are interested in
understanding how radiological images are obtained, interpreted,
and disseminated. The average score for factor 3 (personal
interaction) was 4.06, indicating that patients favored personal
interaction with a radiologist over AI-based communication.
The average score for factor 4 (efficiency) was 2.89, suggesting
patients were ambiguous about AI improving the diagnostic
procedure. Factor 5 (being informed) had an average score of
3.65, showing patients favor obtaining full disclosure of their
medical findings and predictions of any future diseases they
might develop, in addition to full-body scans performed by AI
rather than scans of selected parts of the body.
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Table 1. Sociodemographic and health characteristics of the participants (N=382).

Values, n (%)Characteristics

Age group (years)

8 (2.1)18-19

78 (20.4)20-29

143 (37.4)30-39

68 (17.8)40-49

85 (22.3)≥50

Sex

109 (28.5)Male

273 (71.5)Female

Nationality

355 (92.9)Saudi

27 (7.1)Non-Saudi

Residence

342 (89.5)Riyadh region

40 (10.5)Outside Riyadh region

Education

3 (0.8)No formal education

3 (0.8)Literacy school

10 (2.6)Elementary education

13 (3.4)Intermediate education

60 (15.7)Secondary education

293 (76.7)College (Diploma, Bachelor, Master, or PhD)

Field of specialization (n=376)

49 (12.8)Health sciences

41 (10.7)Scientific field

139 (36.4)Humanities

26 (6.8)Technology and computer science

73 (19.1)Administrative field

3 (0.8)Other

45 (11.8)None

Employment status

41 (10.7)Student

180 (47.1)Employed

39 (10.2)Unemployed

41 (10.7)Retired

81 (21.2)Housewife

Marital status

281 (73.6)Married

73 (19.1)Unmarried

28 (7.3)Divorced or widowed

Monthly household income ( US $ )

84 (22)≤1333

JMIR Hum Factors 2024 | vol. 11 | e53108 | p. 5https://humanfactors.jmir.org/2024/1/e53108
(page number not for citation purposes)

Baghdadi et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Values, n (%)Characteristics

121 (31.7)1333-2665

131 (34.3)2666-5331

26 (6.8)5332-7997

20 (5.2)>7997

Self-reported health status

122 (31.9)Excellent

159 (41.6)Very good

89 (23.3)Average

10 (2.6)Fair

2 (0.5)Poor
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Table 2. Results of the 39 questionnaire statements that provide scores for 5 factors.

Score, meana (SD)Items

3.16 (0.59)Factor 1 (distrust and accountability)

3.19 (1.04)1. A computer can never compete against the experience of a specialized doctor (radiologist)

3.30 (0.99)2. Through human experience, a radiologist can detect more than the computer

3.52 (0.97)3. Humans have a better overview than computers on what happens in my body

3.31 (1.12)4. It worries me when computers analyze scans without interference of humans

2.88 (1.11)5. I wonder how it is possible that a computer can give me the results of a scan

2.83 (1.18)6. Artificial intelligence makes doctors lazy

2.70 (1.04)7. Humans and artificial intelligence can complement each other

2.98 (1.12)8. I think replacement of doctors by artificial intelligence will happen in the far future

3.30 (1.08)9. I would never blindly trust a computer

3.56 (1.10)10. Artificial intelligence can only be implemented to check human judgment

3.50 (1.13)11. I find it worrisome that a computer does not take feelings into account

3.19 (1.02)12. It is unclear to me how computers will be used in evaluating scans

3.31 (1.15)13. Even if computers are better in evaluating scans, I still prefer a doctor

3.01 (1.16)14. When artificial intelligence is used, my personal data may fall into the wrong hands

2.77 (0.98)15. Artificial intelligence may prevent errorsb

4.08 (0.71)Factor 2 (procedural knowledge)

4.16 (0.83)1. I find it important to have a good understanding of the results of a scan

4.17 (0.84)2. I find it important to be able to ask questions personally about the results of a scan

4.19 (0.87)3. I find it important to talk with someone about the results of a scan

4.18 (0.88)4. I find it important that a scan provides as much information about my body as possible

4.13 (0.85)5. I find it important to get the results of a scan as fast as possible

4.11 (0.92)6. I find it important to ask questions on the reliability of the results

4.02 (0.94)7. I find it important to be well informed about how a scan is made

3.68 (0.99)8. I find it important to read how radiologists work before I get a scan

4.06 (0.71)Factor 3 (personal interaction)

4.16 (0.91)1. When discussing the results of a scan, humans are indispensable

3.96 (0.93)2. Getting the results involves personal contact

4.14 (0.87)3. As a patient, I want to be treated as a person, not as a number

3.69 (1.12)4. When a computer gives the result, I would miss the explanation

4.18 (0.85)5. I find it important to ask questions when getting the result

4.13 (0.92)6. Even when computers are used to evaluate scans, humans always remain responsible

4.17 (0.94)7. Humans and artificial intelligence can complement each other

2.89 (0.46)Factor 4 (efficiency)

3.08 (1.04)1. As far as I am concerned, artificial intelligence can replace doctors in evaluating scansb

3.50 (1.01)2. The sooner I get the results, even when this is from a computer, the more I am at ease

2.61 (1.07)3. Because of the use of artificial intelligence, fewer doctors and radiologists are requiredb

2.30 (0.95)4. Evaluating scans with artificial intelligence will reduce health care waiting timesb

2.95 (0.93)5. In my opinion, humans make more errors than computersb

3.65 (0.62)Factor 5 (being informed)

3.56 (1.07)1. If it does not matter in costs, a computer should always make a full-body scan instead of looking at specific body parts
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Score, meana (SD)Items

3.53 (0.98)2. If a computer would give the results, I would not feel emotional support

3.48 (1.05)3. A computer should only look at body parts that were selected by my doctor

4.02 (0.97)4. When a computer can predict that I will get a disease in the future, I want to know that no matter what

aThe mean score of statements measured on a 5-point scale (strongly disagree-strongly agree). For all factors, higher scores indicate being more negative
toward the use of artificial intelligence in radiology.
bItems marked are recoded to measure in the same direction.

Associations
The associations of factors with participant characteristics are
presented in Table 3. Factor 1 was significantly associated with
the participants’ study specialization, the level of distrust in AI
was lower among individuals in the administrative field (2.88,
SD 0.62) compared with those specializing in humanities (3.20,
SD 0.58; P=.003), health sciences (3.28, SD 0.63; P=.005), and
those with no specialty (3.36, SD 0.61; P<.001). Factor 1 was
significantly related to employment status (F4,377=2.74, P=.03)
and self-reported health status (F3,378=2.88, P=.04). However,
post hoc analysis did not reveal a significant difference between
employment status and the self-reported health status subgroups.

With regard to self-reported health status, a statistically
significant difference was noted in the mean scores of factor 5.
Participants who reported an excellent health status (3.50, SD
0.62) had significantly lower scores for factor 5 than those who
evaluated their health status as average (3.74, SD 0.70, P=.03)
or fair/poor (4.17, SD 0.59; P=.002).

Factors 1, 2, and 3 showed a statistically significant association
with marital status on univariate analysis; divorced and widowed
individuals showed a higher level of distrust of AI in radiology
(factor 1, 3.46, SD 0.72), a higher need for active engagement
(factor 2, 4.42, SD 0.50), and a higher appreciation for personal
interaction (factor 3, 4.40, SD 0.55) when compared with
married individuals (factor 1, 3.15, SD 0.57, P=.02; factor 2,
4.04, SD 0.75, P=.02; factor 3, 4.02, SD 0.74, P=.02). Divorced
or widowed individuals had a higher level of distrust of AI in
radiology than unmarried participants (factor 1, 3.08, SD 0.59,
P=.01).

On univariate analysis, factor 1 was weakly positively associated
with age (r=0.124, P=.02; Figure 1). When participants were
categorized into different age groups, no significant differences
were observed. None of the factors showed statistically
significant associations with sex, nationality, residence,
education level, income, or self-reported knowledge about AI.
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Table 3. Comparison of mean scores of the 5 factors in relation to sociodemographic and health characteristics of the participants.

Factor 5Factor 4Factor 3Factor 2Factor 1Variable

Age group (years), mean (SD)

3.72 (0.45)2.83 (0.55)4.29 (0.58)4.05 (0.45)3.09 (0.56)18-19

3.66 (0.64)2.82 (0.45)4.11 (0.62)4.14 (0.74)2.98 (0.39)20-29

3.60 (0.61)2.90 (0.49)4.06 (0.72)4.11 (0.71)3.16 (0.56)30-39

3.66 (0.62)2.91 (0.46)4.00 (0.77)4.01 (0.66)3.14 (0.65)40-49

3.71 (0.66)2.90 (0.40)4.05 (0.73)4.04 (0.77)3.25 (0.65)≥50

0.5080.5150.4020.4850.966F test (age group; 4, 377)

.73.73.81.75.43P value (age group)

Marital status, mean (SD)

3.72 (0.56)2.88 (0.46)4.07 (0.58)4.13 (0.60)3.08 (0.59)bUnmarried

3.61 (0.63)2.89 (0.46)4.02 (0.74)b4.04 (0.75)b3.15 (0.57)bMarried

3.86 (0.71)2.88 (0.46)4.40 (0.55)b4.42 (0.50)b3.46 (0.72)bDivorced or widowed

2.5140.0043.5923.9184.449F test (marital status; 2, 379)

.08.99.03a.02a.01aP value (marital status)

Education, mean (SD)

4.25 (0.66)3.00 (0.40)4.71 (0.25)4.29 (0.40)3.24 (0.71)No formal education

4.25 (0.90)2.80 (0.20)4.33 (0.50)4.54 (0.29)3.87 (0.71)Literacy school

3.83 (0.69)2.92 (0.51)3.89 (1.14)3.88 (1.28)3.45 (0.79)Elementary education

3.71 (0.92)2.85 (0.52)3.91 (0.92)3.85 (0.83)3.24 (0.77)Intermediate education

3.55 (0.72)3.03 (0.49)4.00 (0.85)3.96 (0.82)3.16 (0.62)Secondary education

3.65 (0.58)2.86 (0.45)4.08 (0.65)4.12 (0.66)3.14 (0.57)College

1.6431.5160.9731.2701.482F test (education; 5, 376)

.15.18.43.28.20P value (education)

Field of specialization, mean (SD)

3.60 (0.62)2.88 (0.46)4.07 (0.69)4.10 (0.74)3.20 (0.58)bHumanities

3.68 (0.57)2.86 (0.51)4.12 (0.59)4.19 (0.65)3.28 (0.63)bHealth sciences

3.79 (0.57)2.86 (0.42)4.19 (0.62)4.18 (0.57)3.06 (0.47)Scientific field

3.78 (0.59)2.66 (0.41)4.14 (0.70)4.14 (0.58)3.21 (0.44)Technology and computer science

3.57 (0.59)2.99 (0.44)3.96 (0.75)4.03 (0.71)2.88 (0.62)bAdministrative

4.00 (0.50)2.80 (0.35)4.52 (0.50)4.33 (0.58)3.51 (0.17)Other

3.70 (0.81)2.92 (0.47)3.94 (0.87)3.92 (0.89)3.36 (0.61)cNone

1.0771.7301.0060.8654.563F test (field of specialization; 6, 369)

.38.11.42.52<.001aP value (field of specialization)

Employment status, mean (SD)

3.65 (0.68)2.96 (0.51)3.97 (0.64)4.01 (0.71)3.01 (0.51)Student

3.63 (0.63)2.88 (0.50)4.06 (0.73)4.12 (0.68)3.12 (0.60)Employed

3.72 (0.49)2.86 (0.41)4.18 (0.59)4.26 (0.60)3.07 (0.61)Unemployed

3.73 (0.53)2.92 (0.34)4.05 (0.64)4.02 (0.68)3.31 (0.53)Retired

3.61 (0.68)2.87 (0.43)4.06 (0.77)3.97 (0.85)3.29 (0.62)Housewife

0.4080.3650.4321.4632.740F test (employment status; 4, 377)
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Factor 5Factor 4Factor 3Factor 2Factor 1Variable

.80.83.79.21.03aP value (employment status)

Self-reported health status, mean (SD)

3.50 (0.62)b2.96 (0.49)3.96 (0.84)4.03 (0.82)3.05 (0.52)Excellent

3.67 (0.55)2.84 (0.43)4.10 (0.61)4.11 (0.61)3.20 (0.57)Very good

3.74 (0.70)b2.87 (0.48)4.09 (0.67)4.06 (0.74)3.20 (0.65)Average

4.17 (0.59)b2.88 (0.34)4.32 (0.73)4.36 (0.68)3.46 (0.90)Fair/poord

6.0421.5171.5200.9482.878F test (self-reported health status; 3, 378)

<.001a.21.21.42.04aP value (self-reported health status)

Self-reported AI knowledge, mean (SD)

3.66 (0.74)2.90 (0.55)4.10 (0.82)4.16 (0.82)3.13 (0.66)Excellent

3.60 (0.58)2.85 (0.48)4.06 (0.66)4.07 (0.64)3.09 (0.52)Very good

3.64 (0.63)2.89 (0.47)4.09 (0.69)4.10 (0.68)3.18 (0.60)Average

3.64 (0.61)2.92 (0.35)3.95 (0.72)3.99 (0.79)3.20 (0.56)Fair

3.83 (0.56)2.89 (0.36)4.07 (0.75)4.08 (0.81)3.24 (0.73)Poor

0.8680.2400.4560.4220.714F test (self-reported AI knowledge; 4, 377)

.48.92.77.79.58P value (eslf-reported AI knowledge)

Monthly household income US$, mean (SD)

3.64 (0.76)2.93 (0.45)3.97 (0.78)4.03 (0.80)3.21 (0.59)≤1,333

3.60 (0.58)2.93 (0.46)4.02 (0.68)4.02 (0.72)3.12 (0.60)1,333-2,665

3.66 (0.61)2.84 (0.43)4.10 (0.73)4.11 (0.69)3.16 (0.61)2,666-5,331

3.71 (0.51)2.74 (0.55)4.25 (0.59)4.23 (0.63)3.12 (0.59)5,332-7,997

3.80 (0.48)2.90 (0.57)4.17 (0.56)4.24 (0.48)3.19 (0.51)>7,997

0.5711.5001.1190.8830.301F test (monthly household income; 6, 369)

.68.20.35.47.88P value (monthly household income)

Sex, mean (SD)

3.65 (0.63)2.90 (0.48)3.99 (0.74)4.00 (0.76)3.09 (0.59)Male

3.65 (0.62)2.88 (0.45)4.09 (0.69)4.11 (0.70)3.18 (0.60)Female

0.4080.3650.4321.463–1.310t value (sex; 380)

.80.83.79.21.19P value (sex)

–0.142 to 0.136–0.089 to 0.116–0.261 to 0.054–0.271 to 0.047–0.220 to 0.04495% CI (sex)

Nationality, mean (SD)

3.64 (0.63)2.89 (0.47)4.06 (0.72)4.07 (0.72)3.14 (0.59)Saudi

3.71 (0.57)2.86 (0.38)4.11 (0.54)4.23 (0.62)3.33 (0.68)Non-Saudi

–0.5510.312–0.341–1.099–1.528t value (nationality; 380)

.58.76.73.27.13P value (nationality)

–0.314 to 0.176–0.152 to 0.209–0.326 to 0.230–0.437 to 0.124–0.414 to 0.05295% CI (nationality)

Residence, mean (SD)

3.65 (0.61)2.89 (0.45)4.06 (0.70)4.10 (0.68)3.16 (0.57)Riyadh region

3.62 (0.75)2.83 (0.54)4.11 (0.79)3.89 (0.93)3.15 (0.79)Outside Riyadh region

0.3260.812–0.4361.8160.096t value (residence; 380)

.74.42.66.07.92P value (residence)
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Factor 5Factor 4Factor 3Factor 2Factor 1Variable

–0.171 to 0.239–0.089 to 0.213–0.284 to 0.181–0.018 to 0.450–0.183 to 0.20895% CI (residence)

aA significant difference between means within a variable.
bGroups with a significant mean difference at the .05 level.
cGroups with a significant mean difference at the 0.001 level.
d“fair” and “poor” categories were combined for analysis purposes.

Figure 1. Pearson correlation between the ages of participants and factor 1 (distrust and accountability).

Regression Models
Overall, model 1 (factor 1, distrust and accountability) was
statistically significant (F15,356=3.48, P<.001) with a coefficient

of determination (R2) of 0.128. The model explains a 12.8%
variability in factor 1 scores. Out of 5 predictors (age, marital
status, field of specialization, employment, and self-reported
health status), only marital status and field of specialization
were statistically significant (P=.04 and P<.001, respectively).
Controlling for other factors in the model, participants who
specialized in scientific and administrative fields still showed
lower levels of distrust compared with those with no specialty;
the scores were 0.27 lower (P=.047) and 0.44 lower (P<.001)
than that of no-specialty participants, respectively. Divorced or
widowed participants also showed higher scores when compared
with married participants by 0.29 (P=.01), controlling for other
factors in the model (Table 4).

Overall, model 2 (factor 2, procedural knowledge) was
statistically significant (F3,378=3.41, P=.02) with a coefficient

of determination (R2) of 0.026. The model explains only 2.6%
variability in factor 2 scores. Out of 2 predictors (marital status
and living region), only marital status was statistically significant
(P=.03). Divorced or widowed participants showed factor 2
scores 0.36 higher compared with married participants (P=.01),
controlling for living region (Table 4).

Overall, model 3 (factor 5, being informed) was statistically
significant (F6,374=3.99, P<.001) with a coefficient of

determination (R2) of 0.060. The model explains only 6.0%
variability in factor 5 scores. Out of 3 predictors (age, marital
status, and self-reported health status), only self-reported health
status was statistically significant (P=.004).

Compared with excellent health status, participants with very
good, average, fair/poor health status reported significantly
higher factor 5 scores by 0.17 (P=.02), 0.23 (P=.01), and 0.58
(P=.002) respectively, controlling for age and marital status
(Table 4).

Overall, model 4 (overall score) was statistically significant

(F10,362=3.22, P<.001) with a coefficient of determination (R2)
of 0.082. The model explains 8.2% variability in the overall
scores. Out of 3 predictors (marital status, field of specialization,
and self-reported health status, only marital status and health
status remained statistically significant (P=.004 and P=.02
respectively). Divorced or widowed participants reported overall
scores 0.28 higher compared with married participants (P<.001),
controlling for field of specialization and self-reported health
status. Compared with excellent health status, participants with
very good, average, fair/poor health status reported significantly
higher overall scores by 0.13 (P=.01), 0.12 (P=.04), and 0.29
(P=.02) respectively, controlling for field of specialization and
marital status (Table 4).
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Table 4. Multivariable models of mean scores of factors 1, 2, and 5 and overall score.

Model 4 (DV:
Overall score)

Model 3 (DV: Factor 5
score [Being informed])

Model 2 (DV: Factor 2 score
[Procedural knowledge])

Model 1 (DVa: Factor 1 score
[Distrust and accountability])

Model fit

3.22 (10, 362)3.99 (6, 374)3.41 (3, 378)3.48 (15, 356)F test (df)

<.001<.001.02<.001P value

0.0820.060—b0.128R 2

Age (years)

—0.003 (–0.002 to 0.01)—0.001 (–0.01 to 0.01)RCc (95% CI)

—.27—.87P value

——0.026—R 2

Marital status (refd: married)

RC ( 95% CI )

0.02 (–0.09 to
0.13)

0.16 (–0.02 to 0.34)0.08 (–0.10 to 0.27)0.05 (–0.13 to 0.23)Unmarried

0.28f (0.11 to
0.45)

0.19 (–0.05 to 0.43)0.36e (0.08 to 0.64)0.29e (0.06 to 0.53)Divorced/widowed

.004.08.03.04P value

Specialty (ref: none)

RC ( 95% CI )

0.02 (–0.12 to
0.16)

——–0.12 (–0.33 to 0.09)Humanities

0.10 (–0.07 to
0.27)

——0.03 (–0.23 to 0.30)Health sciences

0.02 (–0.16 to
0.19)

——–0.27e (–0.52 to –0.004)Scientific field

0.06 (–0.14 to
0.26)

——–0.03 (–0.33 to 0.26)Technology and Computer sci-
ence

–0.12 (–0.28 to
0.03)

——–0.44f (–0.68 to –0.20)Administrative field

———<.001P value

Employment (ref: unemployed)

RC ( 95% CI )

———–0.07 (–0.35 to 0.20)Student

———0.11 (–0.11 to 0.32)Employed

———0.28 (–0.05 to 0.61)Retired

———0.16 (–0.08 to 0.40)Housewife

———.28P value

Region (ref: outside Riyadh)

RC ( 95% CI )

——0.18 (–0.05 to 0.42)—Riyadh region

——.13—P value

Health status (ref: excellent)

RC ( 95% CI )

0.13e (0.03 to
0.23)

0.17e (0.02 to 0.32)—0.14 (–0.0004 to 0.28)Very good
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Model 4 (DV:
Overall score)

Model 3 (DV: Factor 5
score [Being informed])

Model 2 (DV: Factor 2 score
[Procedural knowledge])

Model 1 (DVa: Factor 1 score
[Distrust and accountability])

0.12e (0.01 to
0.24)

0.23e (0.05 to 0.40)—0.13 (–0.04 to 0.29)Average

0.29e (0.04 to
0.53)

0.58g (0.21 to 0.96)—0.28 (–0.07 to 0.64)Fair/poor

.02.004—.16P value

aDV: dependent variable.
bNot applicable.
cRC: regression coefficient.
dref: reference category.
eP<.05.
fP<.001.
gP<.01.

Discussion

Principal Findings
To the best of our knowledge, this is the first study in Saudi
Arabia to examine the attitudes to AI as a diagnostic tool from
the patient’s perspective. In this cross-sectional study with 382
participants, patients in the radiology waiting rooms at KKUH
had a moderately positive attitude toward the use of AI as a
diagnostic tool in radiology. This was similar to our hypothesis
with reference to Jutzi et al [8] and Young et al [18] and contrary
to Ongena et al [17] and Lennartz et al [4].

Regarding factor 1 (distrust and accountability), even though
patients were neutral in their trust of AI taking over radiologists’
diagnostic interpretation tasks; they believe that AI might
enhance the accuracy of radiological diagnosis. This finding is
similar to the conclusion by Jutzi et al [8], Young et al [18],
and Lennartz et al [4] that AI is perceived to enhance the
accuracy of radiological diagnosis and uses the latest in
diagnostic procedures. As we had hypothesized that patients
would show a positive attitude toward perceiving the knowledge
behind radiological diagnosis and personal interaction with
average scores of around 4.5 and 4.4, respectively; and in line
with previous studies [4,17,18], we found that patients were
interested in understanding how radiological images are
obtained, interpreted, and disseminated, they favored personal
interaction with a radiologist over AI-based communication,
were ambiguous about AI improving the diagnostic procedure,
and favored obtaining full disclosure of their medical findings
and predictions of future diseases they might develop, in
addition to full-body scans performed by AI rather than scans
of selected body parts.

With regards to the associations between age and patients’
attitudes toward AI as a diagnostic tool, our study showed a
weak positive association between age and factor 1 (distrust
and accountability) on univariate analysis although multivariable
analysis showed no statistical significance. Ongena et al [17]
indicated that age was weakly positively associated with factor
2 (procedural knowledge) and weakly negatively associated
with factor 4 (efficiency). Young et al [18] reported that younger
university students had more positive attitudes toward AI as a

diagnostic tool and aimed to use AI as a diagnostic tool in
radiology. Contrary to the findings of Young et al [18], who
reported that males were more accepting of AI as a radiological
diagnostic tool and Jutzi et al [8] who reported female
participants had a more positive attitude toward the use of AI
in radiology than males, our study and that of Ongena et al [17]
showed no significant associations between sex and the factors
determining attitudes to AI as a diagnostic tool in radiology.

While Ongena et al [17] observed an increase in trust in
AI-based technologies with higher levels of education, our study
found no significant association between education levels and
patients’ attitudes toward AI use in radiology. Nevertheless,
our results align with the findings by Jutzi et al [8]; the similarity
in educational backgrounds, with a notable percentage of
participants in both studies holding undergraduate or
postgraduate degrees (121 participants, 40.6% in Jutzi et al [8]
and 293 participants, 76% in our study), coupled with a
middle-aged demographic, suggests a potential wariness towards
AI. This wariness may stem from concerns about privacy
invasion, or limited digital skills and financial resources required
for technology use [19].

The field of specialization showed a statistically significant
association (P<.001) with patients’ trust in the use of AI in
radiology. Participants in scientific and administrative fields
reported lower levels of distrust in AI compared with
participants with no specialty (P<.001). People who are well
educated in a certain subject tend to build more trust in it. Thus,
AI experts showed greater confidence and positivity in their
views about AI implementation in medicine and health care
when compared with the general public in the United States
[20]. These results might be due to their previous exposure to
AI for work or study, which facilitated the intention to use it in
health care.

Participants who reported excellent health status have also
expressed a higher need to obtain full disclosure and be informed
by the AI diagnostic tool about their overall health status when
compared with participants who reported their health status as
average or fair/poor (P<.05). This was consistent with Lennartz
et al [4], who reported that patients with severe disease had a
negative attitude toward the use of AI in diagnosis. However,
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Jutzi et al [8] observed that patients with melanomas were more
likely to accept the AI diagnosis than healthy people.

Although the relationship between prior knowledge of AI and
patients’ attitudes toward the use of AI in radiology is the most
influential determinant of its acceptance in radiological diagnosis
[4], such a relationship was not statistically significant (P>.05)
in our study. This could be a result of our participants’ age and
level of education, which made them less interested in AI and
learning about it [19].

Divorced or widowed participants had a higher level of distrust
of AI use in radiology and expressed a greater need for active
engagement when compared with married participants. This
could be due to the minimal health assistance they receive from
family members in their household. Without the support of a
partner, they carry a heavier burden of disease and could be
unaware of the minor health-related details that are usually
picked up by a partner [21]. Divorced patients are more prone
to illness anxiety disorders, including hypochondriasis [22,23].

According to the World Health Organization, efficient
implementation of AI requires a good interpretation of the
patient’s attitudes toward the use of AI in medicine in order to
build their trust. One of the objectives of this study is to
understand patients’perspectives on these technologies to ensure
their widespread implementation. This research may aid in
adding insight into future integration policies and ensuring the
suitability of AI programs to meet societal needs. The strength
of this study is that we recruited participants from a large
specialized referral hospital in Riyadh. Thus, the population of
this study had different health statuses and needed different
scans. We also considered sociodemographic differences and
social determinants of health.

Limitations
This study is subject to certain limitations, notably selection
bias introduced by the convenience sampling method and
potential variability in participants’ comprehension of the topic.

The selection of waiting rooms for our convenience sampling
approach might be influenced by several factors, including the
frequency of x-ray and magnetic resonance imaging
examinations performed in each facility, weighting time as well
as the availability of waiting areas conducive to survey
administration. While x-ray examinations are indeed more
commonly performed procedures, our higher percentage of
participants waiting for magnetic resonance imaging scans (or
longer waiting time) may be attributed to the specific scheduling
patterns and patient volumes observed during the data collection
period. Additionally, variations in appointment scheduling and
patient flow within different departments or clinics may have
influenced the distribution of participants across waiting areas.
Future research in this field should include a multicenter study
population and studies that examine the predictors of distrust
among patients in different hospitals, as well as identify useful
methods for addressing the lack of knowledge and
misconceptions that few patients hold with regard to AI.

Conclusions
In conclusion, patients were keen to understand the work of AI
in radiology but favored personal interaction with a radiologist.
If an AI system was implemented, patients would prefer
full-body scans and full disclosure of medical findings. Patients
were impartial toward AI replacing radiologists and the
efficiency of AI. This preference expressed by patients for AI
could have implications for clinicians and policymakers.
Clinicians may consider incorporating these preferences into
the design and implementation of AI systems in radiology,
ensuring that the technology aligns with patient preferences for
imaging procedures and information disclosure. Policymakers,
on the other hand, may use this feedback to inform regulations
and guidelines surrounding the use of AI in health care,
emphasizing patient-centric approaches and ethical
considerations in the integration of AI technologies. Therefore,
our findings provide insight for future integration policies and
help adapt AI to societal needs.

Acknowledgments
The authors convey special thanks for the support of the College of Medicine Research Center, Deanship of Scientific Research,
King Saud University Riyadh, Saudi Arabia. The authors express our gratitude to Yfke P Ongena, Marieke Haan, Derya Yakar,
and Thomas C Kwee for their contributions in providing the standardized questionnaire used in this study.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Questionnaire and consent - English.
[PDF File (Adobe PDF File), 90 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Supplementary results' tables.
[PDF File (Adobe PDF File), 90 KB-Multimedia Appendix 2]

References

JMIR Hum Factors 2024 | vol. 11 | e53108 | p. 14https://humanfactors.jmir.org/2024/1/e53108
(page number not for citation purposes)

Baghdadi et alJMIR HUMAN FACTORS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=humanfactors_v11i1e53108_app1.pdf&filename=7f27ea69d62c1b875f5d41746988dc7e.pdf
https://jmir.org/api/download?alt_name=humanfactors_v11i1e53108_app1.pdf&filename=7f27ea69d62c1b875f5d41746988dc7e.pdf
https://jmir.org/api/download?alt_name=humanfactors_v11i1e53108_app2.pdf&filename=5da8a1c7f3aacf3e95f4168b50c3fd3e.pdf
https://jmir.org/api/download?alt_name=humanfactors_v11i1e53108_app2.pdf&filename=5da8a1c7f3aacf3e95f4168b50c3fd3e.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


1. Panch T, Szolovits P, Atun R. Artificial intelligence, machine learning and health systems. J Glob Health. 2018;8(2):020303.
[FREE Full text] [doi: 10.7189/jogh.08.020303] [Medline: 30405904]

2. López-Robles JR, Otegi-Olaso JR, Porto Gómez I, Cobo MJ. 30 years of intelligence models in management and business:
a bibliometric review. Int J Inf Manage. 2019;48(C):22-38. [FREE Full text] [doi: 10.1016/j.ijinfomgt.2019.01.013]

3. Alelyani M, Alamri S, Alqahtani MS, Musa A, Almater H, Alqahtani N, et al. Radiology community attitude in Saudi
Arabia about the applications of artificial intelligence in radiology. Healthcare (Basel). 2021;9(7):834. [FREE Full text]
[doi: 10.3390/healthcare9070834] [Medline: 34356212]

4. Lennartz S, Dratsch T, Zopfs D, Persigehl T, Maintz D, Große Hokamp N, et al. Use and control of artificial intelligence
in patients across the medical workflow: single-center questionnaire study of patient perspectives. J Med Internet Res.
2021;23(2):e24221. [FREE Full text] [doi: 10.2196/24221] [Medline: 33595451]

5. Palmisciano P, Jamjoom AB, Taylor D, Stoyanov D, Marcus HJ. Attitudes of patients and their relatives toward artificial
intelligence in neurosurgery. World Neurosurg. 2020;138:e627-e633. [doi: 10.1016/j.wneu.2020.03.029] [Medline: 32179185]

6. Martini K, Blüthgen C, Eberhard M, Schönenberger ALN, De Martini I, Huber FA, et al. Impact of vessel suppressed-CT
on diagnostic accuracy in detection of pulmonary metastasis and reading time. Acad Radiol. 2021;28(7):988-994. [doi:
10.1016/j.acra.2020.01.014] [Medline: 32037256]

7. Esmaeilzadeh P, Mirzaei T, Dharanikota S. Patients' perceptions toward human-artificial intelligence interaction in health
care: experimental study. J Med Internet Res. 2021;23(11):e25856. [FREE Full text] [doi: 10.2196/25856] [Medline:
34842535]

8. Jutzi TB, Krieghoff-Henning EI, Holland-Letz T, Utikal JS, Hauschild A, Schadendorf D, et al. Artificial intelligence in
skin cancer diagnostics: the patients' perspective. Front Med (Lausanne). 2020;7:233. [FREE Full text] [doi:
10.3389/fmed.2020.00233] [Medline: 32671078]

9. Alsharif W, Qurashi A. Effectiveness of COVID-19 diagnosis and management tools: a review. Radiography (Lond).
2021;27(2):682-687. [FREE Full text] [doi: 10.1016/j.radi.2020.09.010] [Medline: 33008761]

10. Antes AL, Burrous S, Sisk BA, Schuelke MJ, Keune JD, DuBois JM. Exploring perceptions of healthcare technologies
enabled by artificial intelligence: an online, scenario-based survey. BMC Med Inform Decis Mak. 2021;21(1):221. [FREE
Full text] [doi: 10.1186/s12911-021-01586-8] [Medline: 34284756]

11. Ongena YP, Yakar D, Haan M, Kwee TC. Artificial intelligence in screening mammography: a population survey of
women's preferences. J Am Coll Radiol. 2021;18(1 Pt A):79-86. [FREE Full text] [doi: 10.1016/j.jacr.2020.09.042] [Medline:
33058789]

12. Lennox-Chhugani N, Chen Y, Pearson V, Trzcinski B, James J. Women's attitudes to the use of AI image readers: a case
study from a national breast screening programme. BMJ Health Care Inform. 2021;28(1):e100293. [FREE Full text] [doi:
10.1136/bmjhci-2020-100293] [Medline: 33795236]

13. Pesapane F, Codari M, Sardanelli F. Artificial intelligence in medical imaging: threat or opportunity? radiologists again at
the forefront of innovation in medicine. Eur Radiol Exp. 2018;2(1):35. [FREE Full text] [doi: 10.1186/s41747-018-0061-6]
[Medline: 30353365]

14. Yakar D, Ongena YP, Kwee TC, Haan M. Do people favor artificial intelligence over physicians? a survey among the
general population and their view on artificial intelligence in medicine. Value Health. 2022;25(3):374-381. [FREE Full
text] [doi: 10.1016/j.jval.2021.09.004] [Medline: 35227448]

15. Richardson JP, Smith C, Curtis S, Watson S, Zhu X, Barry B, et al. Patient apprehensions about the use of artificial
intelligence in healthcare. NPJ Digit Med. 2021;4(1):140. [FREE Full text] [doi: 10.1038/s41746-021-00509-1] [Medline:
34548621]

16. Ethics and governance of artificial intelligence for health: WHO guidance. World Health Organization. Geneva. World
Health Organization; 2021. URL: https://www.who.int/publications/i/item/9789240029200 [accessed 2021-06-28]

17. Ongena YP, Haan M, Yakar D, Kwee TC. Patients' views on the implementation of artificial intelligence in radiology:
development and validation of a standardized questionnaire. Eur Radiol. 2020;30(2):1033-1040. [FREE Full text] [doi:
10.1007/s00330-019-06486-0] [Medline: 31705254]

18. Young AT, Amara D, Bhattacharya A, Wei ML. Patient and general public attitudes towards clinical artificial intelligence:
a mixed methods systematic review. Lancet Digit Health. 2021;3(9):e599-e611. [FREE Full text] [doi:
10.1016/S2589-7500(21)00132-1] [Medline: 34446266]

19. Kebede AS, Ozolins LL, Holst H, Galvin K. Digital engagement of older adults: scoping review. J Med Internet Res.
2022;24(12):e40192. [FREE Full text] [doi: 10.2196/40192] [Medline: 36477006]

20. O'Shaughnessy MR, Schiff DS, Varshney LR, Rozell CJ, Davenport MA. What governs attitudes toward artificial intelligence
adoption and governance? Sci Public Policy. 2022;50(2):161-176. [FREE Full text] [doi: 10.1093/scipol/scac056]

21. Cajita MI, Hodgson NA, Lam KW, Yoo S, Han HR. Facilitators of and barriers to mHealth adoption in older adults with
heart failure. Comput Inform Nurs. 2018;36(8):376-382. [FREE Full text] [doi: 10.1097/CIN.0000000000000442] [Medline:
29742549]

22. Williams K. The transition to widowhood and the social regulation of health: consequences for health and health risk
behavior. J Gerontol B Psychol Sci Soc Sci. 2004;59(6):S343-S349. [doi: 10.1093/geronb/59.6.s343] [Medline: 15576865]

JMIR Hum Factors 2024 | vol. 11 | e53108 | p. 15https://humanfactors.jmir.org/2024/1/e53108
(page number not for citation purposes)

Baghdadi et alJMIR HUMAN FACTORS

XSL•FO
RenderX

https://europepmc.org/abstract/MED/30405904
http://dx.doi.org/10.7189/jogh.08.020303
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30405904&dopt=Abstract
https://doi.org/10.1016/j.ijinfomgt.2019.01.013
http://dx.doi.org/10.1016/j.ijinfomgt.2019.01.013
https://www.mdpi.com/resolver?pii=healthcare9070834
http://dx.doi.org/10.3390/healthcare9070834
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34356212&dopt=Abstract
https://www.jmir.org/2021/2/e24221/
http://dx.doi.org/10.2196/24221
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33595451&dopt=Abstract
http://dx.doi.org/10.1016/j.wneu.2020.03.029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32179185&dopt=Abstract
http://dx.doi.org/10.1016/j.acra.2020.01.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32037256&dopt=Abstract
https://www.jmir.org/2021/11/e25856/
http://dx.doi.org/10.2196/25856
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34842535&dopt=Abstract
https://europepmc.org/abstract/MED/32671078
http://dx.doi.org/10.3389/fmed.2020.00233
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32671078&dopt=Abstract
https://europepmc.org/abstract/MED/33008761
http://dx.doi.org/10.1016/j.radi.2020.09.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33008761&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01586-8
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-021-01586-8
http://dx.doi.org/10.1186/s12911-021-01586-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34284756&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1546-1440(20)30989-3
http://dx.doi.org/10.1016/j.jacr.2020.09.042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33058789&dopt=Abstract
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=33795236
http://dx.doi.org/10.1136/bmjhci-2020-100293
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33795236&dopt=Abstract
https://air.unimi.it/handle/2434/642064
http://dx.doi.org/10.1186/s41747-018-0061-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30353365&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1098-3015(21)01741-1
https://linkinghub.elsevier.com/retrieve/pii/S1098-3015(21)01741-1
http://dx.doi.org/10.1016/j.jval.2021.09.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35227448&dopt=Abstract
https://doi.org/10.1038/s41746-021-00509-1
http://dx.doi.org/10.1038/s41746-021-00509-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34548621&dopt=Abstract
https://www.who.int/publications/i/item/9789240029200
https://europepmc.org/abstract/MED/31705254
http://dx.doi.org/10.1007/s00330-019-06486-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31705254&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2589-7500(21)00132-1
http://dx.doi.org/10.1016/S2589-7500(21)00132-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34446266&dopt=Abstract
https://www.jmir.org/2022/12/e40192/
http://dx.doi.org/10.2196/40192
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36477006&dopt=Abstract
https://doi.org/10.1093/scipol/scac056
http://dx.doi.org/10.1093/scipol/scac056
https://europepmc.org/abstract/MED/29742549
http://dx.doi.org/10.1097/CIN.0000000000000442
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29742549&dopt=Abstract
http://dx.doi.org/10.1093/geronb/59.6.s343
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15576865&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


23. Goel N, Terman M, Terman JS. Depressive symptomatology differentiates subgroups of patients with seasonal affective
disorder. Depress Anxiety. 2002;15(1):34-41. [doi: 10.1002/da.1083] [Medline: 11816051]

Abbreviations
AI: artificial intelligence
e-SIHI: electronic system for integrated health information
KKUH: King Khalid University Hospital

Edited by A Kushniruk; submitted 26.09.23; peer-reviewed by R Toomey, S Papikyan, A Torchyan; comments to author 23.02.24;
revised version received 15.03.24; accepted 22.06.24; published 07.08.24

Please cite as:
Baghdadi LR, Mobeirek AA, Alhudaithi DR, Albenmousa FA, Alhadlaq LS, Alaql MS, Alhamlan SA
Patients’Attitudes Toward the Use of Artificial Intelligence as a Diagnostic Tool in Radiology in Saudi Arabia: Cross-Sectional Study
JMIR Hum Factors 2024;11:e53108
URL: https://humanfactors.jmir.org/2024/1/e53108
doi: 10.2196/53108
PMID:

©Leena R Baghdadi, Arwa A Mobeirek, Dania R Alhudaithi, Fatimah A Albenmousa, Leen S Alhadlaq, Maisa S Alaql, Sarah
A Alhamlan. Originally published in JMIR Human Factors (https://humanfactors.jmir.org), 07.08.2024. This is an open-access
article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR
Human Factors, is properly cited. The complete bibliographic information, a link to the original publication on
https://humanfactors.jmir.org, as well as this copyright and license information must be included.

JMIR Hum Factors 2024 | vol. 11 | e53108 | p. 16https://humanfactors.jmir.org/2024/1/e53108
(page number not for citation purposes)

Baghdadi et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://dx.doi.org/10.1002/da.1083
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11816051&dopt=Abstract
https://humanfactors.jmir.org/2024/1/e53108
http://dx.doi.org/10.2196/53108
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

