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Abstract

Background: Adolescents face a variety of potential harms in the online environment, including exposure to distressing illegal
material, cyberbullying, image-based abuse, and “sextortion.” Various agencies provide on-demand helpline and information
services for children and adolescents to support them with navigating online (and offline) harms.

Objective: This study examined whether a chat-based conversational agent (chatbot) might be a useful additional tool for
meeting the needs of adolescents at risk from online harms. We developed a prototype chatbot—including both conversational
and menu-driven user options—and evaluated users’ trust in the chatbot. In this context, trust relates to perceptions of the chatbot’s
usability and the value of the information and support it provides.

Methods: Participants (n=224; mean age 16.8 years) interacted with the chatbots and evaluated them in terms of user trust:
perceived usability and utility (ie, relevance of support resources provided).

Results: Most participants (conversational chatbot: 141/224, 63% and menu-driven chatbot: 142/224, 63%) showed a willingness
to click on the chatbots’ recommended support links. Participants with higher trust in the chatbots were more likely to click the
links for recommended support services (with extreme evidence for large effects: δ=0.73, 95% credible interval [CrI] 0.46-1.00
and δ=0.78, 95% CrI 0.50-1.07, for the conversational and menu-driven chatbots, respectively; Bayes factor [BF10]>50,000), and
participants who clicked the links, compared with those who did not, reported higher rates of positive attitudes toward their
decision (with extreme evidence for large effects: δ=0.87, 95% CrI 0.58-1.15 and δ=0.84, 95% CrI 0.54-1.12, for the conversational
and menu-driven chatbots, respectively; BF10>3,000,000). The conversational and menu-driven chatbots differed little in perceived
trust or effectiveness.

Conclusions: Chatbots represent a promising additional tool to help adolescents access mental health–related support services
and navigate online harms. However, establishing trust is critical.

(JMIR Hum Factors 2026;13:e71498) doi: 10.2196/71498
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Introduction

Overview
Chat-based conversational agents—chatbots—are used in many
contexts globally. Research on technology in the health care

and service sector has found that the use of chatbots (compared
to traditional systems, such as web interfaces or menu-based
systems) can lead to a more positive user experience (ie, users
feeling more comfortable and better understood) [1-4]. This is
often attributed to chatbots facilitating a more conversational
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and interactive form of communication, making users feel more
engaged and better supported [4]. Developing these feelings of
engagement and support is essential. In health care and mental
health support contexts, individuals often need to share personal
information with a chatbot (eg, their medical history or
symptoms) to receive customized recommendations [5-8]. This
process relies on users feeling secure in sharing sensitive
information [2,9-12]. Effectively, the successful adoption of
human-technology systems (like chatbots) relies on people’s
trust in these systems [3,6,13-19]. Trust in human interactions
is grounded in shared emotional connections and the confidence
a person has that others will prioritize their interests [19,20].
However, trust in technology and artificial intelligence (AI)
systems operates differently due to the absence of genuine
empathy [11,19,21]. Instead, trust in human-technology
interactions is more transactional, being influenced by factors
such as functionality, performance, helpfulness, predictability,
and reliability [13,19]. Specifically, trust in conversational
chatbots has been defined as the users’ willingness to provide
confidential information and to accept and act on the chatbot’s
recommendations [17]. In this study, we tested adolescents’
feelings of trust toward, and perceptions of the utility of, 2
chatbot systems, providing proof-of-concept evidence for the
potential utility of these chatbots in providing support to
adolescents at risk from online harms.

Developing trust involves both cognitive and affective processes.
To facilitate cognitive trust, a system must meet expectations
and be perceived as useful. In contrast, affective trust is related
to emotional connections, such as making a user feel secure and
comfortable [22,23]. Cognitive trust, grounded in reasoning, is
associated with practical aspects of an information system (ie,
usage-related factors), such as functionality, ease of use, and
the quality and relevance of its recommendations [16]. When
users consider using new technology-based services, they can
engage in a rational decision-making process, weighing potential
benefits against drawbacks [22,24]. Building and reinforcing
cognitive trust occurs when users experience tangible, positive
outcomes (eg, when they perceive that the new system makes
tasks easier). When users feel their needs are met, they are more
likely to trust the system and continue using it [25-28]. Cognitive
trust positively influences the acceptance and usage of
technology; conversely, technology with low cognitive trust is
less likely to be adopted [22,29]. Thus, developing an online
safety chatbot that meets users’needs is essential for establishing
and sustaining cognitive trust and for the ultimate success of
the system.

Affective trust is not based solely on objective measures of
performance but rather on feelings associated with security,
comfort, and satisfaction [22,30]. Affective trust can help reduce
the psychological distance, or perceived emotional gap, between
a user and the information system [3,30-32]. Compared to basic
information systems (such as a web or menu-style interface),
chatbots, with their more natural interaction and personalized
conversational approach, can reduce psychological distance by
making users feel more comfortable and supported, encouraging
users to share personal information and accept support
recommendations from the chatbot [3,17,33,34]. Even adding
a basic human-shaped symbol, compared to a machine-like

symbol, to a chatbot has been found to enhance affective trust,
reduce psychological distance between the user and the chatbot,
and increase users’ intentions to comply with chatbot
recommendations [3].

Cognitive and affective trust often reinforce each other
[22,35,36]. When a person believes a technology is useful, they
become emotionally engaged with it. When they are emotionally
engaged, they are more likely to view the system as useful and
credible. Importantly, when users trust a chatbot, they are more
likely to follow its recommendations, making trust a critical
factor in predicting users’behavioral intentions, their willingness
and motivation to follow advice [3,17,37-39]. A person’s
behavioral intention serves as an informative, though admittedly
imperfect, predictor for actual behavior [40-43]. Several studies
show a positive link between a stated positive intention to use
an AI service (such as a chatbot) and actual usage [26,44]. Thus,
investigating trust-related factors and how they relate to potential
help-seeking behavior in the context of an online safety chatbot
is essential for predicting how users might perceive and interact
with this potentially helpful tool, as well as their willingness to
accept and act on its recommendations, in a real-world setting.

The Case for an Online Safety Chatbot for Adolescents
Adolescents encounter many challenges staying safe online.
The online and social media environments present a range of
risks, including cyberbullying and exposure to inappropriate
content, which can have serious consequences for adolescent
well-being [45]. The pressures of negative online interactions
can contribute to increased levels of stress, anxiety, and
depression among adolescents [46,47]. The “Digital Lives of
Aussie Teens” report by the e-Safety Commissioner [45] found
that adolescents in Australia spend, on average, 14 hours online
each week (researching topics of interest and engaging with
social media, entertainment, and gaming) and, among those
aged 14-17 years, just over 50% reported negative experiences
in the past 6 months. Such incidents include being contacted
by strangers, receiving threats and abuse, and being exposed to
inappropriate or unwanted content. In addition, one-third
reported negative online experiences stemming from instances
of bullying that occurred at school. Although many adolescents
do seek help from friends and family, a considerable portion
do not share their concerns or report harmful incidents to
authorities (eg, law enforcement and the school), the online
platform (eg, social media platform and gaming websites), or
support services (eg, helplines, mental health professionals, and
counsellors). Nonetheless, a large majority (75%) of adolescents
expressed a need for online safety information, with schools
and reputable websites for digital well-being being their
preferred sources for accessing this information. Importantly,
an online safety chatbot can serve a dual purpose, not only
supporting those who may have experienced harm but also
reducing the risk that they may unintentionally be causing harm
to others due to their limited understanding of legalities, consent,
and privacy rights. By providing guidance and information on
these topics, the chatbot can contribute to the promotion of
responsible online behavior among adolescents. The
vulnerability of adolescents to online threats, and the potentially
harmful impact of such experiences on their development and
mental health, highlight the need to address cyber safety
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concerns among youth and ensure they have easy access to
reliable information from trusted sources.

Yourtown [48], which operates Commonwealth-funded services
for children across Australia, has reported that the use of
on-demand helplines and websites by minors has steadily
increased between 2018 and 2023. This paper suggests that
chatbots could be a useful additional tool for helping address
cyber safety and related mental health concerns among
adolescents [49]. Integrating an online safety chatbot service
into a school program could not only raise awareness of the
risks associated with negative online interactions but also serve
as an important resource for students seeking help. This online
safety chatbot can provide direct links to information tailored
to the students’ concerns on issues such as cyberbullying,
grooming, image-based abuse, and “sextortion,” online
gambling, eating disorders, and substance abuse—as well as
counselling services, mental health resources, and trusted
helplines. This tool could be particularly important in reaching
those who may feel embarrassed or hesitant when talking to
others, or who lack adequate support from family members or
peers, leaving them without necessary guidance on these issues.
An online safety chatbot service available on school websites
could help schools bridge this gap by providing a readily
accessible platform where students can seek help anonymously.
By offering an additional avenue to access trustworthy
information, an online safety chatbot can empower vulnerable
adolescents to address their concerns proactively and
confidentially and direct students to appropriate mental health
support. It can also complement school and community efforts
to promote online safety and well-being among young people.

Given the sensitive nature of online safety concerns, especially
where adolescents may be coping with distressing emotions, a
chatbot service can provide a safe and confidential space for
adolescents to share their concerns [31]. This would allow the
online safety chatbot to offer tailored recommendations that
can be delivered empathetically and securely to help young
people navigate the issues they are experiencing. This would
be particularly helpful for those who may feel more comfortable
asking about sensitive issues or sharing personal information
to a dedicated online safety platform rather than a human [50].
However, as noted previously, the efficacy of a chatbot service
is likely to be associated with users’ trust in the chatbot, which,
in turn, will affect how receptive users are to the chatbot’s
recommendations for further support.

This Study
In technology design, creating user-friendly systems is essential,
particularly in sensitive information-sharing contexts [2,3,6].
When implementing an online safety chatbot in schools to help
address online harms, it is important to include aspects of
cognitive trust (eg, perceived utility) and affective trust (eg,
feeling comfortable with its use). Several trust-related factors
can influence how likely someone is to adopt and engage with
a chatbot [3,16-19,26,51]. These include perceptions of the
accuracy of the information the chatbot provides, how easy and
user-friendly the chatbot is to interact with, and how well its
suggestions align with a user’s needs. The chatbot’s ability to
provide relevant recommendations based on the user’s input,

such as offering resources related to their specific concern, is
important to building and maintaining trust. Additionally,
feelings of trustworthiness, security, and positivity during
interactions with the chatbot play a key role in impacting users’
overall perception and willingness to continue using it
[2,3,10-12,52]. Essentially, a user’s perception of the chatbot’s
reliability and the more helpful and comfortable they feel with
the chatbot, the more likely they may be to trust it and follow
its recommendations for additional help. In this study, we
included 6 measures related to trust in chatbots, tapping both
cognitive and affective trust (accuracy, user-friendliness,
relevant recommendations, trustworthiness, security, and
positivity).

Menu-Driven and Simple Conversational Chatbot
To examine the potential for developing an online safety chatbot
for a school or community setting, participants interacted with
both a conversational and menu-based chatbot using a
scenario-based activity (as explained further in the Methods
section). A menu-driven chatbot offers users preselected options,
guiding users through structured pathways based on their
selections. In contrast, a conversational chatbot enables users
to input questions or concerns using natural language. There
are 2 main types of conversational chatbots: “simple chatbots”
and “smart chatbots.” Smart chatbots use advanced algorithms
and AI to understand and respond to user inputs in a more
flexible and natural manner. In contrast, a simple conversational
chatbot, the system used in this study, simulates simple
conversations, providing tailored responses and
recommendations based on user textual input. They leverage
advanced machine learning models to understand user input
(trained on input phrases and rules) to establish user intent but
then rely on predefined responses to provide answers to user
input. Phrases like “Sorry, I did not understand” appear for
inputs that do not match preselected intents, particularly in
contexts where a less constrained chatbot may respond with
unhelpful or inappropriate responses. There have been many
examples in recent years of chatbots responding poorly, although
none more famously than @TayAndYou [53]. The choice to
implement a simple chatbot in this study was to minimize the
risk to adolescents inquiring about sensitive topics.

Examining users’ ratings for trust-related factors across the 2
chatbots allowed us to compare which method of interaction
and design approach might better align with students’ needs
and preferences when seeking help navigating online safety
issues. This study, being exploratory and intended as a proof
of concept, investigates multiple research questions and
considers alternative viewpoints. For example, students might
trust a menu-driven chatbot more because it is predictable and
easy to navigate with clear menu options, but this might feel
less interactive and personalized compared to a conversational
chatbot [54]. However, a simple conversational chatbot, though
potentially more flexible and engaging, may be limited when
handling complex sentences or questions. This could affect the
accuracy of its responses, potentially impacting trust in the
chatbot. A preference for a menu-driven chatbot or a
conversational chatbot may depend on whether students
prioritize a structured interface or a more conversational
interaction.
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Past research on technology adoption suggests perceptions of
an online safety chatbot’s utility may be influenced by
gender-specific factors [16], highlighting the importance of
considering these differences. For example, findings suggest
that females tend to have a favorable view if they perceive the
technology as practical, while males might need extra motivation
to engage [55,56]. Thus, we examined potential gender
differences in students’ trust and their engagement with the
chatbot’s recommendations, as this may inform an online safety
chatbot’s marketing and design to better cater to the preferences
of different gender groups, enhancing its effectiveness.

In sum, this study examined whether a chatbot might be a useful
additional tool for meeting the needs of adolescents at risk from
online harms. Specifically, in this proof-of-concept work, we

evaluated users’ (1) perceptions of efficacy for 2 types of
chatbot, (2) trust in our chatbots, and (3) preferences for chatbot
design features.

Research Questions
Textbox 1 outlines the study’s research questions, which
examine students’ help-seeking behavior and their perceptions
of trust and usability in chatbot systems. The questions focus
on the relationships among key trust factors, behavioral intention
to use chatbots, and differences between conversational and
menu-driven designs. Additional areas of inquiry include user
preference, personalization, anonymity, prior experience, gender
differences, and common usability challenges, providing an
overall framework for understanding trust and user experience
in chatbot-based support.

Textbox 1. Research questions examining students’ trust, usability perceptions, and behavioral intentions toward conversational and menu-driven
chatbot systems.

Research questions

• How likely are students to seek help from outside their family and peer group?

• Do perceived accuracy, usefulness, ease of use, security, comfort, and credibility show a positive correlation, indicating that they may work
together to contribute to trust in chatbot systems? Does this differ between conversational and menu-driven chatbots?

• Is there a relationship between a higher trust score (combined scores on perceived usefulness, ease of use, security, comfort, and credibility) and
behavioral intention to use a chatbot (measured by clicking on a help link and positive feelings about the action)? Does this differ between
conversational and menu-driven chatbots?

• Do conversational chatbots have a higher overall trust score than menu-driven chatbots, indicating that they are perceived as more trustworthy
(based on perceived usefulness, ease of use, security, comfort, and credibility ratings)?

• Does perceived usefulness differ between conversational and menu-driven chatbots?

• In terms of perceived ease of use, is there a preference for conversational chatbots over menu-driven chatbots?

• Overall, do users prefer a conversational or menu-driven chatbot, and what factors influence users’ preferences? (Qualitative)

• Is there a preference for personalization of the conversational chatbot? Is a face or name important?

• Is there a preference for strict anonymity in a chatbot system?

• How does prior experience with conversational chatbots affect users’ perceptions of ease of use, comfort, and overall trust (trust score) in a
conversational chatbot?

• What are the common difficulties encountered by users when using conversational and menu-driven chatbots, and how might these difficulties
relate to user experience (“ease of use”) and trust in the system (“trust score”)? (Qualitative)

• Do trust scores differ according to user gender identity? Does gender impact a user’s behavioral intention?

Methods

Ethical Considerations
All procedures were compliant with the relevant laws and
institutional guidelines and have been approved by the
appropriate institutional committee (March 26, 2024; project
no: H0029893). Privacy rights for human subjects were
observed, and informed consent was obtained prior to data
collection. All data were collected anonymously and stored
securely in line with the university research data governance
guidelines. Participants completed the survey within their “home
room” group at school, within the presence of a school staff
member. A member of the research team was also present to
answer questions from participants. The information sheet also
provided guidance on contacting the school counselling team
or 1 of 2 listed independent support lines (Beyond Blue and

Headspace) if the survey caused any discomfort or raised
concerns for participants.

Participants
A total of 224 participants (131 female, 93 male, and 0 selecting
a different identification), with a mean age of 16.8 years,
completed the study. Participants were recruited from a local
school, and both participant and parent or guardian information
sheets were prepared and communicated to the relevant parties
through the school communication system. This same system
also provided a facility for parents or guardians to provide
consent for participants. The school collected the list of students
for whom consent was provided, and this list was later used to
provide access to the survey to students who met the consent
requirements.
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Materials
The chatbot was developed using a co-design process, leveraging
2 focus groups at a local school that teaches grades 11 and 12.
The first focus group comprised members of the pastoral care
team at a school, and the second was a cohort of students. This
design process is detailed in Roehrer et al [57]. The focus groups
considered what harms were of greatest importance to be
included, what resources were of most value, and general design
considerations, including what the chatbot’s opening line to
users should be. The chatbot design did not attempt to mimic a
young person’s vocabulary or style in alignment with
similarity-attraction theory [58] but aimed to use simple casual
language that would be understandable at a 13-year-old reading
level. The focus groups highlighted the importance of

nonjudgmental advice that was factual and trustworthy. The
chatbot included slang and other terms used by young people
within its training data to understand inputs, but its responses
did not include such terms and prioritized simple plain English
responses that directed users to support resources and services.
The chatbot was built on the Google Dialogflow platform [59]
based on the outputs of the design requirements and in 2
variants, 1 menu-driven and 1 conversational (Figure 1). The
survey was delivered to participants using the Qualtrics platform,
accessed through a web link provided to them in the classroom
at the time of the survey. The chatbot variants were embedded
within the survey, with a randomized order of presentation of
the 2 chatbot types. Following the survey, lunch was provided
on the school campus for students who participated in the
survey.

Figure 1. The 2 variants of the chatbot created within the project: the conversational chatbot (left) and menu-driven chatbot (right). The conversational
chatbot allows the user to enter free text and engage in a conversation. The menu-driven chatbot prompts users to select response from prespecified
lists.

Procedure
After reading the task instructions, participants were asked to
enter their gender and age into text boxes. In addition, they were
asked a single question about their general help-seeking
behavior, “When something worries you, how likely are you to

seek help from sources outside of your family or peer group?”
(7-point scale: “very unlikely” to “very likely”). The main task
consisted of 2 parts. In the first part of the task, participants
engaged with the first chatbot (eg, conversational chatbot). They
began by reading the first vignette, which provided context for
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the interaction with the chatbot. Participants entered into a
simulated “conversation” with the first interactive chatbot,
assuming the role of the character in the given scenario. Based
on the details shared by the participant, relevant hyperlinks to
appropriate websites, such as eSafety [60] and the Butterfly
Foundation [61], were embedded within the “conversations.”
These interactive clickable links led directly to real-world
websites. For example, if the conversation related to
cyberbullying, participants received a hyperlink directing them
to eSafety. Additionally, the chatbot offered the option for
another link to a different but relevant website. Participants
received instructions at the start of the study that these
hyperlinks were interactive. After engaging with the first
vignette, participants proceeded to a second vignette, repeating
the process (using the same interactive chatbot). After
completing both interactions, participants responded to a set of
8 questions aimed at capturing their thoughts related to their
experiences with the first chatbot. The following questions were
asked for conversational and menu-driven chatbots following
an interaction with that system and were aimed at capturing
behavioral intention. Question 1: “For either vignette, did your
character choose to click a support link?” (This was aimed at
capturing behavioral intention). Question 2: “How did your
character feel about this decision? e.g., did they feel positive
about their decision, or did they have some reservation?” The
participants then answered 6 questions on various aspects of
trust-related factors. Participants were instructed to consider
the perspective of the person seeking help while responding to
these questions. The following questions related to trust with
responses collected on a 5-point Likert scale, ranging from
“strongly disagree” to “strongly agree”: (1) “The interaction
with the chatbot resulted in a recommendation for a relevant
service” (perceived usefulness), (2) “Overall, I felt the chatbot
provided accurate information” (perceived accuracy), (3) “The
interaction with the chatbot felt user-friendly” (perceived ease
of use), (4) “The interaction with the chatbot felt secure in terms
of privacy” (perceived security), (5) “I felt that the interaction
with the chatbot was a positive experience” (perceived comfort),
and (6) “I found the chatbot to be trustworthy” (perceived
credibility). Higher scores indicate an increased likelihood of
trust in the chatbot. In the second part of the task, participants
engaged with a different chatbot (eg, menu-driven chatbot). As
in the first part, participants read 2 new vignettes, and engaged
in a “conversation.” Participants then answered the same set of
8 questions as in the first part. This approach allowed us to
collect information on participants’ engagement with the 2
distinct interactive chatbots (conversational and menu-driven),
their perceptions of those interactions, and the likelihood of
seeking further advice through a suggested helpline.

At the end, participants were presented with a final set of
questions designed to gather their feedback and impressions
directly comparing the 2 chatbot systems: Question 1: “After
engaging with both systems, which did you find most helpful?”
(Response options: conversational, menu-driven). Question 2:
“After engaging with both systems, which did you find easier
to use?” (Response options: conversational, menu-driven).
Question 3: “If you wanted to find out more about support
services and information related to online harms, which system
would you prefer to use?” (Response options: conversational,

menu-driven, neither). Question 4: “Do you believe the
conversational chatbot should be personalised, for example,
having a face or a name?” (Response options: yes, no, unsure).
Question 5: “Do you think a chatbot service for information
related to online harms should be strictly anonymous?”
(Response options: yes, no, unsure). Question 6: “Before today,
have you used a conversational chatbot before?” (Response
options: yes, no, unsure). Question 7: “Please share your
thoughts on what specific features would increase your comfort
level when it comes to sharing personal information with a
chatbot.” Question 8: “Did you encounter any difficulties using
either of the systems today?” For Questions 3, 4, 5, 7, and 8,
participants were provided a text box to add any additional
information.

Analysis Strategy
We used the jamovi [62] packages to run Bayesian analyses to
examine our data. This approach provides 2 key advantages for
our purposes. First, unlike null hypothesis significance testing
(NHST), Bayesian analyses can quantify evidence for the null
hypothesis. When a NHST approach returns a nonsignificant
result, all that can be concluded is that there was no evidence
of a meaningful difference between groups or association
between variables. In contrast, a Bayesian approach allows
researchers to draw meaningful conclusions about equivalence
across conditions or the absence of associations between
variables. Second, a Bayesian approach allows for targeted t
tests and chi-square analyses without inflating the risk of Type
I error [63]. When interpreting Bayes factors (BFs), we relied
on Lee and Wagenmakers’ [64] criteria, where evidence for the
alternative (or null) hypothesis can be categorized as follows:
1-3=anecdotal, 3-10=moderate, 10-30=strong, 30-100=very
strong, and >100=extreme. For Bayesian t tests, effect size
measures are reported as δ, the population equivalent to Cohen
d [65]. An adapted summative content analysis was performed
on the survey responses, using the comments to drive the units
of meaning, providing labels and then grouping labels into a
final category [66]. Our analyses were largely exploratory, but
the preregistration for our analysis strategy can be found here
at the Open Science Framework [67].

Results

Overview
A key aim of this study was to examine aspects of trust in both
a conversational and menu-driven online safety chatbot. As
individuals typically require trust before they comply with
recommendations [11,21], establishing and maintaining trust is
an essential component to ensuring adolescents are receptive
to its suggestions for related online e-safety resources.

Willingness to Seek Help From External Sources
Establishing whether young people are open to seeking help
beyond their close friends and family circle is important, as this
informs the need for and development of effective external
support strategies. When participants were asked about the
likelihood of seeking help outside their family and peer group,
of the 224 participants, 39% (87/224) reported it was likely
(collapsed across slightly, moderately, and very likely), 42%
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(94/224) said it was unlikely (collapsed across slightly,
moderately, and very unlikely), with the rest (n=43) being
unsure. Thus, over one-third of students showed openness to
seeking external help when needed. We measured students’
willingness to follow a chatbot’s recommended service by
including clickable hyperlinks in their chatbot interactions and
asking participants about their link-clicking behavior. We
considered those who clicked on a help link might also be more
likely to seek help when presented with that opportunity in
real-life. When engaging with both the conversational and
menu-driven chatbots, a substantial majority of the 224
participants reported they clicked on a help link (141/224, 63%
and 142/224, 63% for the conversational and menu-driven
chatbots, respectively). As students were no more or less likely
to press on a help link via a conversational or menu-driven
chatbot, this suggests that the type of interface (as they currently
stand) does not influence help-seeking behavior. Although
females were, numerically, more likely than males to click on
help links provided by both the menu-driven (90/131, 69% vs
52/93, 56%) and conversational chatbots (87/131, 66% vs 54/93,
58%), the evidence in favor of these representing meaningful
differences was anecdotal (BF10<2.10).

Considering an individual’s attitude, whether positive or
negative, toward a behavior is important, as it can indicate the
likelihood of engaging in that behavior in the future [42].
Positive feelings associated with a behavior often suggest a
higher chance of repeating that behavior. Therefore, a positive
feeling toward clicking a link in this study might suggest a
tendency to seek assistance via a chatbot-suggested link in
real-world situations. Bayesian independent samples 2-tailed t

tests found that, for both the conversational (BF10=1.29×107)

and menu-driven chatbots (BF10=3.73×106), there was extreme
evidence that students who clicked on the provided link,
compared with those who did not, felt more positive about their
choice. For both the conversational (mean 3.50, SD 0.78 vs
mean 2.76, SD 0.92; δ=0.87, 95% credible interval [CrI]
0.58-1.15) and the menu-driven chatbots (mean 3.49, SD 0.85
vs mean 2.82, SD 0.63; δ=0.84, 95% CrI 0.54-1.12), these
differences exceeded the threshold for large effects. These
findings suggest that choosing to click on a link while interacting
with either the conversational or menu-driven chatbot is

associated with a higher level of positivity regarding that
decision, in contrast to choosing not to seek help via the link.

Trust and Trust-Related Factors
Trust is an important factor in users’willingness and motivation
to follow advice (ie, behavioral intentions; [6,17,26]. Thus, we
were interested in how trust relates to clicking on
chatbot-suggested help links. We expected that higher overall
trust in the chatbot should relate to a greater likelihood of
clicking on a suggested help link. A Bayesian independent
samples 2-tailed t test (1-tailed/2-tailed) showed extreme
evidence (BF10=87,421) for a large effect (δ=0.73, 95% CrI
0.46-1.00) such that, for the conversational chatbot, those who
clicked on a help link (mean 3.68, SD 0.75) had a higher trust
score (using the mean of the 6 trust-related factors) than those
who did not click (mean 3.14, SD 0.65). Similarly, for the
menu-driven chatbot, there was extreme evidence
(BF10=543,051) for a large effect (δ=0.78, 95% CrI 0.50-1.07),
where those who clicked on a help link (mean 3.76, SD 0.73)
had a higher trust score compared with those who did not (mean
3.22, SD 0.53). These findings are consistent with the idea that
trust relates to a person’s inclination to use the chatbot’s
suggested help features.

We compared participants’ perceptions of menu-driven and
conversational chatbots across various trust-related factors. As
trust is a multifaceted concept, it is important to first consider
the relationship between these factors and their potential
collective impact on trust in chatbots. Key trust-related factors
influencing chatbot adoption, which are essential for developing
and maintaining trust, include the accuracy of information based
on user input, user-friendliness, appropriateness of
recommendations (eg, directing users to relevant help sites for
specific concerns such as cyberbullying), and feelings of
trustworthiness, security, and positivity toward interactions with
the chatbot. The internal consistency of the trust-related factors
in our study was high, with a Cronbach α coefficient of 0.88,
indicating good reliability among the measured items (Tables
1 and 2). We found extreme evidence for moderate-to-strong
correlations between all trust-related factors for both
menu-driven and conversational chatbots, highlighting the
factors’ interconnectedness.
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Table 1. Bayesian correlation matrix showing association between trust-related factors for the menu-driven chatbot.

Recommended relevantPositivenessTrustworthySecureUser-friendlyAccuracyVariable

Accuracy

—ar

—BF10

User-friendly

—0.556R

—3.64 × 1016BF10

Secure

—0.4420.476R

—1.94 × 1091.60 × 1011BF10

Trustworthy

—0.7140.4980.545R

—1.13 × 10333.66 × 10125.85 × 1015BF10

Positiveness

—0.5640.4740.6740.577R

—1.70 × 10171.27 × 10118.15 × 10271.85 × 1018BF10

Recommended relevant

—0.5190.5710.4650.4820.598R

—8.33 × 10136.23 × 10173.53 × 10103.39 × 10111.08 × 1020BF10

aNot applicable.
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Table 2. Bayesian correlation matrix showing association between trust-related factors for the conversational chatbot.

Recommended relevantPositivenessTrustworthySecureUser-friendlyAccuracyVariable

Accuracy

—aR

—BF10

User-friendly

—0.636R

—5.42 × 1023BF10

Secure

—0.5150.398R

—4.57 × 10131.42 × 107BF10

Trustworthy

—0.7040.5780.514R

—4.48 × 10312.07 × 10183.84 × 1013BF10

Positiveness

—0.6310.6000.6810.668R

—1.61 × 10231.93 × 10204.82 × 10281.35 × 1027BF10

Recommended relevant

—0.4830.4220.4000.5010.550R

—4.15 × 10112.00 × 1081.79 × 1075.23 × 10121.30 × 1016BF10

aNot applicable.

Table 3 displays the means and SDs for, and Bayesian 2-tailed
paired samples t tests comparing, each trust-related factor across
chatbot types. Across these comparisons, 3 key findings emerge.
First, for most trust-related factors, there is evidence of
equivalence across chatbot types, indicating that users did not
report trusting one chatbot over the other. This evidence was
strong for perceptions of security and trustworthiness, moderate
for users’ feelings of positiveness toward the chatbots and for
the perceived relevance of the recommended information, but
only anecdotal for perceptions of the accuracy of provided
information. Second, there was moderate evidence that users

viewed the menu-driven chatbot as more user friendly than the
conversational chatbot, though the effect size only approach the
cutoff to be considered small. Finally, there was anecdotal
evidence suggesting that overall trust scores may have favored
the menu-driven chatbot over the conversational chatbot.
However, this interpretation requires 2 caveats: the effect size
here was trivial, and any difference likely reflects differences
in perceived user-friendliness. Together, these findings suggest
that users generally reported equivalent trust for conversational
and menu-driven chatbots, but that the conversational chatbot
may need to be refined to improve usability.

Table 3. Mean (SD) for, and Bayesian paired samples 2-tailed t tests comparing, trust scores for the menu-driven and conversational chatbots.

δ (95% CrIb)BF10
a

Conversational chatbot, mean (SD)Menu-driven chatbot, mean (SD)Variable

0.12 (–0.01 to 0.25)2.46a3.42 (0.96)3.54 (0.93)Accuracy

0.18 (0.05 to 0.31)3.093.45 (1.00)3.62 (0.91)User-friendly

0.04 (–0.09 to 0.17)10.65a3.48 (0.93)3.51 (0.89)Secure

0.01 (–0.12 to 0.14)13.18a3.50 (0.94)3.50 (0.91)Trustworthy

0.08 (–0.05 to 0.21)6.42a3.44 (0.93)3.51 (0.88)Positiveness

0.11 (–0.02 to 0.24)3.49a3.59 (1.02)3.70 (0.90)Recommended relevant

0.16 (0.03 to 0.29)1.453.48 (0.76)3.56 (0.71)Overall trust

aIndicates Bayes factor (BF01) expressing evidence in favor of the null/equivalence across chatbot types.
bCrI: credible interval (around the effect size).
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When examining gender effects on overall trust, Bayesian
independent samples t tests revealed anecdotal (BF01=2.40;
δ=0.19, 95% CrI –0.07 to 0.45) and moderate evidence for the
null (BF01=5.12; δ=0.09, 95% CrI –0.17 to 0.36) for the
menu-driven and conversational chatbots, respectively. Thus,
for both types of chatbot, female and male users reported similar
levels of trust (mean 3.62, SD 0.63 and mean 3.48, SD 0.82,
for female and male users rating the menu-driven chatbot; and
mean 3.51, SD 0.70 and mean 3.43, SD 0.84, for female and
male users rating the conversational chatbot).

User Preferences
Despite evidence of greater user-friendliness when considering
the trust-related factors, when participants were asked directly
which chatbot was easier to use, there was no difference between
the conversational (118/224, 53% of participants) and the
menu-driven (106/224, 47%) chatbot, with a Bayesian binomial
test revealing moderate evidence in favor of the null
(BF01=8.70). However, when asked which chatbot was most
helpful, there was anecdotal evidence supporting a preference
for the conversational (131/224, 58%) over menu-driven
(93/224, 42%) chatbot (BF10=2.10).

Taken together, our findings suggest that although there were
subtle differences in user-friendliness and overall trust between
the menu-driven and conversational chatbot systems, these
differences were not substantial enough to practically impact
users’ perceptions of trust across chatbots. Trust levels for each
chatbot were consistently just above the neutral midpoint,
indicating a generally positive perception. When students were
explicitly asked which chatbot they would prefer to use if they
were to seek help, a majority appeared to favor the
conversational chatbot (92/224, 41%), over a menu-driven
chatbot (74/224, 33%) or choosing neither system (58/224,
26%). However, a Bayesian multinomial test run in the JASP
statistics package [68] provided anecdotal evidence for the null
(BF01=1.96), suggesting there was no statistical evidence for a
preference regarding chatbot type.

Students provided 245 comments when indicating their
preference for a chatbot. Slightly more commentary was

provided regarding the conversational chatbot (n=88 in
comparison to n=75 that specifically focused on the menu-driven
chatbot), and of these 88 comments, a total of 66 were comments
that supported the use and features of the conversational chatbot.
These codes directly mentioned easy or easier use or interaction
or understanding (n=12), being friendlier (n=1), more realistic
(n=8), more relatable (n=2), more helpful (n=5), like a
person/human (n=6). The codes also mentioned a greater flow
of conversation (n=6) and the ability to frame the issue in their
own words (n=14). Students also spoke about the conversational
chatbot’s ability to tailor the conversation or interaction to their
specific problem (n=5). Students spoke of the perception of the
conversational chatbot taking the burden of the problem (n=4)
and helping them navigate to meaningful resources (n=4). Of
the 75 menu-driven chatbot comments, a total of 65 were in
support of the use and features of the menu-driven chatbot.
These codes directly mentioned easy or easier use or interaction
or understanding (n=10), being efficient (n=5), more realistic
(n=8), access to resources (n=11), more helpful (n=5), quick
access to information (n=3), and helpful when interacting due
to a menu, prompt, or list of options (n=8). Students found the
menu-driven chatbot less invasive (n=5), found that the menu
prompts helped frame the issue they were facing (n=6), and
preferred the option of not having to type (n=5). Concepts of
“trust” were directly mentioned (n=6); however, these were
either in the context of not trusting AI, “AI doesn’t feel
supportive or trustworthy,” or in defining what a trusted person
would look like (“Trusted person would be patient”).

Students differed in terms of their prior experience with chatbots
similar to the conversational one used in this study, with the
majority of participants (134/224, 60%) reporting no previous
interaction with a similar conversational chatbot, while 33%
(73/224) had prior experience, and 7% (17/224) were uncertain
about their past interactions. A user’s degree of prior experience
with similar chatbots may adversely affect participants’
perceptions of the conversational chatbot regarding overall trust
and user-friendliness. However, prior experience did not affect
either overall trust (BF01=13.04) or perceptions of
user-friendliness (BF01=9.35; Table 4 provides descriptive
statistics).

Table 4. Mean ratings of overall trust and user-friendliness for the conversational chatbot, according to prior experience with conversational chatbots.

Rating, mean (SD)ResponseMeasure

3.44 (0.82)YesOverall trust

3.49 (0.75)NoOverall trust

3.52 (0.62)UnsureOverall trust

3.37 (1.07)YesUser-friendliness

3.47 (0.97)NoUser-friendliness

3.65 (0.86)UnsureUser-friendliness

Unsurprisingly, anonymity emerged as a significant concern
among students, with 69% (155/224) expressing a preference
for anonymous interactions with an online safety chatbot; only
10% (22/224) preferred nonanonymous interactions, while 21%
(46/224) were undecided. These results confirm the importance
of user privacy to adolescents in an e-safety context. When

asked about personalizing a conversational chatbot, such as
giving it a face or name, 39% (88/224) favored personalization,
34% (75/224) preferred a nonpersonalized chatbot, and 27%
(61/224) were uncertain, demonstrating no significant preference
for personalization of the chatbot. Thus, while some users may
want a more engaging and relatable interaction with the chatbot,
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others do not perceive the need to add human-like characteristics
in this context.

Students directly mentioning the conversational chatbot included
some concerns or issues with the conversational chatbot (n=11).
These comments were focused on unhelpful responses from the
chatbot (output did not make sense from input given, n=5),
causing the student to hesitate in interaction (due to needing to
type out the issue, n=1), perceiving to not provide advice (n=1),
causing greater distress (due to misunderstanding from the
chatbot, n=1), or uncomfortable (n=1), hard (n=1), and artificial
(n=1) to interact with. Student comments directly mentioning
the menu-driven chatbot also included concerns or issues with
the menu-driven chatbot (n=6). These comments focused on
the menu-driven chatbot’s inability to handle or misunderstand
student queries (n=3), the perception of the platform as more
closed off (n=1), unhelpful (n=1), and limited in the range of
topics it could offer advice on (n=1).

Of the remaining 82 comments (total comments n=245), students
spoke about a negative view of turning to AI. Some students
did not feel they could trust (n=3) or turn to AI (n=2), and some
felt that using AI for help with online harms was inappropriate
(n=8). Some students preferred to turn to people they trust (n=9)
or look up the information themselves (n=5). Some students
stated they did not prefer either chatbot (n=10). While others
did not have a clear answer (n=2) or did not know which chatbot
they preferred (n=10). However, some identified that both
chatbots were appropriate/relevant resources (n=5). A few
students expressed feeling confused (n=2) or frustrated (n=1)
by the responses provided by either (or not specifically named)
chatbots. The students identified the potential serious
consequences of chatbots failing to provide correct or
meaningful interaction during crises (n=2). Students directly
spoke about improving the conversational chatbot (n=10), noting
its limited conversation abilities and the need for trust in the
interaction (n=6), as well as a more human-like approach to
engage users (n=2). Additionally, students spoke about the need
for the chatbot to provide advice, not just links (n=5), and felt
that better options were already available (n=4). Thus, overall,
students identified the importance of improving chatbots for
more meaningful interactions and advice, highlighting the need
for trust and a human-like approach.

Summary of Key Findings
A substantial percentage of respondents (87/224, 39%)
expressed a willingness to seek help outside their family and
social circle when dealing with online harms, and approximately
60% (conversational chatbot: 141/224 and menu-driven chatbot:
142/224) of respondents engaged with our chatbot systems.
When dealing with chatbot systems, our results highlight 2
related issues of importance. First, trust was strongly associated
with willingness to click links provided by our chatbots.
Perceptions of trust were generally similar across chatbot types
and for male and female participants. Second, most respondents
(155/224, 70%) expressed a preference for anonymity when
dealing with chatbot systems. Thus, to be effective, and
capitalize on adolescents’ willingness to seek external support,
chatbot systems must be able to build and maintain trust with

users, and it will be necessary to assure users of their continued
anonymity.

Discussion

Overview
Adolescents’vulnerability to online dangers, and the associated
potential negative impacts on their mental well-being, highlight
the urgent need to address cyber safety issues among young
people. It is essential to provide young people easy access to
trustworthy information and support. Chatbots represent a
promising tool in addressing cyber safety concerns, offering
convenient access to established and reputable support services,
and helping link students with appropriate clinical support
providers. We explored whether trust in chatbot systems was
influenced by the design of the chatbot. Examining students’
perception of 2 chatbot systems, a menu-based and
conversational chatbot, in terms of key trust-related factors
could inform the development of an effective user-centered
chatbot in the educational online safety context.

Trust and Chatbot Efficacy
Individuals usually need to feel trust before following
recommendations [11,17-19,21]. Thus, establishing and
maintaining trust in an e-safety chatbot is vital to ensure
adolescents are comfortable using the system and receptive to
its suggestions for online safety resources. Comparing
adolescents’ perceptions of trust for menu-driven and
conversational chatbots allowed us to examine which interaction
method and design approach better suited students’preferences.
As trust is multifaceted, we evaluated how key trust-related
factors (ie, perceived accuracy of information, user-friendliness,
appropriateness of the chatbots’ recommendations, and feelings
of trustworthiness, security, and positivity toward the
interaction) impacted overall trust across chatbot systems. Both
chatbots were viewed more positively than negatively in terms
of overall trust, indicating that they are both viable options for
a trusted online safety chatbot. When students were directly
asked which chatbot they would prefer for seeking help, there
was some evidence for equivalence, suggesting no meaningful
difference between the 2 options, despite a higher number of
students endorsing the conversational chatbot over the
alternative. Student comments supported the endorsement of
the conversational chatbot, highlighting its “conversational
nature” and “interactive” elements that simulated real-life
conversations, “it was easy to communicate with and share my
deepest and darkest thoughts” and “You are able to describe
what you need help with in greater detail.” The perceived ability
for the conversational chatbot to emulate person-to-person
interaction facilitated some preference for this mode of delivery,
“the conversational one was easier to understand and felt like i
was talking to someone rather than clicking a menu.” However,
there remains room for improvement based on the mean trust
ratings.

Help-Seeking Behavior
Over a third of participants were open to seeking help beyond
their friends and family, indicating that many young people
could benefit from support provided by an online safety chatbot.
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Further, there is a positive link between the intention to use tech
tools, like chatbots, and their actual usage [44]. Thus, to assess
users’ readiness to engage with the chatbot’s recommended
resources, we included clickable help links to external support
sites and asked users whether they clicked a link. The majority
of students reported clicking a support link, with no difference
between chatbot systems, indicating the interface type did not
impact the likelihood of accessing recommendations for further
assistance. Links were perceived by students as being helpful,
with one student mentioning, “it provides useful links for
kids/teens in a way that makes them feel more comfortable
without seeking outside help.” However, another student
suggested integrating the links into the conversation, “the links
should be embedded into script rather than just being a plain
link, it is not a big step but it definitely makes you more likely
to click on a link.” There was some, albeit weak, evidence that
males were less likely than females to click on help links,
aligning with the well-documented gender disparity in
help-seeking behavior [69]. Although participants in this study
reported identifying as either male or female, it is also important
to consider the perspectives of gender-diverse populations, as
this at-risk group often faces extra challenges and unique
concerns. Understanding specific gender-related issues that
could hinder help-seeking is important for developing an
inclusive online safety chatbot that caters to all young people.
Unfortunately, gender-diverse populations were
under-represented in our sample.

Trust was an important factor in user behavior within chatbot
interactions, as the level of trust students had in the chatbot was
related to the likelihood of clicking a link (engaging with a
linked support service) within the chatbot interaction.
Additionally, we found choosing to click on a link was related
to a higher sense of positivity regarding that choice, as opposed
to opting not to press a link. The underlying mechanism here
can be interpreted in different ways. One possibility is that a
feeling of positivity arises from the decision itself, suggesting
an associated sense of satisfaction in taking a proactive step
toward seeking help. Alternatively, it could reflect a preexisting
state of positivity or readiness to engage with the provided
resources, influencing the decision to press the help link. Further
examination of these mechanisms might provide greater
understanding of users’ decisions to seek help and their
interactions with a chatbot, particularly concerning the inclusion
of links to external support resources and how they perceive
these resources. This may inform strategies aimed at improving
the chances of adolescents accessing online support when
needed.

Design Implications: Empathy, Personalization, and
Anonymity
To explore students’ interest in an online safety chatbot, we
used a simple conversational chatbot, which operates with
predefined outputs that are matched to conversational intents.
Thus, although the current results serve as a useful proof of
concept, the data from this study also highlight potential areas
of improvement, particularly in terms of increasing cognitive
trust (through accuracy and user-friendliness) and affective trust
(through empathetic responses and personalization). The simple
conversational chatbot appeared to struggle at times when

handling students’ written input. One student expressed this
frustration: “Sometimes I found it hard to specifically say the
situation and get the bot to understand.” An inability to handle
requests effectively may have lowered trust in the chatbot’s
competence and would seem like a substantial issue in applied
settings. As another student noted, “it just kept saying “please
re-phrase that” or “thats [sic] not relevant to the issue” when it
was.” These issues will need to be addressed to improve user
experience and effective delivery of online safety support.
User-friendliness could be improved by training the underlying
machine learning model on training data from adolescents to
better establish the user intent. The current chatbot was primarily
trained on adults, with input from only a handful of younger
adults, and based on comments made during the focus groups
conducted during the co-design process. Additional sampling
of several hundred, or thousand, students could create a much
larger training dataset to produce a more robust model of user
intent (the ethics approval for this study precluded the evaluation
data being used as a training dataset for the model). While a
menu-driven chatbot’s simple interface with clear options makes
navigation easy, predictable, and reliable, its standardized
interactions may reduce emotional connection with users. In
contrast, a conversational chatbot can be more emotionally
engaging due to its capacity for natural language and empathetic
responses. The simple conversational chatbot used in this
exploratory study was focused on delivering support links and
had limited natural interaction and empathic capabilities. Based
on feedback from students (ie, the intended users of the chatbot),
it seems that there was a desire for a more empathetic and
personalized chatbot. For example, one student stated:

The understanding of certain kid/teens phrases or
slang… more of a response aside from a brief
description and a link, something like what snapchat
AI would respond with more care and emotion.

Future research should explore enhancing empathetic
interactions, such as using warmer language and including more
reassuring phrases, as prior studies indicate the potential benefits
of a strengthening the user connection with the chatbot
[2,70-74]. By incorporating these improvements into future
designs, we may create an engaging and informative system,
leading to a positive user experience and effective delivery of
online safety support.

Personalization features, such as giving a chatbot a face or name,
have the potential to enhance user engagement and satisfaction
by creating a more personalized and human-like experience
[30,71]. However, our current findings indicate that while some
users want a more engaging and relatable interaction with the
chatbot, others do not see the need for human-like
characteristics. One student stated, “I think that if the chatbot
was personalised it would help develop more of a connection
with those seeking support and as though they aren't talking to
a robot” while others preferred a nonpersonalized chatbot,
explaining:

Having a non personalised Chatbot makes the
information feel more trustworthy and reliable…”
and “Giving the chat bot a face would also make it
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harder to communicate your problems, I believe it
should be similar to a confessional booth.

This was surprising, as studies have found including a
human-like visual cue in a chatbot can improve trust and reduce
the psychological distance between the user and the chatbot
[3,33,71,75]. However, the opposition, or hesitation, to
personalization among some participants may stem from
concerns related to privacy—known as the “valley effect,” where
users become increasingly concerned about privacy as
technology becomes more human-like in its interactions [76,77].
Thus, if personalized features were to be incorporated in future
designs, there may be a need to clearly address concerns related
to privacy to ensure users feel comfortable and trusting in their
interactions with the chatbot.

Anonymity was a significant concern among the students, with
an overwhelming preference that an online safety chatbot should
be anonymous. When users feel confident that their
conversations are confidential, they are more likely to engage
openly and honestly with the chatbot. One student noted that
“Having the chatbot clearly anonymous will encourage
openness” while another explained, “Anonymity is essential
for someone to share their true, unfiltered opinions on the
internet, to a 'secure' bot or to another person.” Many users may
be dealing with sensitive issues, such as online harassment,
image-based abuse, substance abuse, or mental health
challenges. They may feel a sense of shame or embarrassment
if this information becomes known. As one student noted,
“Having this privacy could encouraged [sic] those that may be
embarrassed by their situation or not willing to share when their
name is attached to it.” Another mentioned, “…it provides the
person in need with a safe outlet whilst also giving them a
reliable source that they dont [sic] have to be ashamed about.”
The sharing of personal information can facilitate better support
and guidance tailored to their individual needs. A chatbot service
can provide a safe, confidential space for adolescents to share
their concerns to help them navigate their problems. On a related
note, it will be vital that data security measures ensure the
privacy and confidentiality of any data supplied by users
accessing a chatbot system like this in applied settings. Any
misuse of data provided by users would not only be extremely
unethical, but would rightfully damage users’ trust in the chatbot
system and consequently negate its efficacy.

Limitations
Given that this is a proof-of-concept study, there are limitations
to the generalizability of the results obtained. Some of these
limitations relate to the number and nature of vignettes explored
and to the nature of the sample tested. Obviously, a chatbot may
be accessed as a source of support by individuals experiencing
a wide range of personal circumstances, and our stimulus and
participant sampling does not provide a comprehensive
representation of population of interest (eg, our data do not
speak to how user characteristics like ethnicity, gender diversity,
or sexual orientation affect the actual or perceived utility of the
chatbot). Moreover, although our data are promising and serve
as a proof-of-concept, promising findings in controlled,
simulated testing environments do not guarantee efficacy in
field settings. Thus, although our data provide initial support

for the utility of chatbots in supporting the needs of adolescents
at risk of online harms, further work is required to establish the
generalizability of these findings. Further, there are aspects of
trust and of chatbot technology that require additional attention.
A trust-related factor we did not examine, but that requires
attention, is that trust in technology systems can be influenced
by the credibility of the organization involved, and their
knowledge base (ie, that provides advice and guidance) [78].
In the context of health-related services, trust in the health
information provider is crucial in increasing compliance with
professional advice [79,80]. If the associated organization lacks
credibility, people are less likely to follow recommendations
[11,21]. However, as adolescents have identified schools and
reputable online safety websites as their preferred sources for
accessing online safety information [45], a school- or
community-based system has the potential to gain students’
trust. Thus, in the context of an online safety chatbot, its
association with reputable institutions like schools and
government-funded organizations dedicated to online safety
(eg, Butterfly Foundation, Headspace) may improve access to
quality support for cyber safety issues.

Another issue is that chatbot technology continues to evolve,
as large language models (LLMs) provide an opportunity to
create more lifelike and realistic dialogue. These LLMs are
advanced AI models trained on vast amounts of text data, which
could be selected to be appropriate and realistic for an adolescent
audience. They are capable of ingesting and then generating
human-like text across a wide range of topics. While LLMs are
not specifically chatbots, they can be used as the underlying
technology for conversational agents. They excel at generating
coherent and contextually relevant responses to user input, even
in complex conversational scenarios. LLMs are highly versatile
and can be fine-tuned for specific tasks, including chatbot
applications, content generation, and language translation. Such
chatbots, as with the curated set of resources used in the chatbot
in this study, will require maintenance, as LLMs are only aware
of resources and supports contained within their training
datasets. Currency and relevancy of support provided will be
an ongoing challenge for each chatbot architecture.

Conclusion
Young people understand the value of obtaining more
information about online risks, not only to deal with their own
negative experiences but also to support others in similar
situations [45]. This information also plays a role in promoting
responsible online behavior, as teens might unknowingly cause
harm due to their limited understanding of legalities, consent,
and privacy. An online safety chatbot has the potential to serve
as a valuable supplementary cyber safety resource alongside
school support systems, such as pastoral care or school
psychologists, with the aim to increase accessibility for
adolescents navigating online safety challenges. Integrating a
chatbot into schools’ digital libraries, resources, or a student
portal, can promote a collaborative approach to e-safety
education and support. Online safety chatbots guided by a
framework of trustworthiness can support users in navigating
online risks and accessing valuable resources. In designing and
deploying an online safety chatbot, it will be essential to build
trust to ensure users feel emotionally connected and comfortable
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with its use in navigating online risks. This technology-driven
approach may be particularly helpful for those who prefer digital
interactions or feel apprehensive seeking help directly from
others. An online safety chatbot can offer a confidential and

easily accessible space where adolescents can seek guidance
and access information from reputable organizations dedicated
to young people and online safety.

Funding
This project was funded through the eSafety Commissioner’s Online Safety Grants Program.

Authors' Contributions
JS, JP, and ER acquired the funding from the eSafety Commissioner’s Online Safety Grants Program. JS, JP, ER, MC, JDS, and
PW conceived the studies, drafted the original paper, and edited the final manuscript. JS, ER, and JDS collected the data. JDS,
MC, and ER performed the analyses.

Conflicts of Interest
None declared.

References

1. Jiang K, Qin M, Li S. Chatbots in retail: how do they affect the continued use and purchase intentions of Chinese consumers?
Journal of Consumer Behaviour. 2022:756-772. [FREE Full text] [doi: 10.1002/cb.2034]

2. Miner AS, Milstein A, Hancock JT. Talking to machines about personal mental health problems. JAMA.
2017;318(13):1217-1218. [doi: 10.1001/jama.2017.14151] [Medline: 28973225]

3. Park G, Chung J, Lee S. Human vs. machine-like representation in chatbot mental health counseling: the serial mediation
of psychological distance and trust on compliance intention. Curr Psychol. 2023;43(5):4352-4363. [doi:
10.1007/s12144-023-04653-7]

4. Shah J, DePietro B, D'Adamo L, Firebaugh M, Laing O, Fowler L. Development and usability testing of a chatbot to promote
mental health services use among individuals with eating disorders following screening. International Journal of Eating
Disorders. 2022;55(9):1229-1234. [FREE Full text] [doi: 10.1002/eat.23798]

5. Abd-Alrazaq AA, Alajlani M, Ali N, Denecke K, Bewick BM, Househ M. Perceptions and Opinions of Patients About
Mental Health Chatbots: Scoping Review. J Med Internet Res. 2021;23(1):e17828. [FREE Full text] [doi: 10.2196/17828]
[Medline: 33439133]

6. Lattie EG, Stiles-Shields C, Graham AK. An overview of and recommendations for more accessible digital mental health
services. Nat Rev Psychol. 2022;1(2):87-100. [FREE Full text] [doi: 10.1038/s44159-021-00003-1] [Medline: 38515434]

7. Pereira J, Díaz Ó. Using health chatbots for behavior change: a mapping study. J Med Syst. 2019;43(5):135. [doi:
10.1007/s10916-019-1237-1] [Medline: 30949846]

8. Torous J, Bucci S, Bell I, Kessing L, Faurholt-Jepsen M, Whelan P. The growing field of digital psychiatry: current evidence
and the future of apps, social media, chatbots, and virtual reality. World Psychiatry. 2021;20(3):318-335. [FREE Full text]
[doi: 10.1002/wps.20883]

9. Featherman M, Miyazaki A, Sprott D. Reducing online privacy risk to facilitate e‐service adoption: the influence of
perceived ease of use and corporate credibility. J Serv Mark. 2010;24(3):219-229. [doi: 10.1108/08876041011040622]

10. Ho A, Hancock J, Miner A. Psychological, relational, and emotional effects of self-disclosure after conversations with a
chatbot. J Commun. 2018;68(4):712-733. [FREE Full text] [doi: 10.1093/joc/jqy026] [Medline: 30100620]

11. Liu B. In AI we trust? Effects of agency locus and transparency on uncertainty reduction in human–AI interaction. J
Comput-Mediat Commun. 2021;26(6):384-402. [doi: 10.1093/jcmc/zmab013]

12. Yang J, Chen Y, Por LY, Ku CS. A systematic literature review of information security in chatbots. Appl Sci.
2023;13(11):6355. [doi: 10.3390/app13116355]

13. Glikson E, Woolley AW. Human trust in artificial intelligence: review of empirical research. Acad Manage Ann.
2020;14(2):627-660. [doi: 10.5465/annals.2018.0057]

14. Jacovi A, Marasović A, Miller T, Goldberg Y. Formalizing trust in artificial intelligence: prerequisites, causes and goals
of human trust in AI. 2021. Presented at: Proceedings of the 2021 ACM Conference on Fairness, Accountability, and
Transparency (FAccT ’21); March 3-10, 2021; Virtual Event. [doi: 10.1145/3442188.3445923]

15. Kumar V. Intelligent Marketing: Employing New-Age Technologies. New Delhi. SAGE Publications India Pvt Ltd URL:
https://sk.sagepub.com/book/mono/intelligent-marketing/toc [accessed 2025-12-25]

16. Ling E, Tussyadiah I, Tuomi A, Stienmetz J, Ioannou A. Factors influencing users' adoption and use of conversational
agents: a systematic review. Psychol Mark. 2021;38(7):1031-1051. [FREE Full text] [doi: 10.1002/mar.21491]

17. Moilanen J, van Berkel N, Visuri A, Gadiraju U, van der Maden W, Hosio S. Supporting mental health self-care discovery
through a chatbot. Front Digit Health. 2023;5:1034724. [FREE Full text] [doi: 10.3389/fdgth.2023.1034724] [Medline:
36960179]

JMIR Hum Factors 2026 | vol. 13 | e71498 | p. 14https://humanfactors.jmir.org/2026/1/e71498
(page number not for citation purposes)

Charles et alJMIR HUMAN FACTORS

XSL•FO
RenderX

https://doi.org/10.1002/cb.2034
http://dx.doi.org/10.1002/cb.2034
http://dx.doi.org/10.1001/jama.2017.14151
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28973225&dopt=Abstract
http://dx.doi.org/10.1007/s12144-023-04653-7
https://doi.org/10.1002/eat.23798
http://dx.doi.org/10.1002/eat.23798
https://www.jmir.org/2021/1/e17828/
http://dx.doi.org/10.2196/17828
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33439133&dopt=Abstract
https://europepmc.org/abstract/MED/38515434
http://dx.doi.org/10.1038/s44159-021-00003-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38515434&dopt=Abstract
http://dx.doi.org/10.1007/s10916-019-1237-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30949846&dopt=Abstract
https://doi.org/10.1002/wps.20883
http://dx.doi.org/10.1002/wps.20883
http://dx.doi.org/10.1108/08876041011040622
https://europepmc.org/abstract/MED/30100620
http://dx.doi.org/10.1093/joc/jqy026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30100620&dopt=Abstract
http://dx.doi.org/10.1093/jcmc/zmab013
http://dx.doi.org/10.3390/app13116355
http://dx.doi.org/10.5465/annals.2018.0057
http://dx.doi.org/10.1145/3442188.3445923
https://sk.sagepub.com/book/mono/intelligent-marketing/toc
https://doi.org/10.1002/mar.21491
http://dx.doi.org/10.1002/mar.21491
https://europepmc.org/abstract/MED/36960179
http://dx.doi.org/10.3389/fdgth.2023.1034724
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36960179&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


18. Raiche A, Dauphinais L, Duval M, De Luca G, Rivest-Hénault D, Vaughan T. Factors influencing acceptance and trust of
chatbots in juvenile offenders’ risk assessment training. Front Psychol. 2023;14. [doi: 10.3389/fpsyg.2023.1184016]

19. Riedl R. Is trust in artificial intelligence systems related to user personality? Review of empirical evidence and future
research directions. Electron Mark. 2022;32(4):2021-2051. [doi: 10.1007/s12525-022-00594-4]

20. Mayer RC, Davis JH, Schoorman FD. An integrative model of organizational trust. Acad Manage Rev. 1995;20(3):709-734.
[doi: 10.2307/258792]

21. Przegalinska A, Ciechanowski L, Stroz A, Gloor P, Mazurek G. In bot we trust: a new methodology of chatbot performance
measures. Bus Horiz. 2019;62(6):785-797. [FREE Full text] [doi: 10.1016/j.bushor.2019.08.005]

22. Komiak, Benbasat. The effects of personalization and familiarity on trust and adoption of recommendation agents. MIS Q.
2006;30(4):941-960. [doi: 10.2307/25148760]

23. Özer, Zheng Y, Ren Y. Trust, trustworthiness, and information sharing in supply chains bridging China and the United
States. Manag Sci. 2014;60(10):2435-2460. [doi: 10.1287/mnsc.2014.1905]

24. Venkatesh V, Morris MG, Davis GB, Davis FD. User acceptance of information technology: toward a unified view. MIS
Q. 2003;27(3):425-478. [doi: 10.2307/30036540]

25. Cardona D, Janssen A, Guhr N, Breitner M, Milde J. A matter of trust? Examination of chatbot usage in insurance business.
2021. Presented at: Proceedings of the 54th Hawaii International Conference on System Sciences; January 5-8, 2021;
Honolulu. [doi: 10.24251/hicss.2021.068]

26. Gopinath K, Kasilingam D. Antecedents of intention to use chatbots in service encounters: a meta-analytic review. Int J
Consum Stud. 2023;47(6):2367-2395. [FREE Full text] [doi: 10.1111/ijcs.12933]

27. Lewis JD, Weigert A. Trust as a social reality. Soc Forces. 1985;63(4):967-985. [doi: 10.1093/sf/63.4.967]
28. McAllister DJ. Affect- and cognition-based trust as foundations for interpersonal cooperation in organizations. Acad Manage

J. 1995;38(1):24-59. [doi: 10.2307/256727]
29. Qiu L, Benbasat I. Evaluating anthropomorphic product recommendation agents: a social relationship perspective to

designing information systems. J Manage Inf Syst. 2009;25(4):145-182. [doi: 10.2753/MIS0742-1222250405]
30. Li X, Sung Y. Anthropomorphism brings us closer: the mediating role of psychological distance in user–AI assistant

interactions. Comput Hum Behav. 2021;118:106680. [FREE Full text] [doi: 10.1016/j.chb.2021.106680]
31. Skjuve M, Følstad A, Fostervold K, Brandtzaeg P. My chatbot companion — a study of human-chatbot relationships. Int

J Hum-Comput Stud. 2021;118:102601. [FREE Full text] [doi: 10.1016/j.ijhcs.2021.102601]
32. Wang Z, Walther JB, Pingree S, Hawkins RP. Health information, credibility, homophily, and influence via the Internet:

web sites versus discussion groups. Health Commun. 2008;23(4):358-368. [doi: 10.1080/10410230802229738] [Medline:
18702000]

33. Cheng X, Zhang X, Cohen J, Mou J. Human vs AI: understanding the impact of anthropomorphism on consumer response
to chatbots from the perspective of trust and relationship norms. Inf Process Manage. 2022;59(3):102940. [FREE Full text]
[doi: 10.1016/j.ipm.2022.102940]

34. Pesonen JA. ‘Are you OK?’ students’ trust in a chatbot providing support opportunities. In: Lecture Notes in Computer
Science, vol 12785. Cham. Springer International Publishing; 2021:199-215.

35. Kyung N, Kwon HE. Rationally trust, but emotionally? The roles of cognitive and affective trust in laypeople’s acceptance
of AI for preventive care operations. Prod Oper Manag. 2025. [doi: 10.1177/10591478231225891]

36. Punyatoy P. Effects of cognitive and affective trust on online customer behavior. Mark Intell Plann. 2018;37(1):80-96.
[FREE Full text] [doi: 10.1108/mip-02-2018-0058]

37. Chong A, Blut M, Zheng S. Factors influencing the acceptance of healthcare information technologies: a meta-analysis.
Inf Manage. 2022;59(3):103604. [FREE Full text] [doi: 10.1016/j.im.2022.103604]

38. Müller L, Mattke J, Maier C, Weitzel T, Graser H. Chatbot acceptance: a latent profile analysis on individuals’ trust in
conversational agents. 2019. Presented at: Proceedings of the 2019 on Computers and People Research Conference
(SIGMIS-CPR ’19); June 20-22, 2019; Nashville. URL: https://doi.org/10.1145/3322385.33223922019 [doi:
10.1145/3322385.3322392]

39. Nicolaou A, McKnight D. Perceived information quality in data exchanges: effects on risk, trust, and intention to use. Inf
Syst Res. 2006;17(4):332-351. [FREE Full text] [doi: 10.1287/isre.1060.0103]

40. Ajzen I, Fishbein M. Attitude-behavior relations: a theoretical analysis and review of empirical research. Psychol Bull.
1977;84(5):888-918. [doi: 10.1037/0033-2909.84.5.888]

41. Hung S, Ku C, Chang C. Critical factors of WAP services adoption: an empirical study. Electron Commer Res Appl.
2003;2(1):42-60. [FREE Full text] [doi: 10.1016/s1567-4223(03)00008-5]

42. Schifter DE, Ajzen I. Intention, perceived control, and weight loss: an application of the theory of planned behavior. J Pers
Soc Psychol. 1985;49(3):843-851. [doi: 10.1037//0022-3514.49.3.843] [Medline: 4045706]

43. Wang S, Huang Y, Wang C, editors. A model of consumer perception and behavioral intention for AI service. 2020.
Presented at: Proceedings of the 2020 2nd International Conference on Management Science and Industrial Engineering;
April 7, 2020; Osaka. URL: https://doi.org/10.1145/339673396791 [doi: 10.1145/3396743.3396791]

JMIR Hum Factors 2026 | vol. 13 | e71498 | p. 15https://humanfactors.jmir.org/2026/1/e71498
(page number not for citation purposes)

Charles et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://dx.doi.org/10.3389/fpsyg.2023.1184016
http://dx.doi.org/10.1007/s12525-022-00594-4
http://dx.doi.org/10.2307/258792
https://doi.org/10.1016/j.bushor.2019.08.005
http://dx.doi.org/10.1016/j.bushor.2019.08.005
http://dx.doi.org/10.2307/25148760
http://dx.doi.org/10.1287/mnsc.2014.1905
http://dx.doi.org/10.2307/30036540
http://dx.doi.org/10.24251/hicss.2021.068
https://doi.org/10.1111/ijcs.12933
http://dx.doi.org/10.1111/ijcs.12933
http://dx.doi.org/10.1093/sf/63.4.967
http://dx.doi.org/10.2307/256727
http://dx.doi.org/10.2753/MIS0742-1222250405
https://doi.org/10.1016/j.chb.2021.106680
http://dx.doi.org/10.1016/j.chb.2021.106680
https://doi.org/10.1016/j.ijhcs.2021.102601
http://dx.doi.org/10.1016/j.ijhcs.2021.102601
http://dx.doi.org/10.1080/10410230802229738
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18702000&dopt=Abstract
https://doi.org/10.1016/j.ipm.2022.102940
http://dx.doi.org/10.1016/j.ipm.2022.102940
http://dx.doi.org/10.1177/10591478231225891
https://doi.org/10.1108/MIP-02-2018-0058
http://dx.doi.org/10.1108/mip-02-2018-0058
https://doi.org/10.1016/j.im.2022.103604
http://dx.doi.org/10.1016/j.im.2022.103604
https://doi.org/10.1145/3322385.33223922019
http://dx.doi.org/10.1145/3322385.3322392
https://doi.org/10.1287/isre.1060.0103
http://dx.doi.org/10.1287/isre.1060.0103
http://dx.doi.org/10.1037/0033-2909.84.5.888
https://doi.org/10.1016/S1567-4223(03)00008-5
http://dx.doi.org/10.1016/s1567-4223(03)00008-5
http://dx.doi.org/10.1037//0022-3514.49.3.843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=4045706&dopt=Abstract
https://doi.org/10.1145/339673396791
http://dx.doi.org/10.1145/3396743.3396791
http://www.w3.org/Style/XSL
http://www.renderx.com/


44. Dinh C, Park S. How to increase consumer intention to use Chatbots? An empirical analysis of hedonic and utilitarian
motivations on social presence and the moderating effects of fear across generations. Electron Commer Res.
2023;24(4):2427-2467. [doi: 10.1007/s10660-022-09662-5]

45. The digital lives of Aussie teens. eSafety Commissioner. 2021. URL: https://www.esafety.gov.au/research/
digital-lives-of-aussie-teens#:~:text=44%25%20of%20teens%20had%20a,%2Fsocial%20groups%20(16%25): [accessed
2025-12-25]

46. Lonergan A, Moriarty A, McNicholas F, Byrne T. Cyberbullying and internet safety: a survey of child and adolescent
mental health practitioners. Ir J Psychol Med. 2023;40(1):43-50. [doi: 10.1017/ipm.2021.63] [Medline: 34581261]

47. Prasad S, Ait Souabni S, Anugwom G, Aneni K, Anand A, Urhi A. Anxiety and depression amongst youth as adverse
effects of using social media : a review. Ann Med Surg (Lond). 2023;85(8):3974-3981. [FREE Full text] [doi:
10.1097/MS9.0000000000001066] [Medline: 37554895]

48. Yourtown. Yourtown Annual Report 2023. URL: https://publications.yourtown.com.au/2023-annual-report/page/14-15:
[accessed 2025-12-25]

49. Dosovitsky G, Bunge E. Development of a chatbot for depression: adolescent perceptions and recommendations. Child
Adolesc Ment Health. 2023;28(1):124-127. [doi: 10.1111/camh.12627] [Medline: 36507594]

50. Ta V, Griffith C, Boatfield C, Wang X, Civitello M, Bader H. User experiences of social support from companion chatbots
in everyday contexts: thematic analysis. J Med Internet Res. 2020;22(3):e16235. [FREE Full text] [doi: 10.2196/16235]
[Medline: 32141837]

51. Pillai R, Sivathanu B. Adoption of AI-based chatbots for hospitality and tourism. Int J Contemp Hosp Manag.
2020;32(10):3199-3226. [FREE Full text] [doi: 10.1108/ijchm-04-2020-0259]

52. Jian J, Bisantz AM, Drury CG. Foundations for an empirically determined scale of trust in automated systems. Int J Cogn
Ergonomics. 2000;4(1):53-71. [FREE Full text] [doi: 10.1207/S15327566IJCE0401_04]

53. Zemčík T. Failure of chatbot Tay was evil, ugliness and uselessness in its nature or do we judge it through cognitive shortcuts
and biases? AI Soc. 2021;36(1):361-367. [doi: 10.1007/s00146-020-01053-4]

54. Nguyen Q, Sidorova A, Torres R. User interactions with chatbot interfaces vs. menu-based interfaces: an empirical study.
Comput Hum Behav. 2022;128:107093. [FREE Full text] [doi: 10.1016/j.chb.2021.107093]

55. Milis K, Wessa P, Poelmans S, Doom C, Bloemen E. The impact of gender on the acceptance of virtual learning environments.
2008. Presented at: Proceedings of the International Conference of Education, Research and Innovation; November 17-19,
2008:1-12; Madrid. URL: https://tinyurl.com/mthemap3

56. Wolpin S, Berry D, Austin-Seymour M, Bush N, Fann JR, Halpenny B. Acceptability of an electronic self-report assessment
program for patients with cancer. Comput Inform Nurs. 2008;26(6):332-338. [doi: 10.1097/01.ncn.0000336464.79692.6a]

57. Roehrer E, Pokawinkoon P, Watters P, Sauer JD, Scanlan J. Adolescent-centric design of an online safety chatbot. J Comput
Inf Syst. 2024:1-14. [doi: 10.1080/08874417.2024.2401991]

58. Feijóo-García PG, Wrenn C, Stuart J, De Siqueira AG, Lok B. Participatory design of virtual humans for mental health
support among North American computer science students: voice, appearance, and the similarity-attraction effect. ACM
Trans Appl Percept. 2023;20(3):1-27. [FREE Full text] [doi: 10.1145/3613961]

59. Google Cloud. 2024. URL: https://cloud.google.com/dialogflow [accessed 2025-12-25]
60. Young people. eSafety Commissioner. URL: https://www.esafety.gov.au/youngpeople [accessed 2025-12-25]
61. Butterfly Foundation. URL: https://butterfly.org.au/ [accessed 2025-12-25]
62. jamovi. The jamovi project URL: https://www.jamovi.org/2022 [accessed 2025-12-25]
63. Kelter R. Analysis of type I and II error rates of Bayesian and frequentist parametric and nonparametric two-sample

hypothesis tests under preliminary assessment of normality. Comput Stat. 2021;36(2):1263-1288. [doi:
10.1007/s00180-020-01034-7]

64. Lee M, Wagenmakers EJ. Bayesian Cognitive Modeling: A Practical Course. Cambridge. Cambridge University Press;
2014.

65. van Doorn J, van den Bergh D, Böhm U, Dablander F, Derks K, Draws T. The JASP guidelines for conducting and reporting
a Bayesian analysis. Psychon Bull Rev. 2021;28(3):813-826. [FREE Full text] [doi: 10.3758/s13423-020-01798-5] [Medline:
33037582]

66. Kleinheksel AJ, Rockich-Winston N, Tawfik H, Wyatt TR. Demystifying content analysis. Am J Pharm Educ.
2020;84(1):7113. [FREE Full text] [doi: 10.5688/ajpe7113] [Medline: 32292185]

67. Open Science Framework. URL: https://osf.io/f2ejg [accessed 2025-12-29]
68. JASP. JASP Team URL: https://www.jasp-stats.org/2024 [accessed 2025-12-25]
69. National study of mental health and wellbeing. Australian Bureau of Statistics. 2022. URL: https://www.abs.gov.au/statistics/

health/mental-health/national-study-mental-health-and-wellbeing/latest-release: [accessed 2025-12-25]
70. Chaves AP, Gerosa MA. How should my chatbot interact? a survey on social characteristics in human–chatbot interaction

design. Int J Hum–Comput Interact. 2020;37(8):729-758. [doi: 10.1080/10447318.2020.1841438]
71. Go E, Sundar S. Humanizing chatbots: the effects of visual, identity and conversational cues on humanness perceptions.

Comput Hum Behav. 2019;97:304-316. [FREE Full text] [doi: 10.1016/j.chb.2019.01.020]

JMIR Hum Factors 2026 | vol. 13 | e71498 | p. 16https://humanfactors.jmir.org/2026/1/e71498
(page number not for citation purposes)

Charles et alJMIR HUMAN FACTORS

XSL•FO
RenderX

http://dx.doi.org/10.1007/s10660-022-09662-5
https://www.esafety.gov.au/research/digital-lives-of-aussie-teens#:~:text=44%25%20of%20teens%20had%20a,%2Fsocial%20groups%20(16%25):
https://www.esafety.gov.au/research/digital-lives-of-aussie-teens#:~:text=44%25%20of%20teens%20had%20a,%2Fsocial%20groups%20(16%25):
http://dx.doi.org/10.1017/ipm.2021.63
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34581261&dopt=Abstract
https://europepmc.org/abstract/MED/37554895
http://dx.doi.org/10.1097/MS9.0000000000001066
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37554895&dopt=Abstract
https://publications.yourtown.com.au/2023-annual-report/page/14-15:
http://dx.doi.org/10.1111/camh.12627
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36507594&dopt=Abstract
https://www.jmir.org/2020/3/e16235/
http://dx.doi.org/10.2196/16235
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32141837&dopt=Abstract
https://doi.org/10.1108/IJCHM-04-2020-0259
http://dx.doi.org/10.1108/ijchm-04-2020-0259
http://paperpile.com/b/f0gPo9/fc2EV
http://dx.doi.org/10.1207/S15327566IJCE0401_04
http://dx.doi.org/10.1007/s00146-020-01053-4
https://doi.org/10.1016/j.chb.2021.107093
http://dx.doi.org/10.1016/j.chb.2021.107093
https://tinyurl.com/mthemap3
http://dx.doi.org/10.1097/01.ncn.0000336464.79692.6a
http://dx.doi.org/10.1080/08874417.2024.2401991
https://doi.org/10.1145/3613961
http://dx.doi.org/10.1145/3613961
https://cloud.google.com/dialogflow
https://www.esafety.gov.au/youngpeople
https://butterfly.org.au/
https://www.jamovi.org/2022
http://dx.doi.org/10.1007/s00180-020-01034-7
https://europepmc.org/abstract/MED/33037582
http://dx.doi.org/10.3758/s13423-020-01798-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33037582&dopt=Abstract
https://europepmc.org/abstract/MED/32292185
http://dx.doi.org/10.5688/ajpe7113
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32292185&dopt=Abstract
https://osf.io/f2ejg
https://www.jasp-stats.org/2024
https://www.abs.gov.au/statistics/health/mental-health/national-study-mental-health-and-wellbeing/latest-release:
https://www.abs.gov.au/statistics/health/mental-health/national-study-mental-health-and-wellbeing/latest-release:
http://dx.doi.org/10.1080/10447318.2020.1841438
https://doi.org/10.1016/j.chb.2019.01.020
http://dx.doi.org/10.1016/j.chb.2019.01.020
http://www.w3.org/Style/XSL
http://www.renderx.com/


72. Morris R, Kouddous K, Kshirsagar R, Schueller S. Towards an artificially empathic conversational agent for mental health
applications: system design and user perceptions. J Med Internet Res. 2018;20(6):e10148. [FREE Full text] [doi:
10.2196/preprints.10148]

73. Roy R, Naidoo V. Enhancing chatbot effectiveness: the role of anthropomorphic conversational styles and time orientation.
J Bus Res. 2021;126:23-34. [FREE Full text] [doi: 10.1016/j.jbusres.2020.12.051]

74. Sheehan B, Jin H, Gottlieb U. Customer service chatbots: anthropomorphism and adoption. J Bus Res. 2020;115:14-24.
[FREE Full text] [doi: 10.1016/j.jbusres.2020.04.030]

75. Diederich S, Brendel AB, Kolbe LM. Designing anthropomorphic enterprise conversational agents. Bus Inf Syst Eng.
2020;62(3):193-209. [doi: 10.1007/s12599-020-00639-y]

76. Mori M, MacDorman K, Kageki N. The uncanny valley [from the field]. IEEE Robot Autom Mag. 2012;19(2):98-100.
[doi: 10.1109/MRA.2012.2192811]

77. Song SW, Shin M. Uncanny valley effects on chatbot trust, purchase intention, and adoption intention in the context of
e-commerce: the moderating role of avatar familiarity. Int J Hum–Comput Interact. 2022;40(2):441-456. [doi:
10.1080/10447318.2022.2121038]

78. Siau K, Wang W. Building trust in artificial intelligence, machine learning, and robotics. Cutter Bus Technol J.
2018;31(2):47-53. [FREE Full text]

79. Holroyd TA, Oloko OK, Salmon DA, Omer SB, Limaye RJ. Communicating recommendations in public health emergencies:
the role of public health authorities. Health Secur. 2020;18(1):21-28. [FREE Full text] [doi: 10.1089/hs.2019.0073] [Medline:
32078416]

80. Whetten K, Leserman J, Whetten R, Ostermann J, Thielman N, Swartz M. Exploring lack of trust in care providers and the
government as a barrier to health service use. Am J Public Health. 2006;96(4):716-721. [doi: 10.2105/AJPH.2005.063255]
[Medline: 16507725]

Abbreviations
AI: artificial intelligence
BF: Bayes factor
CrI: credible interval
LLM: large language model
NHST: null hypothesis significance testing

Edited by C Jacob; submitted 19.Jan.2025; peer-reviewed by PG Feijóo-García, M Chatzimina; comments to author 25.Aug.2025;
revised version received 15.Dec.2025; accepted 16.Dec.2025; published 12.Feb.2026

Please cite as:
Charles M, Sauer JD, Roehrer E, Prichard J, Watters P, Scanlan J
Adolescent Perceptions of an Online Safety Chatbot: Survey Study
JMIR Hum Factors 2026;13:e71498
URL: https://humanfactors.jmir.org/2026/1/e71498
doi: 10.2196/71498
PMID:

©Meriel Charles, James D Sauer, Erin Roehrer, Jeremy Prichard, Paul Watters, Joel Scanlan. Originally published in JMIR
Human Factors (https://humanfactors.jmir.org), 12.Feb.2026. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in JMIR Human Factors, is properly cited. The
complete bibliographic information, a link to the original publication on https://humanfactors.jmir.org, as well as this copyright
and license information must be included.

JMIR Hum Factors 2026 | vol. 13 | e71498 | p. 17https://humanfactors.jmir.org/2026/1/e71498
(page number not for citation purposes)

Charles et alJMIR HUMAN FACTORS

XSL•FO
RenderX

https://doi.org/10.2196/10148
http://dx.doi.org/10.2196/preprints.10148
https://doi.org/10.1016/j.jbusres.2020.12.051
http://dx.doi.org/10.1016/j.jbusres.2020.12.051
https://doi.org/10.1016/j.jbusres.2020.04.030
http://dx.doi.org/10.1016/j.jbusres.2020.04.030
http://dx.doi.org/10.1007/s12599-020-00639-y
http://dx.doi.org/10.1109/MRA.2012.2192811
http://dx.doi.org/10.1080/10447318.2022.2121038
https://www.cutter.com/article/building-trust-artificial-intelligence-machine-learning-and-robotics-498981
https://europepmc.org/abstract/MED/32078416
http://dx.doi.org/10.1089/hs.2019.0073
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32078416&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2005.063255
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16507725&dopt=Abstract
https://humanfactors.jmir.org/2026/1/e71498
http://dx.doi.org/10.2196/71498
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

